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The measurement of trace gases through remote sounding techniques has led to a
better understanding of the processes controlling the structure and variability of the
stratosphere. Differences between measurements over space and time are due to
atmospheric variability and instrument errors: thus, comparison of measurements
can be used to test our knowledge of both.

Comparisons of measurements over long time periods are used to identify trends.
Balloon-borne infrared emission radiometer instruments have been used to make mea-
surements of midlatitude stratospheric HNO, spanning a period of twelve years. The
timing of the measurements is notable, since they occur before and well after the
eruption of Mt. Pinatubo, which significantly perturbed HNO, levels, complicating
prior trend analyses. No significant differences are found between the HNO, retrievals,
although large measurement uncertainties preclude any conclusion concerning trends.

Comparisons of measurements that are closely spaced in space and time are useful
for satellite validation, where one aims to reduce the effect of atmospheric variability
on the estimation of systematic and random errors. A novel technique for the esti-
mation of systematic error, which differentiates between additive and multiplicative
bias, is introduced. In a comparison of measurements by the ACE-FTS and Aura

MLS instruments, significant multiplicative biases are identified and described.
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In order to validate the reported random errors (RREs) of measurements, satellite
validation studies often focus on measurements in the tropical stratosphere, where
variability is weak. The scatter in tropical measurements can then be used as an
upper limit on instrument precision. In an analysis of tropical measurements by the
ACE-FTS, scatter is found to be roughly consistent with the RREs for H,O and CO.
The scatter in measurements of O5, HNO,, and N,O, while larger than the reported
random errors, is roughly consistent with the variability simulated in the Canadian
Middle Atmosphere Model. This work implies that the random error of the ACE-FTS

measurements is smaller than the weak natural variability of the tropical stratosphere.
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Chapter 1

Introduction

1.1 Ozone and stratospheric trace gases

The atmosphere is composed primarily of molecular nitrogen (N,), molecular oxygen
(O,) and argon (Ar), which together account for about 99.9% of the total atmosphere.
The remaining 0.1% of the atmosphere consists of a large number of chemical species,
known as trace gases. Due in large part to their radiative properties, i.e., their ability
to absorb and emit radiation of different wavelengths, the impact of trace gases on
the climate of the Earth can be substantial, even while their relative abundances are
not.

One of the most important trace gases is ozone (O;), which exists in its largest
relative abundance in the stratosphere, between ~15 and 50 km altitude. O absorbs
solar ultraviolet (UV) radiation with wavelengths between 200 and 300 nm, shielding
the surface of the Earth from this radiation. The absorption of UV radiation by O,
is critical because such radiation has enough energy to break chemical bonds in DNA
or interfere in other ways with biological processes (Kondratyev and Varotsos, 2000,
and references therein).

The study of O5 has become a subject of public interest since it was noted that
anthropogenic activities might lead to a gradual lowering of the amount of O4 in the
atmosphere (e.g., Broderick et al., 1982, and references therein). This reduction, in

turn, would lead to enhanced UV radiation at the surface of the Earth, which would



CHAPTER 1. INTRODUCTION 2

be detrimental to various life forms at the surface. Scientific research into O4 has
been motivated in large part by the goal of better understanding the processes by
which human activity affects the abundance of O,.

O, is also an important component of the atmosphere for other reasons. Absorp-
tion of UV radiation by O, leads to heating of the stratosphere, which represents a
significant source of energy to the atmosphere. The thermal structure of the strato-
sphere is determined primarily by this O, heating. Furthermore, O, is a highly
reactive species, and is a principal actor in the chemistry of the stratosphere.

O, abundances are controlled by the combination of (1) radiative processes, since
the production of Oy is tied directly to the photolysis of O,; (2) chemical processes,
since Oy is destroyed through a number of chemical reactions with other stratospheric
trace gases; and (3) dynamical processes, since the movement of air can act as a local
source or sink of O, in a particular location of the atmosphere. Thus, in order to
understand and predict the impact of human activity on stratospheric O, it is im-
portant to study each of the processes that control O abundances, and their complex

interactions and feedbacks.

1.2 Observations of stratospheric trace gases

Measurements form the base on which our understanding of the atmo-
sphere is built. New or improved measurement capability or application
of measurement techniques in new ways or new situations has often re-
sulted in a significant expansion or modification in our understanding.
Measurements provide information for testing models and validating the-
oretical concepts. In atmospheric chemistry, no measurements are more
fundamental than measurements of the composition of the atmosphere.

(Mankin et al., 1999)

Systematic measurement of stratospheric O; commenced with the organization
and operation of a network of ground-based instruments by G. M. B. Dobson (Dobson

and Harrison, 1926), and has continued to the present day through a number of
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measurement techniques and platforms. Scientific understanding of the processes that
control O has progressed based on the measurement of Oj, as well as of the myriad
other trace gas species in the stratosphere. Understanding the chemical processes
important in controlling O4 has relied upon the measurement of the various chemical
species involved in O4 chemistry. Measurements of stratospheric trace gases, and the
relationships between trace gases, has driven the development of our understanding
of the dynamical nature of the stratosphere, since the spatial distributions of trace
gases are often affected by dynamical transport.

The techniques used to measure trace gas abundance are numerous (see e.g.,
Heard, 2006). This thesis focusses on measurements made through spectroscopic
remote sounding techniques. Remote sounding measurements are made of the atmo-
sphere located at a distance from the instrument. Spectroscopic methods are based
on the fact that different chemical compounds absorb and emit electromagnetic radi-
ation differently at specific wavelengths. The pattern of absorption with wavelength
provides a “fingerprint” for the chemical compound, and the intensity of absorption
depends on the amount of absorber. Spectroscopic remote sounding measurements
are therefore produced through a two-step process, involving first the measurement
of radiation, and secondly the “retrieval” of trace gas abundances. Remote sound-
ing measurements can be made from the ground, from sub-orbital platforms such as
balloons and aircraft, and from space-based platforms. Space-based measurements
have the advantage of global (or near-global) coverage, from which the full three-
dimensional distribution of trace gases can be constructed.

Two observational missions are of primary importance in this thesis, and are

introduced below.

1.2.1 MANTRA

The Middle Atmosphere Nitrogen Trend Assessment (MANTRA) series of balloon
flights was undertaken to investigate changes in the abundances of northern hemi-
sphere mid-latitude stratospheric ozone, and of nitrogen and chlorine compounds that

play a role in ozone chemistry (Strong et al., 2005). In each flight, a large helium
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balloon carried a payload of atmospheric remote sounding instruments to a float al-
titude of approximately 35 km for approximately one day. During the flight, various
instruments made measurements of the chemical composition and temperature struc-
ture of the atmosphere. The main balloon flights were the principal component of
a longer campaign: other measurements were made by ground-based instruments,
sonde flights, and occasional solo instrument balloon flights before and after the main
flight. Four campaigns were carried out biennially between 1998 and 2004, all from
Vanscoy, Saskatchewan, Canada (52°N, 107°W).
The scientific objectives of the MANTRA mission were:

1. to measure profiles of the relevant chemical species in the ozone budget,

2. to determine historical trends of these quantities from balloon campaigns held

at mid-latitudes over the past 20 years,

3. to perform intercomparisons between instruments using different measurement

techniques, and

4. to participate in the validation of satellite data.

This thesis concentrates on measurements collected by two emission radiometers
included as part of the balloon payload on each of the MANTRA flights. The in-
struments measure thermal infrared emission by the atmosphere, from which it is
possible to retrieve vertical profiles of nitric acid (HNO;) abundance. The emission
radiometers flown on the MANTRA flights are part of a large suite of identical in-
struments built in the 1980’s, some of which were flown on balloon flights dating back
to 1990. As a result, the emission radiometer raw data set spans a period of over a
decade. In reference to the second stated objective of the MANTRA mission, com-
parison of retrieved HNO; profiles from the MANTRA-era measurements with the
early 1990’s measurements is used to assess possible long-term changes in atmospheric

composition.
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1.2.2 ACE

The Atmospheric Chemistry Experiment (ACE) is a Canadian-led satellite mission
that is measuring the concentrations of atmospheric trace gases by absorption spec-
troscopy using the Sun as a light source. The principal goals of the ACE mission
are to make measurements that will improve understanding of the chemical and dy-
namical processes that control the distribution of ozone in the upper troposphere
and stratosphere, especially in the Arctic, and to explore the relationship between
atmospheric chemistry and climate change (Bernath et al., 2005).

The primary ACE instrument is a high-resolution (0.02 cm™!) infrared Fourier
transform spectrometer (ACE-FTS), covering the mid-infrared spectral region (750 —
4400 cm ™). During sunrise and sunset (from the perspective of the orbiting satellite),
ACE-FTS measures sequences of atmospheric absorption spectra in the limb-viewing
geometry with different slant paths and tangent heights; when these spectra are
analyzed, the results are inverted into vertical profiles of atmospheric constituents. A
high inclination (74°), circular low Earth orbit (650 km) gives ACE-FTS coverage of
tropical, mid-latitude and polar regions. The orbit is specifically tailored to result in

maximum measurement sampling density over polar regions during winter and spring.

1.3 Motivation and themes

As stated above, advancing understanding of the chemical and dynamical processes
that control O4 abundances, and of the changes in those processes over time, is the
motivation behind the MANTRA and ACE missions, and many other observational
missions. The primary “themes” explored in this thesis, within the greater field of

O, science, are discussed below.

1.3.1 Comparison and validation of measurements

Three of the four stated aims of MANTRA directly involve comparison of measure-

ments: comparison of measurements made over long time periods, comparison of
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measurements made by different instruments on the MANTRA balloon payload, and
comparison of measurements made by MANTRA instruments with those made by
satellite instruments.

Comparison of measurements is performed for two primary reasons. On the one
hand, comparison of measurements over time, or space, can be used to extract infor-
mation about the atmosphere. For example, the study of temporal trends, or spatial
distributions, involves the comparison of measurements. On the other hand, compar-
ison of measurements may serve the purpose of learning more about the instruments
themselves, e.g., potential problems, biases and errors present in the measurements
made by any particular instrument.

These two motivations for comparing measurements are intimately related. The
scientific interpretation of measurements depends heavily upon the quality of those
measurements. For example, the ability to detect long-term trends is dependent
on the uncertainties in the data. So too is the ability to forecast future trace gas
abundances and distributions through the assimilation of data into models. At the
same time, assessing the quality of measurements is (as will be explored in this thesis)
in some sense limited by our knowledge of the natural processes of the atmosphere.

Another type of comparison which is of considerable importance, and is touched
on briefly in this thesis, is that of the comparison of measurements with model re-
sults. Atmospheric models (such as coupled chemistry-climate models, or CCMs)
represent multifaceted hypotheses of the workings of the atmosphere; therefore com-
paring model results with measurements amounts to hypothesis testing. While mea-
surements can be used to validate models, model results can also be used to better
understand measurements. Model fields do not suffer from sparse data density or from
random measurement errors that can plague observational data, and can therefore be
helpful for assessing the impact of these factors.

Model-measurement comparison is an integral component of data assimilation, the
process through which measurements and models are used in combination to produce
a best estimate of the state of the atmosphere. The success of a data assimilation

system depends on both the quality of the measurements assimilated, and on the
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correct knowledge of the quality of the data, which is used to properly weight the
data. This point underscores the importance of the validation of remote sounding

measurements, in terms of both the retrieved values and their errors.

1.3.2 Atmospheric variability

A common thread joining (and complicating) the MANTRA objectives of trend de-
tection and data validation is the issue of atmospheric variability.

The dynamics of the atmosphere are inherently chaotic, and lead to variability on
a wide range of time and length scales. Since it is often long-term changes, on the time
scale of decades, that are of particular concern in atmospheric studies, variability on
shorter time scales acts as “noise” in the detection of trend signals in the long-term
record.

Short-term variability, on the time scale of days, is often filtered out in the anal-
ysis of atmospheric measurement and model data, through the calculation of, e.g.,
monthly means. In some situations, it may however be necessary to consider the
effects of short-term variability. The emission radiometer instrument measurements,
for instance, have produced a handful of measurements at a single location over a
period of many years. In order to understand to what degree any differences between
these measurements might represent long-term variations, it is important to consider
the effects of short-term variability. As another example, the validation of satellite
instrument data often uses “coincident measurements” closely spaced in location and
time. Differences between coincident measurements due to short-term variability are
a significant source of uncertainty in satellite validation studies. Finally, since the
short-term variability of certain trace gas species is produced by dynamical motions,
trace gas variability is an indirect measure of dynamics. Therefore, comparison of the
short-term variability of measurements with that of model results may be useful in

assessing model performance (Erbertseder et al., 2005; Erbertseder et al., 2006).
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1.4 Thesis objectives and organization

The objectives of this thesis are:

1. to produce retrievals of HNO, from spectra recorded by the emission radiometer
instruments during the MANTRA-era and 1990-era balloon flights, to assess any
change in HNOj; over the time span of the measurements, and to place the HNO,

measurements within the context of other observational data sets; and

2. to explore ways of improving upon the standard methods of satellite validation,
especially in terms of exploiting the information contained in the variability of

measurements.

The material of the thesis begins in Chapter 2 with a brief overview of relevant
concepts in stratospheric chemistry and dynamics. The climatological spatial distri-
butions of trace gas species in the stratosphere, and the variability they show about
these distributions, are described in Chapter 3. Chapter 4 focusses on the emission
radiometer measurements: the retrieval of HNO, profiles, the investigation of any
possible long-term trends, and the comparison of the retrieved HNO; profiles with
model results and observations from other instruments. Chapters 5 and 6 concern
the validation of data from space-based instruments. Chapter 5 examines the issue of
comparing the variability of coincident measurements by two instruments, in an effort
to improve upon the typical analysis of coincident comparisons. Chapter 6 examines
the issue of validating the reported random errors of space-based instruments through
quantification of measurement scatter. A summary and suggestions for future work

are provided in Chapter 7.

1.5 Personal contribution

Work on the material of this thesis began with my involvement with the MANTRA
balloon campaign of 2002. I inherited the emission radiometer instruments from Dr.
Brendan Quine, and operated them on both the 2002 and 2004 campaigns. I also in-

herited from Dr. Quine a functioning suite of programs comprising a retrieval code for
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the emission radiometer observations, which is described by Quine et al. (2005). Over
the next few years I made substantial modifications to the retrieval code, including
making improvements to the forward model based on laboratory tests, improving the
optimization subroutines, and implementing a staged retrieval algorithm incorporat-
ing an onion-peeling retrieval which was built from scratch. Data from the emission
radiometer measurements of 1990 was obtained from the Meteorological Service of
Canada (MSC), and the codes to read in this raw data were produced by Dr. Quine
based on Fortran codes from MSC. I have written all of the analysis algorithms used
in the satellite validation work of Chapters 5 and 6.

Much of the material of Chapters 4 and 5 has been published previously by Toohey
et al. (2007) and Toohey and Strong (2007), respectively. A manuscript for publica-

tion based on the results shown in Chapter 6 is currently in preparation.



Chapter 2

Concepts in stratospheric

chemistry and dynamics

This chapter presents an overview of some important concepts used to describe and
understand the abundances and distributions of stratospheric trace gases. Oj plays
an especially central role in the chemical and physical processes of the stratosphere. A
basic description of O4 chemistry is included within §2.1, in order to exemplify some
of the important chemical concepts introduced there. The heating of the stratosphere
produced by the absorption of UV radiation by O5 shapes the vertical and horizontal
thermal structure of the stratosphere, which sets the scene in §2.2 for an introduction

to some important concepts in stratospheric dynamics.

2.1 Chemical concepts

2.1.1 Measures of atmospheric composition

The volume mixing ratio (VMR) of a gas X is the number of moles of X per mole of
air. Because the VMR for trace gases is typically small, it is usually multiplied by
10%, 10%, or 10'? to obtain parts per million by volume (ppmv), parts per billion by
volume (ppbv), or parts per trillion by volume (pptv), respectively. The VMR, of a

gas has the virtue of remaining constant when the air density changes (as happens

10
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when the temperature or the pressure changes).
The number density of a gas X is defined as the number of molecules of X per unit
volume of air. It is expressed commonly in units of molecules per cubic centimeter

(molecules cm™). The number density of gas X is generally denoted [X].

2.1.2 Chemical production and loss

Chemical reactions in the stratosphere lead to the production and loss of chemical
species. The chemical reactions underlying the presence of stratospheric O4 are de-
scribed by the Chapman mechanism, which is presented here based on the treatment
by Jacob (1999, pp. 164-191). The production of ozone begins with the photolysis
of O, yielding two O atoms:

Oy+hyr — O+0 (A< 240nm). (R1)

In order to overcome the bond energy of the O, molecule the photons must have
wavelengths less than 240 nm. Such high energy ultraviolet photons are present in
the solar spectrum at high altitudes. The highly reactive O atoms combine rapidly
with O, to form ozone

O+0,+M — O3+ M, (R2)

where M is a third body, usually the abundant N, or O, molecule, required to conserve
energy.

Photolysis of O4 produces O atoms:

O3 +hv — O, + O. (R3)

This reaction is not a terminal sink for O; since the O atom produced may recombine
with O, by (R2) to regenerate O;. This null cycle effectively absorbs solar UV

radiation, while conserving O;. For O4 to be lost, the O atom must undergo another
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Figure 2.1: Percent contribution to total ozone loss in midlatitudes from catalytic cycles.
Reproduced from IPCC/TEAP (2005).

reaction, which in the Chapman mechanism is

05+ 0 — 20, (R4)

In the years after the formulation of the Chapman mechanism, it was discovered
that the loss of O through (R4) is much less important than that resulting from
reaction with other trace gases. Specifically, O4 is depleted through a number of
catalytic reactions, involving oxides of hydrogen, nitrogen, chlorine and bromine.

A general catalytic ozone loss cycle is given by the chemical reaction set

X+ 0, — X0+ 0,
XO+0 —X+0,

net : 0 4+ 053 — 20,

where X acts as a placeholder for a catalytic agent such as H, OH, Cl, Br or NO.
Catalytic cycles can be very efficient, even if the concentration of the catalyst X
is several orders of magnitude smaller than that of O5. The efficiency of such a cycle

regarding the destruction of Oj is given by the number of times the cycle repeats
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itself before the catalyst is eventually lost. Figure 2.1 shows the fraction of total O,
loss at midlatitudes due to catalytic cycles involving the radical families shown. In
the midlatitudes (and tropics), nitrogen oxide radical (NO,) cycles are the dominant
sink for Oy in the middle stratosphere, whereas hydrogen oxide (HO,) radical cycles
dominate in the lower and upper stratosphere.

In the polar latitudes, different catalytic cycles can lead to large amounts of O,
loss, such as that associated with the Antarctic “ozone hole”. The cold tempera-
tures of the polar vortex allow the formation of polar stratospheric clouds (PSCs),
which provide surfaces for heterogenous chemical reactions which transform chlorine
reservoir species (such as CIONO, and HCI) into active forms (such as Cl, and ClO).
When sun returns to the polar region in spring, O; depletion occurs through catalytic

cycles involving active chlorine, such as the following (Jacob, 1999):

ClO + ClO + M — (ClO), + M
(C1O), + hv — Cl+ ClOO
ClOO + M — Cl+ 0, + M
2C1+ 20, — 2CIO + 20,

net : 204 +hvy — 30,.

2.1.3 Chemical rate kinetics and lifetimes

The relative importance of the various production and loss reactions for any particular
trace gas is determined by the rates of the reactions. Chemical reaction rates are

generally proportional to the abundance of reactants. For the hypothetical reaction

X+Y>P+Q, (2.1)

the loss rate of X is equal to the frequency of collisions between molecules X and Y
multiplied by the probability that a collision will result in chemical reaction. The

collision frequency is proportional to the product of the number densities [X][Y]. The
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reaction rate can then be expressed as

d

ZIX) = —K[X][Y] 22)

where k is an empirically determined constant of proportionality, or rate constant.
In a similar manner, the rate of reactions involving any number of reactants can be
expressed as the product of the concentration of each of the reactants and a rate
coefficient associated with the reaction.
Photochemical processes are initiated by the absorption of a photon by a molecule
XY, leading to photolysis:
XY+hr —-X+Y. (2.3)

The rate at which molecule XY is photolyzed is expressed as

d
Z[XY] = —J, [XY], (2.4)

where J, is the rate constant for photolytic loss of XY, or the photolysis frequency.
Jxy 18 determined by the number of photons available (which defines the solar ac-
tinic flux), the ability of the molecule to absorb these photons (the absorption cross-
section), and the probability that the photon absorption leads to the decomposition
of the molecule (quantum yield) (Brasseur and Solomon, 2005).

The loss rate for any species defines a typical time scale over which any individual
molecule exists before destruction. The chemical lifetime describes the time over
which a constituent decays to 1/e of its initial value in the absence of any production
processes. The chemical lifetime (7,) of a species X can be calculated as the number
density divided by the total chemical loss rate (L,):

Ty = @ (2.5)
Chemical loss rates are determined by the chemical kinetics of the loss reactions, with

the total chemical loss rate for X given by the sum of the rates of all reactions that
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destroy X.
As a simple example, stratospheric nitrous oxide (N,O) is destroyed primarily by
photolysis:
IN,0
N,O+hy — N, + 0O (A <200nm) (R5)

and the lifetime of N,O is thus given by

_ IO 1
JNQO[NZO] JN2O’

(2.6)

™,O

i.e., the reciprocal of the photolysis frequency Jy,o0. The photolysis frequency itself
depends on the solar actinic flux, so the lifetime of N,O decreases with increasing
altitude (as the overhead amount of O5 decreases and so the UV actinic flux increases).
The lifetime of N,O is on the order of 1000 years in the lowermost stratosphere,
decreasing to one year at ~30 km, and is of the order of a month between 40 and 70
km (Brasseur and Solomon, 2005).

Chemical lifetimes for all stratospheric trace gases can be calculated with knowl-
edge of the rates of their loss reactions, i.e., the concentrations of the species with
which they react, the rate coefficients of the loss reactions, and knowledge of the
atmospheric conditions upon which the rate constants depend, including actinic flux,
temperature and pressure. Chemical lifetimes for many stratospheric trace gases are

available for reference in Brasseur and Solomon (2005).

2.1.4 Chemical families

The concept of chemical families is often used to simplify the complex interrela-
tionships of stratospheric chemistry. An examination of the Chapman mechanism
exemplifies the usefulness of the family concept.

Laboratory tests show that the rates of the four reactions of the Chapman mech-
anism are of very different magnitude. Reactions (R2) and (R3) are fast, and the
lifetimes of O and O are consequently short, on the order of seconds to minutes

throughout the stratosphere. The reactions (R1) and (R4) are relatively slow com-
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pared to (R2) and (R3). Thus, the Chapman mechanism predicts a rapid cycling
between O and O4 through (R2) and (R3), and a slower cycle between O,, and (O +
O,) by (R1) and (R4). Because of the rapid cycling between O and Oy, it is useful
to define the chemical family odd oxygen O, = O, + O, which is produced by (R1)
and consumed by (R4). Reactions (R2) and (R3) are said to control the partitioning
of O,. The use of chemical families allows a clearer distinction to be made between
reactions that represent net and gross production and loss terms over the time scale
considered. For example, (R3) is a gross, but not a net loss term for O5 over time
scales longer than a few seconds, because nearly all the O atoms which are formed by
this reaction rapidly reform O,. On the other hand, (R4) (or any one of the catalytic
Oy loss cycles) produces a net loss of Oy over an extended time scale (Jacob, 1999;
Brasseur and Solomon, 2005).

All chemical families share some important characteristics. Chemical families
originate from a particular source gas, whose destruction by photolysis or oxidation
leads to the formation of a member of the chemical family. Members of a family cycle
between themselves rapidly compared to the rate at which the family is created or
destroyed. Finally, a chemical family is destroyed either through chemical loss of a
member of the family that doesn’t create another member of the family, or through
transport out of the stratosphere.

The members of a chemical family can be generally divided into two groups, based
on their respective lifetimes. Reservoir species refer to those family members with
relatively long lifetimes, while radical species are short lived, and more highly active
in chemical reactions. The nitrogen oxide (NO, = NO + NO,)), hydrogen oxide (HO,
= OH+ HO,) and chlorine oxide (C10O, = Cl+ ClO) families responsible for catalytic
ozone loss are examples of radical species. Ozone loss is slowed by the conversion of

radical species into reservoir species such as HNO,, H,O and HCI.
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2.2 Dynamical concepts

2.2.1 The vertical temperature profile

The absorption of solar UV radiation by O3 (and to a lesser degree O,) leads to
significant heating of the middle atmosphere. The atmosphere is also heated from
below by the surface of the Earth, which is heated itself through the absorption of solar
radiation. The atmosphere loses heat through the emission of infrared radiation by
a number of trace gases (including CO,, H,O and Oj;) into space. The temperature
profile that results from surface and O, heating has temperature maxima at the
surface and at approximately 50 km altitude.

The vertical temperature profile is used to partition the atmosphere vertically into
layers based on changing temperature gradients. The layers are called “spheres” and
each boundary between spheres is a “pause”. The lowest layer, the troposphere, ex-
hibits generally decreasing temperature with increasing altitude up to the tropopause.
The temperature and location of the tropopause vary with latitude and season. At
the equator, its mean altitude is located near 18 km, and the corresponding temper-
ature is about 190 K, while in polar regions its elevation is only about 8 km, and the
temperature is roughly 220 K. Above the tropopause begins the stratosphere, which
exhibits increasing temperature with altitude up to a maximum of about 270 K at
the level of the stratopause at 50 km (1 hPa). Above the stratopause is the meso-
sphere, characterized by decreasing temperature up to the mesopause at 85 km. The
stratosphere and mesosphere are collectively known as the middle atmosphere. The
three lowest layers of the atmosphere, described above, constitute the homosphere,
where the major constituents N, and O, are of relatively constant mixing ratio.

The thermal structure of the stratosphere, with temperature increasing with
height, results in a region that is convectively stable. As a result, motion of air
in the stratosphere is predominantly horizontal, along surfaces of constant entropy.
Atmospheric entropy is commonly quantified by potential temperature (6), the tem-
perature an air parcel would have if expanded or compressed adiabatically to a ref-

erence pressure, usually taken to be 1000 hPa. Potential temperature is calculated
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as

0=T (72)” (2.7)

p
where p and T are the air parcel’s pressure and temperature, py is the reference
pressure, and £ = R/c,, where R is the gas constant for air, and ¢, is the specific
heat capacity at constant pressure for air. Surfaces of constant potential temperature

(i.e., constant entropy) are known as isentropes.

2.2.2 Zonal winds

Heating of the stratosphere due to absorption of UV radiation by O, follows a seasonal
and meridional pattern based on the total amount of sunlight absorbed, thus produc-
ing meridional temperature gradients with highest temperatures over the summer
pole at solstice and in the tropics at equinox.

Horizontal temperature gradients imply horizontal pressure gradients, which would
lead to horizontal flow along the gradient in the absence of other forces. All atmo-
spheric flows are, however, subject to the Coriolis force, associated with the rotation
of the Earth. The Coriolis force acts in a direction perpendicular to the velocity of the
flow, thus a meridional pressure-gradient force can be balanced by the Coriolis force
associated with a zonal flow. This relationship is known as “geostrophic balance”.

Through geostrophic balance, stratospheric horizontal temperature gradients lead
to eastward flow in the winter hemisphere, and westward in the summer hemisphere.
Stratospheric winds thus change direction twice per year due to the change of tem-

perature gradients with season (e.g., Wunch et al., 2005, and references therein).

2.2.3 Atmospheric waves

Disturbances to the zonally symmetric flow predicted by geostrophic balance are
produced by the presence of atmospheric waves. Waves owe their existence to a
restoring force, which can be produced in the atmosphere by the Coriolis force (leading
to inertial waves) or by buoyancy in a stably stratified fluid (leading to gravity waves).

In the first case, the force acts to oppose horizontal displacements, while in the second
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case, it opposes vertical displacements.

Rossby waves

Rossby waves are the waves of largest scale and amplitude in the stratosphere, and are
hence of the greatest importance for producing large-scale variability. Rossby waves
owe their existence to meridional gradients in a derived quantity known as potential
vorticity (PV). Following the treatment of Shepherd (2003), a simple picture of Rossby
wave theory is formulated here based on the conservation of PV. In a simple model of
two-dimensional incompressible motion on the surface of a sphere, PV, here denoted
q, consists of the sum of vorticity associated with the motion (relative vorticity, ()

and that associated with the Earth’s rotation (planetary vorticity, f):

g=C(+f=2-Vxv+20sing (2.8)

where z is the unit vector in the direction of the local vertical, v is the three dimen-
sional velocity vector, {2 is the angular frequency of the Earth’s rotation and ¢ is
latitude. In the absence of motion, ¢ = f, and PV contours are zonally symmetric,
describing a northward PV gradient at all latitudes.

A simple schematic of Rossby wave propagation is shown in Figure 2.2. Two PV
contours (with constant and equal ¢) are shown, one horizontal, and one oscillatory.
The horizontal line represents a PV contour for a resting flow, which lies along a
constant latitude ¢. The wavy line shows this ¢ contour displaced meridionally by
a sinusoidal wave. Where the ¢ contour has moved northward, planetary vorticity
f is increased. Conservation of ¢ following the motion implies (through Equation
2.8) that the relative vorticity ¢ is negative. In contrast, where the ¢ contour has
moved southward, ( is positive. These disturbances to the ( field induce, respectively,
clockwise and counterclockwise velocities, with meridional velocities as shown by the
arrows. The action of these arrows on the background ¢ distribution is such as to
cause the phase of the wave to move to negative latitude, i.e., westward. Thus Rossby

waves, which are characterized by large-scale perturbations to the otherwise zonally
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Figure 2.2: Schematic of Rossby wave propagation reproduced from Shepherd (2003).

symmetric PV field, always propagate to the west relative to any background wind.

The Rossby waves with the largest amplitudes are forced by the topography of the
Earth’s surface and by the thermal forcing associated with land-sea temperature con-
trasts, and tend therefore to be stationary with respect to the Earth’s surface. Since
Rossby waves propagate westward relative to the background wind, these station-
ary Rossby waves require an eastward wind in order to exist. In contrast, transient
Rossby waves, forced primarily by tropospheric dynamical activity, travel with re-
spect to the Earth’s surface: both westward- and eastward-moving disturbances are
found (Andrews et al., 1987).

In addition to horizontal propagation, Rossby waves can also propagate vertically.
Charney and Drazin (1961) showed, however, that the vertical propagation of Rossby
waves is dependent upon the zonal winds. The Charney-Drazin criterion states that

in a zonal mean zonal wind u, only waves that satisfy the relationship

0<u—c<i (2.9)

(where ¢ is the phase speed of the wave) can propagate vertically. That is, the negative
of the phase speed of the wave relative to the mean wind, @ — ¢, must be positive
(eastward) but less than a critical value ..

Zonal winds are predominantly eastward in the troposphere, and as such, Rossby

waves propagate freely. Stationary Rossby waves can propagate into the stratosphere
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only when the stratospheric winds are eastward, that is, in winter. The critical zonal
wind speed (u.) beyond which stationary Rossby waves cannot exist depends on
wavelength and is greater for longer waves. For typical wintertime stratospheric con-
ditions, only the largest-scale waves, of zonal wavenumbers 1-3, can propagate into the
stratosphere (Andrews et al., 1987). Thus, the wintertime stratosphere is disturbed
continuously by large-scale stationary Rossby waves. The summer stratosphere is, in
contrast, relatively undisturbed by stationary waves, which propagate only up to the
zero-wind line, which normally lies between 15 and 20 km during summer (Wagner
and Bowman, 2000).

The summer stratosphere is, however, subject to disturbance by another class of
large-scale waves. Normal mode Rossby waves, or free modes, are a special class of
unforced waves that correspond to a natural mode, or harmonic, of the atmosphere.
Normal mode Rossby waves are traveling waves, the strongest of which have periods
of 5-, 10- and 16-days (e.g., Salby, 1981). In an analysis of modelled chemical fields,
Pendlebury et al. (2008) show that variations in chemical species are well-correlated
with waves of 5- and 10-day periods between 30 and 60 km, implying that normal

mode Rossby waves are a significant source of variability in the summer stratosphere.

2.2.4 Wave breaking

As atmospheric waves propagate upwards, wave amplitudes grow due to the decrease
in atmospheric density. Amplitude growth cannot continue unabated. Eventually, the
perturbation to the background state induced by the wave becomes so large that the
atmosphere becomes unstable. When this happens, the wave “breaks”, in a process
analogous to the breaking of water waves on a beach (Mclntyre and Palmer, 1983).
Wave breaking by gravity and Rossby waves is known to be very important in
driving the large-scale mean meridional circulation of the atmosphere. Wave breaking
transfers momentum from the wave to the atmosphere: this momentum transfer is
called “wave drag”. In order for this process to conserve angular momentum, wave
breaking induces meridional motion: for example, a decelerated eastward flow can

conserve angular momentum by shifting poleward, bringing it closer to the axis of
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Earth’s rotation. The result of Rossby wave breaking is thus poleward meridional

flow, which drives the Brewer-Dobson circulation, to be discussed in §3.1.2.



Chapter 3

Stratospheric trace gas

distributions and variability

The stratosphere is characterized by variations of trace gas abundances in both space
and time. This chapter aims to describe how chemical and dynamical processes
(many of which were introduced in Chapter 2) lead to climatological mean spatial

distributions of trace gases (§3.1), and variations about the climatological mean state

(§3.2).

3.1 Trace gas distributions

3.1.1 Transport

The combined effects of chemistry and dynamics on the mixing ratio x of any chemical
species can be expressed through the evolution equation, which for a fixed location

can be written

X v .VUy+S (3.1)

where ¢ is time, v is velocity, V is the three-dimensional spatial gradient operator,
and S represents the net rate of chemical change, production minus loss (Brasseur
and Solomon, 1984; Shepherd, 2003). Thus, the time rate of change of y, dx/0t, can

be nonzero due to transport, —v - Vy, or because of chemistry S. In a climatological

23
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mean state, a steady-state balance can be assumed with dx /0t = 0. Thus, the steady
state abundance of x is produced by a balance between transport and chemistry.

The spatial gradients of y are important in determining the effect of transport.
When winds blow from higher to lower values of y, —v - Vx > 0 and transport acts
as a local source of x. Likewise, when winds blow from lower to higher values of Y,
—v-Vyx < 0 and transport acts as a local sink for y. When the local spatial gradient
of x is zero, winds have no effect on the local abundance of x.

The relative importance of dynamics and chemistry in the balance that deter-
mines the abundance of xy depends on a comparison of the time scales associated with
the processes. For the chemical processes, the chemical lifetime (Tgpem) introduced
in §2.1.3 is used as an indicator of the rate at which the term S relaxes the balance
toward “photochemical equilibrium”. Comparable time scales of dynamical motions
(Tayn), i.e., estimates of the time for advective processes (mean motions plus eddies)
to transport x by some significant amount! can be calculated with knowledge of the
strength of the net transport in the zonal, meridional, and vertical directions. Three
different cases (following Brasseur and Solomon, 2005) can be identified to charac-
terize the effects of the competition between dynamics and chemistry in determining

the distribution of a trace gas:

Tehem <K Tdyn Under these circumstances, the trace gas will be in photochemical equi-
librium, and the effects of dynamics will not be directly important. Dynamics
may still be important in an indirect fashion through its influence on temper-
ature or on other species that are chemically linked to the species in question.
For example, a very short-lived species such as NO, may be produced or de-
stroyed by reaction with a longer-lived species that does depend on transport,

such as N,O.

Tchem 3> Tdyn 1IN this case, trace gases are passively advected and in the absence of

localized sources or sinks will become well mixed due to the dispersive effects of

!'Example criteria for the calculation of dynamical time scales include the time taken for trans-
port through approximately a scale height in the vertical or from the equator to pole meridionally
(Andrews et al., 1987).
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transport (Andrews et al., 1987). The major species O, and N,, for example,
are so long lived in the middle atmosphere that they are thoroughly mixed by
atmospheric motions, resulting in concentrations that are uniform throughout

the homosphere.

Tehem R Tdyn Under these circumstances the distribution of a trace gas depends criti-
cally on both dynamics and chemistry. The time constant for meridional trans-
port is, for example, comparable to the photochemical lifetime of CH, and N,O
in the upper stratosphere, so that transport in the meridional plane is expected
to be quite important in determining the distribution of these species. Such

species are said to be “tracers” of the meridional motion.

3.1.2 The Brewer-Dobson circulation

Zonal winds, introduced in §2.2.2, are a product of the balance between the Coriolis
force and meridional pressure gradients, and are thus “free” solutions of the governing
equations in the sense that they do not require external forcing in order to exist. In
contrast, persistent vertical or meridional motions require some type of forcing, and
are as a result comparatively weak (Shepherd, 2003).

The presence of mean meridional and vertical transport in the stratosphere was
first inferred by the distributions of stratospheric trace gases. While O; is produced
most abundantly in the tropics, where incident radiation is largest throughout the
year, it was observed to have largest total column abundances in polar regions, far
from the region of its production. Dobson (1956) proposed a dynamical explanation
for the observed ozone maximum at high latitudes, namely, that stratospheric air
is advected poleward in the midlatitudes, and downwards in the polar region, sup-
plying ozone to the polar lower stratosphere. This explanation was consistent with a
conceptual model proposed earlier by Brewer (1949), wherein the observed low water-
vapour mixing ratios of the stratosphere could be explained by “freeze-drying” of air
by upward motion through the “cold trap” of the high cold tropical tropopause. The

“Brewer-Dobson” circulation thus consists of a meridional cell in each hemisphere
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Figure 3.1: Zonal mean contour plot of Cryogenic Limb Array Spectrometer (CLAES)
N,O (ppbv) from measurements accumulated over January 1-18, 1993. Re-
produced from Sparling (2000).

with rising motion across the tropical tropopause, poleward drift in the stratosphere,
and by continuity of mass, a return flow into the troposphere in the extratropics.

The Brewer-Dobson circulation is especially useful for describing the meridional
distribution of tracers such as N,O (Figure 3.1). N,O has a surface source, and a
stratospheric sink, and therefore high concentrations indicate air that has only re-
cently entered the stratosphere, while low values indicate air that has long resided
there. Long-lived tracers (of tropospheric origin) display a distinct pattern of high
values in the tropical latitudes, with concentrations falling off with altitude and lati-
tude, indicative of the tropical upwelling, extratropical meridional motion, and polar
downwelling produced by the Brewer-Dobson circulation (Plumb, 2002).

The Brewer-Dobson circulation is understood to be driven by the mean merid-
ional motion produced by the breaking of Rossby waves in the middle atmosphere.
As discussed in §2.2.4, Rossby wave breaking deposits momentum, and leads to pole-
ward mean meridional flow. Stationary Rossby waves, which are able to propagate
into the middle stratosphere of the winter hemisphere, drive a poleward flow there.
Synoptic-scale Rossby waves dissipate in the lower stratosphere of both hemispheres
in all seasons, driving a persistent poleward circulation in both hemispheres of the

lower stratosphere (Shepherd, 2007). The poleward flows arising from the wave drag
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induced by both synoptic- and planetary-scale Rossby waves leads, by mass balance,
to upwelling in the tropics and downwelling in the extratropics (Haynes et al., 1991;
Holton et al., 1995).

In addition to its effect on the mean meridional circulation, Rossby wave break-
ing leads to intense and large-scale two-way transport of air, or stirring. Eventually,
mixing occurs as the breaking wave strings flow into long thin laminae, so that ulti-
mately small-scale turbulence can mix the tracer throughout the domain (Andrews
et al., 1987). In the stratosphere, wave motion is approximately adiabatic and so
stirring and mixing is mainly quasi-horizontal, along isentropic surfaces. The region
of the winter midlatitudes where the most intense Rossby wave breaking occurs has
become known as the stratospheric “surf zone” (Mclntyre and Palmer, 1983). The
intense stirring and mixing produced by Rossby wave breaking in the surf zone acts
to flatten the mean meridional distributions of chemical tracers, as seen in the winter
(northern) hemisphere of Figure 3.1. In light of the fact that tracer distributions are
shaped by both the mean meridional mass transport and the quasi-horizontal mixing
produced by Rossby wave breaking, the Brewer-Dobson circulation, as the chemi-
cal transport circulation of the stratosphere, is understood to include both processes
(Shepherd, 2002). A schematic of the meridional circulation of the atmosphere is
depicted in Figure 3.2.

It is convenient (following Plumb, 2002) to regard the stratosphere as being sepa-
rated into four regions: the summer hemisphere, the tropics, the wintertime midlati-
tude surf zone, and the winter polar vortex, as labeled in Figure 3.2. The surf zone
is bounded by sharp gradients of PV and tracers (as can be seen, for example, in the
N,O contours of Figure 3.1) at the winter subtropical edge (separating it from the
tropical region), and at the edge of the polar vortex. The sharp meridional gradients
are often referred to as resulting from the presence of “mixing barriers” (Shepherd,
2007). The polar vortex mixing barrier has been long recognized for its importance in
creating the chemical isolation needed to produce the Antarctic ozone hole. The pres-
ence of the subtropical mixing barrier has been confirmed based on the confinement

of aerosols to the tropics after the eruption of Mt. Pinatubo (Trepte and Hitchman,
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Figure 3.2: Schematic of the residual mean meridional circulation in the atmosphere, re-
produced from Plumb (2002). The shaded regions (labeled “S” and “P”)
denote regions of breaking waves (synoptic- and planetary-scale waves, re-
spectively), responsible for driving branches of the stratospheric circulation.
The quasi-horizontal two-way transport of the surf-zone is indicated by hori-
zontal double-headed arrows.

1992). Mixing barriers thus isolate, to some degree, the surf zone from the polar
vortex and the tropics, which are characterized respectively by the downwelling and
upwelling branches of the meridional circulation. The summer hemisphere is unique
from the other regions in that it is relatively quiescent in terms of dynamic activity
due to the blocking of Rossby wave propagation through the summer-time westward

stratospheric winds.

3.2 Trace gas variability

In some of the first observational studies of stratospheric trace gas distributions,
Dobson and Harrison (1926) noted that O4 abundances over Oxford showed irregular
variations on time scales of hours to days, superimposed on an annual cycle. These
observations constitute some of the first evidence of short-term stratospheric trace gas

variability. Variations of O; over much longer time periods - years to decades - have
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motivated considerable scientific interest in stratospheric processes. The problem
of calculating trends in O amounts, and thus projecting future O, depletion (or
recovery), is complicated by the fact that O, exhibits year-to-year variability, with
magnitudes comparable to the long-term trend. This interannual variability acts as
noise in the long-term series, and complicates the detection of long-term trends (e.g.,
Weatherhead et al., 1998; Weatherhead and Andersen, 2006).

This section introduces some basic concepts regarding stratospheric trace gas vari-
ability on long-term, interannual, and short-term time scales. As atmospheric vari-
ability is a vast area of research, the aim here is only to provide an introduction to

some of the issues most relevant to the work of this thesis.

3.2.1 Long-term variability

On a global scale, long-term perturbations to the chemical balance of the stratosphere
are produced by the various gases emitted as a result of anthropogenic activity. Figure
3.3 shows measured time series of atmospheric abundances for the trace gases CO,,
CH,, and N,O, and illustrates the drastic increases of these species over the last
decades and centuries. All of these trace gases have lifetimes long enough that they
are transported into the stratosphere, leading to changes in the stratospheric trace
gas distributions.

The trace gases CO,, CH, and N,O are known as “greenhouse gases” (GHGs),
since they are directly involved in the absorption and emission of infrared radiation in
the atmosphere, and an increase in their atmospheric abundances leads to an increase
in surface temperatures, and to a decrease in stratospheric temperatures. Through
their effect on the radiative balance of the atmosphere, GHGs may lead to long-term
changes in trace gas distributions, through a modification of temperature-dependent
chemical reactions, or though an influence on the Brewer-Dobson circulation (e.g.,
Butchart et al., 2006).

The transport of CH, and N,O to the stratosphere has a more direct effect on
trace gases, since they act as source gases for the catalytic O;-destroying species HO,,

and NO,,respectively (Brasseur and Solomon, 2005). In addition, the effect on O,
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Figure 3.3: Observed increase in the atmospheric abundance of carbon dioxide (CO,),
nitrous oxide (N,O), and methane (CH,) at the Earth’s surface, reproduced
from TPCC (2007).

of ClO, increases brought about by the emission of the chlorofluorocarbons (CFCs),
especially in the special circumstances of the Antarctic polar vortex, is particularly

well known (WMO, 2007).

3.2.2 Interannual variability

Interannual variability reflects deviations of the annual cycle from one year to the
next. Such variability can be the result of specific forcing agents, or the unforced
chaotic dynamical fluctuations of the atmosphere.

Unforced (or internal) variability in the atmosphere is due primarily to dynamics,
since the dynamical equations that govern the atmosphere have solutions that do not
reach steady-state, even under constant forcing (Shepherd, 2003). The quasi-biennial
oscillation (QBO) of tropical stratospheric winds is an important source of internal
atmospheric variability. Through its influence on stratospheric temperatures, and the

Brewer-Dobson circulation, the QBO leads to interannual variability in a number of
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trace gases (see Baldwin et al., 2001, and references therein).

Interannual variability of Rossby wave activity can have a large influence on trace
gas distributions through its influence on the polar vortices (WMO, 2007). Strato-
spheric sudden warmings (SSWs) are dramatic dynamical events wherein polar tem-
peratures undergo a rapid increase that reverses the climatological equator-to-pole
gradient, causing eastward flow to become westward. SSWs play an important role
in the photochemistry of O, especially in the Northern hemisphere. During winters
without SSWs, the vortex is cold and stable, permitting the formation of PSCs which
activate chlorine and lead to chemical Oj loss in the presence of sunlight. Winters
with SSWs, on the other hand, are characterized by a stratosphere that is too warm
for PSCs to form, thus decreasing the potential for springtime O, loss.

Solar variability is known to exert a direct forcing on stratospheric O; abundances.
The solar output of UV radiation exhibits an 11-year cycle, which corresponds to the
appearance of sunspots. Solar maximum is characterized by increased sunspot ac-
tivity and enhancement of UV radiation. Through the dependence of O5 production
on the photolysis of O,, O4 concentrations in the upper stratosphere are positively
correlated with sunspot activity on the 11-year cycle, with percent changes estimated
from observations to be ~4% from solar minimum to maximum (Hood, 2004). A cor-
relation between lower stratospheric O; and the solar cycle has also been observed.
A dynamical explanation has been proposed, whereby the weak solar forcing in the
upper stratosphere may influence the Brewer-Dobson circulation of the winter strato-
sphere (see Hood, 2004, and references therein).

The Sun also affects the Earth’s atmosphere through more intermittent events
like coronal mass ejections that enhance the precipitation of highly energetic parti-
cles (protons, electrons, and ions) into the mesosphere and upper stratosphere (e.g.
Weeks et al., 1972; Crutzen et al., 1975). During an energetic particle precipitation
(EPP) event, energetic particles ejected by the Sun are guided by the Earth’s magnetic
field towards the polar regions, where they ionize atmospheric constituents, leading
eventually to increases in the oxidized species HO, and NO,. Through the creation

of these catalytic O;-destroying substances, EEP can have a direct effect upon O,
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in the upper stratosphere. When EEP-produced NO,, is transported downwards to
the middle and lower stratosphere, EEP can influence middle and lower stratospheric
O;, and hence have a significant effect on total column O, (Randall et al., 2007).
This “indirect effect” of EPP on O4 gained considerable attention after the extraor-
dinary period of solar activity in October—December 2003, which was followed by an
unusual winter in the Northern Hemisphere in which the upper stratospheric vortex
was the strongest on record during February and March (Manney et al., 2005). The
combination of EPP and a stable upper stratospheric vortex led to unprecedented en-
hancements in stratospheric NO,, (Lépez-Puertas et al., 2005b; Orsolini et al., 2005),
and substantial reductions in O,, during the NH late winter/spring of 2004 (e.g.
Jackman et al., 2005; Lopez-Puertas et al., 2005a; Randall et al., 2005a; Rohen et al.,
2005).

Occasional major volcanic eruptions represent potentially important sources of
SO, and HCI to the stratosphere, which directly modify the chemistry, create aerosols,
and change the radiation and dynamics on interannual time scales (Coffey, 1996). SO,
is important as a precursor to sulfate aerosol, which provides sites for heterogeneous
reactions that would not otherwise occur. These heterogeneous reactions release cat-
alytic Os-destroying chlorine radicals from inert forms (such as HCl and CIONO,),
and convert reactive nitrogen species (NO, NO,, N,O5, CIONO,) into the more stable
HNO;. Both of these changes enhance the destruction of O4. These direct pertur-
bations are expected to last for a year or more after a volcanic eruption (Coffey,

1996).

3.2.3 Short-term variability

Short-term variability of trace gases occurs on time scales of hours to days. Short-
lived chemical species display short-term variability primarily as a result of changing
photochemical conditions. Many short-lived trace gas species display diurnal variabil-
ity, cycling in response to the daily period of solar insolation. For example, diurnal
variability is the major form of variability for O5 above 40-50 km. Upper strato-

spheric O4 has also been observed to be sensitive to variations in solar UV radiation
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related to the 27-day rotation period of the sun (e.g., Hood, 1986; Hood and Zhou,
1998). Temperature fluctuations tied to atmospheric waves can also lead to varia-
tions in short-lived species. Long-lived species, on the other hand, react slowly to such
changes in photochemical conditions, and instead show variability due to variations
in transport.

Short-term variability present in global data sets (such as satellite-based measure-
ments) of trace gases is often expressed in terms of deviations from zonal means. This
concept of variability is subtly different from the idea of temporal variations at a par-
ticular location. Short-term variability expressed as deviations from a zonal mean is
a function of both time and space, rather than just time. Of course, if the deviations
from the zonal mean are zonally propagating, either by advection by the zonal winds
or by wave propagation, the variability of a zonal band at one point in time may be
comparable to the variability at a single point in that band over the time scale of the
zonal propagation.

An illustrative example of the short-term zonal variability of trace gases, and its
dependence on season and location, is shown by Kuell et al. (2004), in the form of
zonal standard deviations of measurements made by the Cryogenic Infrared Spec-
trometers and Telescopes for the Atmosphere (CRISTA) instrument, which collected
measurements of trace gas profiles over August 8-16, 1997, during a NASA space
shuttle mission. Latitude-altitude slices of percent standard deviation were shown
by Kuell et al. (2004) for the trace gas species O;, HNO,, N,O, CH, and CFC-11.
While the spatial pattern of short-term variability is different for each of the trace gas
species studied, winter hemisphere variability is notably larger than that in the sum-
mer hemisphere in each case. As an example, standard deviations for N,O are shown
in Figure 3.4, which exhibit large variability in the Southern hemisphere, minimum
variability in the tropics, and intermediate variability in the Northern hemisphere
during August.

The meteorological conditions present in the winter hemisphere during the CRISTA
observations, and the effect of these conditions on trace gas distributions, have been

explored by Riese et al. (2002). Through an analysis of dynamical fields from the
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Figure 3.4: Standard deviation (in percent) from zonal means for N,O as measured by
CRISTA, August 8-16, 1997. Standard deviations were corrected by the re-
ported statistical measurement error. Regions where the statistical measure-
ment error dominates the measured standard deviation are colored in dark
violet. Adapted from Kuell et al. (2004).

UK Met Office, Riese et al. (2002) found that the CRISTA measurements occurred
during a period of exceptionally strong planetary scale (wave 1 and wave 2) Rossby
wave activity in the Southern hemisphere. The wave activity described by Riese et al.
(2002) can be understood to create the zonal variances shown in Kuell et al. (2004)
through two related processes. Firstly, the Rossby wave activity was seen to displace
the Southern hemisphere winter vortex from the pole, and elongate the shape of the
vortex. This is illustrated in Figure 3.5, which shows a snapshot of the geopotential
height fields, and N,O VMRs at 10 hPa for 11 August 1997. The significant pertur-
bation from zonal symmetry thus leads to variance in chemical fields in any zonal
band, with the largest variances expected to be found at latitudes with the highest
mean meridional gradients. Secondly, as a result of the displacement of the polar
vortex, with the vortex edge reaching latitudes as low as 30°S, considerable trace
gas flux from the tropics toward midlatitudes was observed, mainly in the form of
a pronounced planetary-scale “streamer” advected out of the tropics and along the
vortex edge (also seen in Figure 3.5). Through this process, tropical air with high

N,O VMR is seen to be drawn into midlatitudes. Together, the processes of vortex



CHAPTER 3. STRATOSPHERIC TRACE GAS DISTRIBUTIONS AND VARIABILITY 35

Aug. 11

N,O Mixing Ratio [ppb]

- -
0.00 (A=16.67) =150.00

Figure 3.5: Dynamical and chemical conditions at 10 hPa in the Southern Hemisphere
as measured on August 11, 1997 by CRISTA. Left: geopotential height fields
derived from CRISTA measurements of pressure and geometric height. Right:
interpolated N,O VMRs. Adapted from Riese et al. (2002).

deformation and transport from tropical latitudes lead to extremely large variability
about any midlatitude zonal band, as each latitude band contains both vortex air
(with very low N,O VMR) and tropical air (with very high VMR).

The enhanced variability in N,O (and other trace gases) in the winter midlati-
tudes is consistent with the idea of the winter surf zone introduced in §3.1.2, where
Rossby wave propagation and breaking leads to zonal asymmetries (reversible mo-
tions) and wave breaking (irreversible mixing), respectively. Another representation
of the variability induced by Rossby waves in the surf zone is shown in Figure 3.6,
which shows (in the left-hand panels) scatterplots of CLAES N,O VMR x at 30 km
versus latitude. Right-hand panels show equal-area probability distribution functions
(PDFs) P(x) versus x, turned sideways, which can be seen to conveniently partition

the stratosphere into the regions of vortex, surf zone, tropics and summer extratrop-
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Figure 3.6: Left panels show scatterplots of CLAES N,O mixing ratio x at 30 km ver-
sus latitude; right panels show equal-area probability distribution functions
(PDFs) P(x) versus x, turned sideways. (a) Southern Hemisphere winter,
August 17 to September 16, 1992. (b) Northern Hemisphere summer, July 19
to August 10, 1992. Reproduced from Sparling (2000).

ics. The variability of the surf zone is quite apparent from the left-hand panel of
Figure 3.6, where VMRs within the surf zone are seen to span the range of mixing
ratios measured over the full Southern hemisphere, suggesting the surf zone contains
air recently transported from both the tropics and the vortex regions. It is illustrative
to compare the surf zone depicted in Figure 3.6 to that of Figure 3.1. While the zonal
mean of N,O VMRs leads to the flattened isopleths of N,O in the surf zone of Figure
3.1, Figure 3.6 shows that the instantaneous variability about a latitude circle may
be large.

As introduced in §2.2.3, the Rossby waves which drive the variability of the surf
zone are characterized by large-scale meridional undulations in the derived quantity
PV. Since PV is conserved, it behaves in a manner similar to passive chemical tracers

such as N,O. Thus, the variability seen in N,O within latitude bands may be drasti-
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cally reduced by segregating the chemical abundances not by geographical latitude,
but by some “dynamical coordinate”, based on the contours of PV. One such widely
used coordinate is equivalent latitude, which is the latitude that would enclose the
same area between it and the pole as a given PV contour (Butchart and Remsberg,
1986). One would expect that if the NoO VMRs of Figure 3.6 were plotted versus
equivalent latitude, the scatter of values in the winter hemisphere surf zone would be
much reduced.

As would be expected based on the filtering of Rossby waves, the summer hemi-
sphere shows less chemical zonal variability than the winter hemisphere, as illustrated
in both Figures 3.4 and 3.6, although some variability remains. Summertime extra-
tropical variability has been studied by Ehhalt et al. (1983), and characterized by
“equivalent displacement height” (EDH). The EDH is the vertical distance that the
time-mean vertical tracer profile would need to be displaced in order to produce the
locally observed variance. The use of the EDH to characterize tracer variability should
not be taken to imply that it is primarily vertical displacements that act to produce
the variance. In fact, the magnitude of the EDH for a number of species (based
on balloon-borne measurements during Northern hemisphere summer) is an order of
magnitude greater than that for the observed potential temperature, indicating that
horizontal (i.e., meridional) displacements are in fact more important for explaining
the observed variance (Ehhalt et al., 1983).

Two mechanisms have been proposed to explain the variance observed by Ehhalt
et al. (1983) and characterized using the EDH. Ehhalt et al. (1983) suggested that
traveling normal-mode Rossby waves may be responsible. According to Andrews
et al. (1987), the observed variances of the measured species could be explained
only by meridional displacements of 1000 km. Hess and Holton (1985) argued that
the magnitude of normal-mode Rossby waves is insufficient to produce the observed
variance, and suggested that some of the tracer variability observed during summer
is not due to wave activity, but rather represents variance generated by the large
meridional and vertical parcel displacements associated with the springtime breakup

of the polar vortex that become “frozen in” and advected by the symmetric easterly
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circulation of the summer stratosphere.

Modern observational evidence has been collected in support of the frozen-in the-
ory of summer variance. Observations collected by the Aura Microwave Limb Sounder
(MLS) during Northern hemisphere spring and summer 2005 show a streamer of low-
latitude (high N,O, low H,O) air drawn into high latitudes and confined in a tight
anticyclone, then advected intact by the westward summer winds through late Au-
gust (Manney et al., 2006). Similarly, Akiyoshi et al. (2002) report low-concentration
N,O regions in high latitudes of the lower stratosphere observed by the Improved
Limb Atmospheric Spectrometer (ILAS) for one and a half months after the Arctic
vortex breakdown in May 1997. The observed persistence of N,O anomalies through
spring and summer has been shown to be well simulated by chemical transport models
(Orsolini, 2001; Akiyoshi et al., 2002).

Persistence of N,O anomalies through the summer is understood to be due in
large part to the long chemical lifetime of N,O. Species with shorter lifetimes would
be expected to relax photochemically after the breakup of the polar vortex. Indeed,
Manney et al. (2006) report that observed O5 anomalies at 30 km produced by the
vortex breakup disappeared by April.

Satellite observations of ozone (e.g., Miles et al., 1994; Park and Russell I11, 1994;
Hoppel et al., 1999) have, however, revealed significantly enhanced summertime ozone
variability (on the order of 5-20%) confined to a distinct region between 20 and 30 km,
and 50° and 75° in latitude persisting throughout both Northern and Southern Hemi-
sphere summers. Studies have concluded that this variability is due to the breaking
of westward-propagating planetary waves Hoppel et al. (1999); Wagner and Bowman
(2000). Luo et al. (1997) have shown that intense measured zonal asymmetries in
O,, HCI, NO and NO, can be understood to be a product of meridional motions due
to Rossby wave activity acting on horizontal gradients along isentropic surfaces pro-
duced by the (near) constant sunlight conditions of the polar summer. In contrast,
the variability of CH, and HF in the same region and time are shown to be small,
due to the weak meridional gradients for these species.

In summary, the short-term variability of long-lived stratospheric tracers, ex-
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pressed through the variance about zonal means, is a product of large-scale dynami-
cal motions acting on time-mean horizontal gradients of chemical tracers, which are
themselves a product of both photochemical and dynamical processes. Patterns of
short-term variability are thus different for different trace gases, with different chem-

ical lifetimes and hence different horizontal gradients.



Chapter 4

Balloon-borne emission radiometer

measurements of HNO 3

4.1 Introduction

One of the central aims of the MANTRA mission was to evaluate observational ev-
idence for changes in the components of stratospheric total reactive nitrogen (NO,)
(Strong et al., 2005). Towards this aim, two emission radiometer instruments played
an important and unique role as part of the balloon payload. The instruments mea-
sure atmospheric thermal infrared emission from a number of trace gas species in
in the 814 pm (715-1250 cm™!) range, including emission at 11.3 ym due to nitric
acid (HNO,). The radiometers are closely related in design to instruments used to
make some of the earliest measurements of HNO,, and as such, represent a link to
those pioneering measurements. Furthermore, instruments originally built as part of
the same suite of instruments as those flown on the MANTRA flights were flown on
balloon flights dating back to 1990. As a result, the emission radiometer raw data set
spans a period of twelve years.

HNOj, is the most abundant member of the reactive nitrogen family (known col-
lectively as NO,, given by the sum of NO, NO,, HNO;, 2xN,0O;, CIONO,, BrONO,
and HO,NO,) in the lower stratosphere, where it acts as a reservoir for NO,. Since

NO, catalysis is the major source of Oj loss in the midlatitude lower stratosphere

40
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(see Figure 2.1), changes in HNO;, due to changes in NO,, or its partitioning, have
important implications for O4 through related changes in NO,.

There are relatively few long-term records of stratospheric HNO,. The first long-
term, near-global HNO; data set was produced from measurements made by the
Microwave Limb Sounder (MLS) on board the Upper Atmosphere Research Satellite
(UARS) (Santee et al., 1999). In an analysis of MLS HNO, observations between 1993
and 1997, Randel et al. (1999) reported decreases of approximately 2% per year in
lower stratospheric, extra-tropical HNO5. The analysis excluded from consideration
the years 1991-1992 in an attempt to remove the effects of elevated aerosol loading
due to the Mt. Pinatubo eruption of 1991, which is known to lead to elevated HNO,

through heterogeneous reactions such as

which converts N,O5 to HNO; in the presence of aerosols. Since aerosol loading
returned to near background levels by 1993, it was therefore unclear whether the
trend reported by Randel et al. (1999) was due to a slow relaxation of HNO; to
pre-Pinatubo levels, or some underlying long-term trend in HNO, abundances.

The timing of the emission radiometer measurements is well suited to address this
possible long-term trend, since measurements were taken before, and well after the Mt.
Pinatubo eruption. While the sample size of the emission radiometer observations
is small, the data set has the asset that measurements were taken during summer,
when dynamical variability in the stratosphere is weak. In order to better understand
the variability to be expected in HNO; profiles, simulated fields from the Canadian
Middle Atmosphere Model (CMAM) have been investigated (see Appendix A for a
description of the CMAM and the simulation results used in this thesis). Monthly
mean CMAM HNO,, at the vertical level of peak VMR (~24 km) and the model
gridpoint closest to Vanscoy, Saskatchewan (52°N, 107°W), are shown in Figure 4.1
for ten years of the CMAM simulation. The seasonal cycle is apparent in the model

output, with maximum HNO, in winter, and minimum in summer. The 20 monthly
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Figure 4.1: Time series of monthly mean CMAM HNO,; VMR at ~24 km and model
gridpoint closest to geographical location of Vanscoy, Saskatchewan (52°N,
107°W). Monthly variability (20) is represented by shading, and August vari-
ability values are highlighted by red vertical lines.

variability of the 18-hourly fields is shown by the shaded region. The average standard
deviation of August HNO, values (marked by red vertical lines) is approximately 6%
of the mean, while in winter the same metric is 16%. Summer measurements are
therefore the most useful measurements for assessing long-term changes in HNO,.
The material of this chapter! represents the end result of work aiming to pro-
duce HNO, profiles from the emission radiometer raw data set, in order to assess
long-term trends in midlatitude HNO4.  The history of the instruments and the
instrument design are described in §4.2. The retrieval method used to produce ver-
tical profiles from the radiance observations is described in §4.3. The quantity and
quality of the raw data are outlined in §4.4. The retrieved profiles are presented
in §4.5, and compared with retrievals from the ACE-FTS satellite instrument. The

emission radiometer results are presented within the larger context of other satellite

Much of the work of this chapter was published by Toohey et al. (2007).
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measurements, including the post-Pinatubo MLS observations, in §4.6.

4.2 Instrument design and history

The emission radiometer, as a general instrument design, was first developed and
used for atmospheric remote sensing by Pick and Houghton (1969). The basic design
consists of a cryogenically cooled infrared detector, with a spectral band-pass filter
attenuating the incoming radiation, allowing the measurement of the thermal emission
features of atmospheric constituents.

The radiometer measures the cumulative emission along an upward-looking slant
path. Vertical profile information is obtained by mounting the instrument on a balloon
platform, and taking a series of measurements while the balloon ascends. At the
beginning of the balloon ascent, the instrument views a slant path through the whole
atmosphere, and the radiance measurements are at a maximum. As the instrument
ascends, the atmosphere below the instrument is excluded from the slant path, and
the collected radiance decreases.

Soon after the discovery of HNO, in the stratosphere (Murcray et al., 1968),
cryogenically cooled radiometer instruments were built with the specific goal of mea-
suring this stratospheric trace gas. The instruments were furnished with discrete
band-pass filters to sample sections of the HNO, emission band at 11.3 pm, where
there is minimal interference from other gas species (Murcray et al., 1973). Radiance
estimates were derived from these band-pass measurements and a careful filter cali-
bration. Balloon and aircraft borne emission radiometers of this design were used to
begin to illuminate the vertical (Murcray et al., 1973) and horizontal (Murcray et al.,
1975) structures of HNO,.

The Atmospheric Environment Service (AES, later the Meteorological Service of
Canada) built a suite of emission radiometers in the early 1970’s. The AES emission
radiometers were flown on a number of balloon flights, including the Stratoprobe
series, that included measurements of NO, and HNO;, leading to early estimates of

the northern hemisphere midlatitude NO, budget (Evans et al., 1976a, 1977, 1981,
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1982a,b, 1985; Kerr and McElroy, 1976; Kerr et al., 1982; Ridley et al., 1976; Ridley
et al., 1984).

Based on the success of the original AES emission radiometers, a second generation
of radiometer was created in the 1980’s. A number of these instruments were flown on
a series of AES test flights from Vanscoy, Saskatchewan from 1989-1991 before being
used in non-recovered Arctic flights. Two surviving instruments, code-named MX-31
and MX-36, were refurbished with minimal modifications and used in the biennial
MANTRA flights of 1998-2004.

The main design features of the second generation emission radiometer include:
a mechanical chopper at the entrance slit, a spectral band-pass filter, a mercury-
cadmium-telluride detector, amplifying electronics, and an insulated liquid-nitrogen
dewar surrounding the detector and optics, maintaining a temperature of approxi-
mately 77 K. The instrument design also includes a blackbody calibration flap that
is automatically lowered to cover the field-of-view periodically. The flap, mounted
externally to maintain a temperature above that of liquid nitrogen, has an embedded
thermometer to provide temperature information necessary for performing in-flight
radiometric calibration. The discrete spectral bandpass filters of the original design
were replaced by a circular variable filter (CVF): a semicircular optical filter with
a spectral bandpass dependent upon the angular position. With two filter segments
mounted on a constantly turning wheel, the instruments are able to scan a wavelength
region from 814 ym (715-1250 cm™!) with a band-pass varying between 1% and 4%

of the center wavelength.

4.3 Retrieval

Vertical profiles of HNO4 were originally retrieved from data measured by the emis-
sion radiometers through an onion-peeling algorithm, wherein the amount of HNO,
between two measurement altitudes was assumed to be proportional to the change in
radiance between the measurements (Evans et al., 1976b). Instrument calibration pa-

rameters, necessary for converting the current output of the detector into radiances,



CHAPTER 4. EMISSION RADIOMETER MEASUREMENTS OF HNO, 45

were determined through pre- and post-flight calibration tests.

Quine et al. (2005) introduced an updated retrieval algorithm which aimed to
address many of the drawbacks of the onion-peeling method. This method centered
around the use of a detailed forward model of the atmosphere and instrument: given
atmospheric temperature and pressure information, expected trace gas abundances,
and some instrument calibration parameters, the forward model simulates the spectral
scans recorded by the instrument during flight. An optimization routine is then used
to obtain a best fit between the simulated and measured spectra by adjusting the
instrument parameters and trace gas amounts. The main advantage of the retrieval
technique of Quine et al. (2005) is the incorporation of instrument parameters into
the retrieved state vector. This makes possible the analysis of flight data which lacks
pre- and post- calibration data, such is the case for the data from the 1990 flights.

The main points of the retrieval algorithm are summarized below.

4.3.1 Atmospheric forward model

The atmosphere is modeled as a set of discrete 2-km-thick cells on a vertical grid. For
each cell, a density-weighted effective mean temperature and pressure are determined
based on sonde measurements. Spectral absorption coefficients for each cell and for
eight principal emitting gas species (H,O, CO,, O, N,O, CH,, HNO,, CFC-11 and
CFC-12) are calculated using the GENSPECT line-by-line code (Quine and Drum-
mond, 2002) with HITRAN 2004 spectral data (Rothman et al., 2005). HITRAN line
parameter updates for HNO, are included (Flaud et al., 2006), based on work that
went into the MIPAS (Michelson Interferometer for Passive Atmospheric Sounding)
database. Radiative transfer code included in the GENSPECT package is used to
calculate the radiance at each cell boundary based on the blackbody emission and
transmission of each cell. This simulated spectral radiance profile is linearly interpo-
lated to the radiometer measurement heights, and passed as the main input into the

instrument forward model.
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4.3.2 Instrument forward model

The aim of the instrument forward model is to accurately simulate the true mapping
between input radiance and detector response. While it is assumed that the individual
instruments are for the most part functionally identical, a few instrument parameters
defining properties unique to each instrument are necessary, and are included in the
forward model.

Two parameters define the mapping between the CVF angular position and wavenum-
ber. A linear relationship between CVF position and wavelength is reported by the
CVF manufacturer (Optical Coating Laboratory, Inc.) and assumed here. Initial es-
timates for the two parameters are produced manually by finding the angular position
of the O; and HNO, peaks in the raw data. These instrument parameters are then
included in the retrieval, and serve to shift and stretch the wavenumber axis of the
measured spectra in order to match the simulated spectra.

A third instrument parameter is used in the construction of the instrument slit
function. The approximate shape of the slit function is based upon laboratory Fourier
transform spectrometer (FTS) measurements of the bandpass of a sample CVF. The
slit function is roughly Gaussian in shape, although asymmetric, with a heavy tail
to one side (see Figure 4.2). The same FTS measurements used to determine the
slit function shape are also used to define the relationship between the width of
the slit function and its center wavelength. The retrieved instrument parameter is
used to specify the width of a boxcar function convolved with the experimentally
determined slit function, accounting for the finite angular width of the focussed light
passing through the CVF in each particular instrument. The resulting instrument
slit function has a width of approximately 20 cm™!.

While mercury-cadmium-telluride detectors are known to exhibit non-linear re-
sponse to radiation (e.g., Borrello et al., 1977; Abrams et al., 1994), laboratory tests
have shown that the emission radiometer instruments respond nearly linearly to black-
body radiation over much of their measurement range. Assuming such an idealized

linear relationship, the instrument is modeled such that detector response S at a
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Figure 4.2: FTS-measured bandpass of the emission radiometer CVF, used to forward
model the instrument’s slit function.
