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Abstract 

This thesis uses atmospheric measurements from ground-based Fourier transform infrared (FTIR) 

spectrometers to study air composition and quality, leveraged with in situ measurements, satellite 

data, and atmospheric models. The primary instrument, located at the University of Toronto 

Atmospheric Observatory (TAO), has been measuring since 2002 and is a member of the Network 

for the Detection of Atmospheric Composition Change (NDACC). This work added four years of 

data to TAO’s long-term time series of 16 trace gases (C2H2, C2H6, CH3OH, CH4, CHF2Cl, CO, 

H2CO, HCl, HCN, HCOOH, HF, HNO3, N2O, NH3, O3 and OCS). 

Simulations by models used in the 2021 Arctic Monitoring and Assessment Programme report on 

short-lived climate forcers are compared with column-integrated FTIR measurements from five 

high-latitude NDACC sites. The models exhibit an overall negative bias in tropospheric column 

values, with CH4 underestimated by 9.7%, CO by 21%, and O3 by 18%, highlighting challenges 

in simulating Arctic atmospheric composition. 

The impacts of wildfire emissions on air quality are a concern for populations through both 

immediate exposure and long-range transport. Three major smoke events in Southern Ontario 
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resulting from the record-breaking 2023 wildfire season are examined using measurements and 

models. Tropospheric enhancement ratios relative to CO are reported for C2H6, CH3OH, HCN, 

HCOOH, NH3, and O3. Plume transport is investigated with a back-trajectory model and space-

based MOPITT CO, while plume heights are determined with FTIR CO profiles and Micro-Pulse 

Lidar radiative backscatter. Comparisons with the GEM-MACH-FireWork model show that large-

scale plume dispersion is effectively captured, tropospheric columns are overall underestimated, 

and enhancements are overestimated during smoke events.  

Using CO measurements from MOPITT and TAO from 2004-2019, changes to the seasonal cycle 

are assessed in relation to wildfire activity. A new CO peak emerges in August post-2012 in 

Alberta and Ontario, consistent with previous literature. Public health risks of this change are 

examined using a difference-in-difference analysis of monthly hospital emissions for nine 

cardiovascular and respiratory diseases. Using satellite XCO as an exposure metric, findings are 

suggestive of a link between enhanced wildfire-related CO concentrations after 2012 and 

worsening health outcomes, with statistically significant results for six disease-province pairings. 
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Chapter 1  
 Introduction 

1.1 Motivation 
Studying the composition of the Earth’s atmosphere is critical for assessing environmental 

changes, climate dynamics, and the impact of human activities on air quality and ecosystems. 

Atmospheric measurements, specifically long-term datasets, play a key role in developing our 

understanding of atmospheric processes, trends, and changes that are occurring over time. Further, 

they are an essential part of model development and testing, which facilitates predictions of future 

climate scenarios. Such predictions inform policy and decision-making processes, contributing to 

international efforts like the Montreal Protocol and the Paris Agreement. The research presented 

in this thesis uses long-term atmospheric monitoring as a tool to investigate atmospheric 

composition and evaluate models, as they relate to short-lived climate forcers (SLCFs) and wildfire 

emissions. 

The United Nations Intergovernmental Panel on Climate Change (IPCC) Sixth Assessment Report 

(AR6) presents a comprehensive review of global climate science. In this report, it is stated with 

“high confidence” that in North America anthropogenic climate-change impacts have increased in 

frequency and intensity in the last 20 years (Hicke, 2022). Examples of these effects are droughts, 

floods, and wildfires, driven by extreme temperature or precipitation, which are predicted to 

worsen in the future. In addition to changing the climate, atmospheric composition can impact 

human health; it is with “very high confidence” that these changes have led to negative effects on 

both physical and mental human health (Hicke, 2022). The impacts have been particularly 

significant in the Arctic, disproportionately affecting both communities and ecosystems in the area.  

The World Health Organization (WHO) identifies air pollution as “the biggest environmental 

threat to human health”, also stating that many common drivers of air pollution are also greenhouse 

gases (GHGs) (WHO, 2021). Advantageously, this means that working towards emissions 

reductions can have a positive impact for both the climate and human health. In Canada, from 

2017-2019, air pollution is estimated to have contributed to 17,400 premature deaths and have a 

total economic cost of $146 billion (2020 CAD) (Health Canada, 2024). The “Path to Healthier 

Air” report by Toronto Public Health finds that over half of Toronto’s air pollution is from local 
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sources, led by exhaust emissions (TPH, 2014). The most recent report released in 2014 estimates 

that, in the City of Toronto, air pollution accounts for 1,300 premature deaths and 3,550 

hospitalizations annually; while also highlighting that there are additional widespread, harder to 

quantify, impacts of air pollution on the population, such as exacerbation of chronic disease 

symptoms and missed work or school. All three of the projects presented in this work have a 

connection between atmospheric composition and human well-being, whether through direct air 

quality impacts (such as wildfires) or through broader climate-related health risks, emphasizing 

the significance of the atmosphere to public health.   

 
Figure 1.1: Roof-top views from the location of the primary three FTIR instruments used in this 
work, highlighting the difference between each location. Left: TAO, Toronto, Ontario, middle: 

CARE, Egbert, Ontario, right: PEARL, Eureka. Nunavut. 

Trace gases, although making up a small fraction of the atmosphere, can have significant 

implications for both the climate and air quality. Fourier transform infrared (FTIR) spectroscopy 

is a powerful tool for atmospheric measurements of trace gases, providing valuable datasets with 

long time series. Utilizing data from many instruments across the globe, such as those that are part 

of the Network for the Detection of Atmospheric Composition Change (NDACC), allows for a 

comprehensive and harmonized representation of the atmosphere through time and space. The 

three primary FTIR instruments used in this work, located in Toronto, Ontario, Egbert, Ontario, 

and Eureka, Nunavut, provide measurements from urban, rural, and Arctic sites, respectively (see 

Figure 1.1). In the same order, the laboratory names and acronyms which will be used to identify 
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each location are the University of Toronto Atmospheric Observatory (TAO), the Centre for 

Atmospheric Research Experiments (CARE), and the Polar Environment Atmospheric Research 

Laboratory (PEARL). By leveraging long-term FTIR measurements, supported with models, in-

situ data and satellite measurements, this research contributes to our understanding of the impacts 

of SLCFs and wildfires on atmospheric composition over Canada.  

1.2 Background 

1.2.1 Short-lived Climate Forcers 

SLCFs are compounds with relatively short atmospheric lifetimes that have a direct or indirect net 

warming or net cooling effect on the climate. There is no fixed threshold from which a species is 

considered “short-lived”, but the lifetimes are less than that of carbon dioxide (CO2) and often 

cited as less than two decades (AMAP 2021; Szopa et al., 2021). SLCFs include methane (CH4), 

ozone (O3), black carbon, sulfate, nitrate, and organic aerosols. The IPCC reports that in addition 

to radiative forcing, SLCFs have been found to have negative impacts on air quality, ecosystems, 

and human health (Szopa et al., 2021). Understanding the impact of SLCFs on the future climate 

will aid in policies and mitigation strategies to stay on track with the Paris Accord and its 

subsequent amendments. Mitigation of both CO2 and SLCFs are critical to reduce warming, where 

in addition to CO2 reductions, methane and black carbon need to be reduced by at least 35% by 

2050, to keep global temperature rise below 1.5 C° (IPCC, 2018). Due to their relatively short 

lifetimes, SLCFs are generally reflective of emission rates, and their abundances can have strong 

regional variations (Szopa et al., 2021). This means that mitigation can result in near-term impacts, 

but the effects will stabilize on the order of a few decades. As such, SLCF mitigation will not 

effectively reduce global temperature rise without reductions in long-lived climate pollutants, and 

should only be considered as a grace period for other adaptation strategies (Bowerman et al., 2013). 

Because many SLCFs are related to air quality, policies which target air quality may inadvertently 

have the co-benefit of reducing SLCF emissions (Szopa et al., 2021). The WHO states that 

reducing SLCFs can significantly benefit human health by lowering air pollution-related health 

issues and enhancing food security by mitigating the impacts of extreme weather (WHO, 2015). 

Decreasing SLCF emissions can be particularly beneficial in the Arctic because models have 

demonstrated a strong climate response in this region to local and remote forcing by SLCFs (Stohl 

et al., 2015). 
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The Arctic Monitoring and Assessment Programme (AMAP) is a working group of the Arctic 

Council, which comprises eight Arctic states (Canada, Denmark, Finland, Iceland, Norway, 

Russia, Sweden, and the United States). The group releases science-based reports to provide 

policy-relevant assessments on the Arctic region with respect to climate change, human health, 

and ecosystems. The 2021 Assessment Report focuses on the impacts of SLCFs in the Arctic by 

modelling emission scenarios with the current legislation (CLE) and with the maximum 

technically feasible reduction (MFR) (AMAP, 2021). CLE represents the “current emission-

control legislation” and MFR represents the “best available technologies to reduce future air-

pollutant emissions”.  

Figure 1.2 shows Figure 8.33 from Chapter 8: “Simulated impacts of SLCFs on climate and air 

quality” of the AMAP 2021 Report, which depicts the simulated surface temperature anomaly 

(relative to the mean observed temperature from 1951-1980) over time from the multi-model mean 

using CLE (blue) and MFR (red). The black line is the annual mean GISS Surface Temperature 

Analysis temperature anomaly from 1990-2019, and the shading represents the confidence 

intervals from the combined uncertainty of the multi-model ensemble spread and temperature 

variability in each individual model ensemble. The CLE and MFR both have some level of SLCF 

reductions relative to the model start point; despite this, the model shows that the Arctic will 

continue to warm until 2050 from increasing CO2 concentrations and other GHGs. The Report 

states that although the MFR is not likely to produce a notable net change in Arctic temperature 

by 2050, the continued application of MFR through to 2050 can reduce the warming rate by 25%. 

The key results of SLCF reductions in the Arctic outlined in the Report are similar to those stated 

above, which are generally near-term results and health benefits via improved air quality. The 

Report cautions that neglecting to mitigate emissions will result in further SLCFs (and precursor 

gases) from increased temperature, and larger and more frequent fires. They emphasizes that 

although climate change is a global challenge, it is immediately and critically impacting the Arctic 

region, with implications for local communities, industry and ecosystems. 

Assessing models using historical data helps provide insights into their performance. The AMAP 

Report evaluates the confidence in the results presented as “high” for the direction of change, 

although with more uncertainty in the magnitude of results as it is highly dependent on model 

considerations (for example the level of climate feedback), particularly for future predictions (as 

represented by the significant uncertainty in Figure 1.2). Some recommendations of the Report are 
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for timely implementation of legislation that reduces emissions and incorporates the best available 

technologies, and emissions reporting that is reliable and transparent to provide the necessary tools 

for evaluating mitigation scenarios. Chapter 4 of this thesis extends the historical surface and 

satellite model evaluations presented in the AMAP 2021 SLCF Report by applying a new dataset 

(from high-latitude NDACC FTIR measurements) to the same set of models, as applicable. 

 
Figure 1.2: Multi-model ensemble median simulated near surface temperature anomalies, 

relative to mean observed temperature from 1951-1980, in the Arctic for CLE (blue) and MFR 
(red). The black line represents the historical observed temperature anomaly from GISTEMP v4. 

The shading represents combined uncertainty from the muti-model ensemble spread and 
temperature variability in each individual model ensemble. (Figure 8.33 - AMAP, 2021) 

Canada released its own “Strategy on Short-Lived Climate Pollutants” in 2017, aiming to reduce 

emission sources, and achieve health and climate benefits. The approach is described as “holistic” 

and is to be implemented in phases, based on five main goals, which are summarized as follows 

(ECCC, 2017):  

1. Enhancing domestic mitigation action using jurisdiction and sector-specific emission reduction 

strategies. Broadly, initiatives include reducing reliance on diesel in remote communities, 

improving appliance efficiency and building codes, improving fuel efficiency, phasing out 

hydrofluorocarbons (HFCs), working towards bioenergy and bioproducts, and supporting 

advances in sustainability technology.  
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2. Enhancing science and communications to broaden understanding in order to quantify emissions 

and assess trends. This will be used to support science-based decision making and enhance public 

awareness of Canada’s mitigation plans.  

3. Systematically engaging international partnerships to further relationships through joint action, 

particularly with the United States and Mexico. As part of this initiative, Canada has dedicated 

funding to help climate goals in developing countries, in addition to participating in projects led 

by the Arctic Council (such as those outlined in the AMAP Reports). 

4. Coordinate Government of Canada activities to prioritize work, track progress, develop resource 

allocation, and work towards achieving the strategic long-term goals.  

5. Collaborate with provincial and territorial governments, and other entities for work that will 

require a joint jurisdiction response. Partnerships could include municipal waste or transit, private 

sector, academia, or Indigenous communities. 

1.2.2 Wildfires and Emissions 

Biomass burning occurs across the world in a variety of ecosystems, driven by both human activity 

and natural causes. Fires may be set intentionally, e.g., for agricultural or land management 

purposes, or can be an unintended consequence of environmental factors. In Canada, the majority 

of burned area is attributed to lightning-caused fires (91% on average from 1959-2015), while they 

account for about 60% of the ignitions (Hanes et al., 2018). Fires are a natural and essential 

component of a healthy forest ecosystem; however, climate change is impacting the frequency and 

size of wildfires, and leading to significant environmental impacts, including the release of GHGs 

and loss of biodiversity. Further repercussions of fires include the economic costs of fire 

suppression and recovery efforts, as well as adverse effects on human health.  

Canada has 347 million hectares of forested area, with 232 million hectares classified as managed 

(approximately 60%, encompassing regions used for timber harvest, protected areas and areas 

under intensive protection against natural disturbances) (NRC, 2024). The Canadian Forest Service 

uses the Carbon Budget Model of the Canadian Forest Sector (CBM-CFS3) to estimate the GHG 

sequestration and emissions of Canada’s managed forests. Currently, Canada’s managed forests 

are acting as a carbon source through disturbances such as fires, insect outbreaks, and timber 

practices. Figure 1.3 shows an estimate of the net GHG emissions of the managed forests from 
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1990 to 2023 from the CBM-CFS3, and Figure 1.4 shows a representation of the burned area in 

Canada from 1980-2023. The Canadian Council of Forest Ministers recently released the 

“Canadian Wildland Fire Prevention and Mitigation Strategy” to take action towards wildfire 

resiliency in Canada (CCFM, 2024). The tactic involves “a whole-of-society approach” and was 

made in consultation with municipal, provincial, territorial, federal, and self-governments, First 

Nations, Inuit, and Métis representatives, academia, and industry. It aims to incorporate Indigenous 

knowledge and address climate change adaptation as it relates to prevention and mitigation.  

 
Figure 1.3: Total GHG emissions (as million tonnes of CO2 equivalent) from Canada’s managed 
forests by year, considering use and disposal of associated harvested wood products, and human 

and natural disturbances (NRC, 2024). 

A study by the Great Lakes Forestry Centre, reviewing fire trends in Canada from 1959-2015, 

shows a significant increase in burned area over time, dominated by large fires, which were found 

to have doubled over the study period (Hanes et al., 2019). The Fire Weather Index (FWI) is a 

rating used to represent the “fire danger” of a region, encompassing temperature, humidity, wind, 

and precipitation (Van Wagner, 1987). Jones et al. (2022) highlight a relationship between burned 

area and FWI in Canada, stating that models that use FWI as an indicator for future fire activity 

project an increase due to anthropogenic climate change. Whitman et al. (2022) show that from 

1970-2019, the province of Alberta had statistically significant increases in temperature and 

dryness, and a shift in fire regime characteristics whereby large fires began to dominate and reburn 
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frequency increased. Season-specific climate variables were shown to positively correlate with the 

fire activity, indicating that climate is a top-down driver for wildfires in the region. In addition to 

climate change causing drier, hotter conditions and a lengthening of the forest fire season, fire 

suppression tactics have contributed to higher instances of extreme and uncontrollable burning 

events (Jolly et al., 2015; Kredier et al., 2024). Such fire management policies in Canada involving 

fire suppression have resulted in an amplified risk of wildfires by increasing the flammability in 

the boreal wildland-urban interface (Parisien et al., 2020). Erni et al. (2024) used wildfire 

simulations to assess fire likelihood and intensity, paired with census data from Canada, finding 

that 283,000 people (2.2%) are in areas of high fire risk, and 30,500 (0.2%) are in areas classified 

as very high risk. Indigenous people who reside on a reserve are at an increased risk compared to 

the general population, with 14.5% of the total on-reserve population living in areas of high fire 

risk, and 3.7% of the total in very high risk.  

 
Figure 1.4: Fire perimeters from 1980-2023 in Canada as provided by fire management 

agencies (provinces, territories, and Parks Canada) (CWFIS, 2024). 

In the summer of 2023, Canada had a record-breaking wildfire season during which approximately 

4% of the forested region in the country burned (Jain et al., 2024). The carbon emissions attributed 

to the whole season country-wide are comparable to that of a developed country in a year (Byrne 

et al., 2024). Dry conditions resulting from early snowmelt and an extended period of drought, in 
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addition to the high-temperature anomalies, contributed to an increased FWI leading to the 

anomalous fire season (Jain et al., 2024). The extreme burning events that occurred in Quebec 

were stated to have been more than twice as likely to occur due to anthropogenic climate change 

(Barnes et al., 2023).  

Chemical species released during biomass burning events can lead to degraded air quality and 

affect the climate and carbon cycle. In Canada, wildfire-PM2.5 (particulate matter) for 2013-2015 

and 2017-2018 is estimated to have caused 54-240 premature deaths due to short-term exposure, 

and 570-2500 premature deaths from long-term exposure, along with several other adverse health 

outcomes (Matz et al., 2020). The five-year (2013-2018) total economic impact of the wildfire-

PM2.5, as it relates to health, was estimated to be $49 billion (CAD) (Matz et al., 2020). Health 

impacts are estimated to be greatest in areas with higher exposure to wildfire PM2.5 and a large 

population (i.e., Alberta and British Columbia), however they are also relevant in areas with lower 

exposure levels (i.e., Ontario and Quebec) (Matz et al., 2020). Areas in proximity to active fires 

will often have public health advisories for residents and intervention measures in place for 

vulnerable populations, while areas further away, which are not in the immediate disaster response 

area, may be less aware of their exposure (Magzamen et al., 2021).  

Vegetation fires progress through several stages: ignition, flaming, glowing, smoldering and 

extinction, and each phase undergoes distinct processes, producing different emissions (Lombert 

and Warnatz, 1993). In the initial phase, with high temperature, the water and volatile extractables 

(such as alcohols, aldehydes and terpenes) are dried or distilled. Subsequently, heat-induced 

cracking of the fuel molecules causes high-molecular weight components to decompose to lower-

molecular weights, eventually forming gas compounds. As the process turns from endothermic to 

exothermic, decomposition of hydrocellulose takes place and eventually the phase will transition 

from flaming to glowing combustion. The smoldering phase occurs when most of the near-surface 

fuel has emitted its volatile extractables and the flame ceases. Most of the emissions occur during 

the flaming and smoldering phases. Burn characteristics, such as burn efficiency and the transition 

to smoldering, are significantly influenced by the water content of the vegetation, and can alter the 

resulting emissions. Additional factors influencing emissions include vegetation density and 

structure, fuel size, and elemental composition of the vegetation. 
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Long-lived species are useful for tracking plumes and can provide information about the source of 

a biomass burning event. Yamanouchi et al. (2020) examined the long-range transport of trace 

gases related to fire emissions in the Toronto area using ground-based FTIR spectroscopy. Using 

data from 2002-2018, the study found enhancements of carbon monoxide (CO), ethane (C2H6), 

methanol (CH3OH), hydrogen cyanide (HCN), and formic acid (HCOOH) related to boreal and 

temperate forest fires. Similarly, enhancements of CO, HCN, C2H6, ammonia (NH3), peroxyacetyl 

nitrate (PAN), ethylene (C2H4), CH3OH and HCOOH were detected with an FTIR in the Canadian 

High Arctic, and attributed to fires in British Columbia and the Northwest Territories of Canada 

in 2017 (Lutsch et al., 2020; Wizenberg et al., 2023). Figure 1.5 shows a photograph during the 

2024 NDACC-TCCON-COCCON Annual Meeting at the National Center for Atmospheric 

Research (NCAR) Mesa Lab in Boulder, Colorado, where a wildfire began in a nearby forest, 

causing the meeting to be evacuated.  

 
Figure 1.5: Wildfire during the July 2024 NDACC-TCCON-COCCON Annual Meeting in 

Boulder, Colorado.  

1.3 Thesis Overview 
This thesis encompasses three main projects, each aimed at addressing distinct scientific questions 

and research objectives through the utilization of long-term mid-infrared FTIR measurements. 

Chapter 2 presents the methodology and description of the FTIR instruments and retrievals used 

within this work. Chapter 3 provides an overview of the TAO retrieval parameters and the 2002-

2024 time series of all 16 trace gases. Chapters 4, 5 and 6 report on the main three projects of this 
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thesis (described further in the following paragraphs), and Chapter 7 provides a summary of the 

work, including the significance of the scientific questions/objectives and possible future work.  

Project 1 aims to address the question – How well do the SLCF model simulations in the AMAP 

2021 Report represent historical measurements of CH4, CO and O3 at five Arctic FTIR sites, 

and what, if any, patterns arise in the discrepancies? This is achieved by evaluating the outputs 

from the 11 models matched with tropospheric column measurements in time and space. 

Specifically, the modelled tropospheric columns are compared with measurements from 2008-

2009 and 2014-2015, from the NDACC FTIR instruments located in Eureka, Canada; Thule, 

Greenland; Ny Ålesund, Norway; Kiruna, Sweden; and Harestua, Norway. Biases for each model 

are assessed relative to the FTIR measurement uncertainty, and seasonal cycles are examined using 

monthly means to identify potential model shortcomings.  

Project 2 aims to address the question – How significant were the impacts of the 2023 Canadian 

wildfires on the air quality and composition in Southern Ontario, and how do the GEM-MACH 

Firework simulations compare to ground-based and satellite measurements in the region? 

Using three distinct smoke events, air composition is assessed with measurements of biomass 

burning gases from the TAO and CARE FTIRs, and enhancement ratios are evaluated. Air quality 

during the events are reported by the provincial monitoring system and plume transport are 

investigated with satellite measurements of CO and a back-trajectory model. The GEM-MACH 

Firework model is compared to surface in-situ measurements of CO, O3 and PM2.5, to tropospheric 

columns of CO, NH3 and O3 from the TAO and CARE FTIRs, and to CO total columns from the 

Measurements Of Pollution In The Troposphere (MOPITT) satellite instrument on a broader scale.  

Project 3 aims to address two questions – Has an increase in wildfires changed the CO seasonal 

cycle in Ontario and Alberta, Canada? Does health care utilization for respiratory and 

cardiovascular diseases present a change related to the CO seasonality and if so, can CO be 

used as an exposure metric? The work uses long-term measurements of CO from the TAO FTIR 

and MOPITT from 2002-2019, with a break point of pre/post 2012 to examine the seasonal cycle. 

Monthly emergency room counts for nine respiratory and cardiovascular diseases from health 

districts in Alberta and Ontario are analyzed over the same period. A difference-in-difference 

regression is used to evaluate if a change in health care utilization for the diseases occurs with the 

interaction term defined as after 2012, and the exposure metric as the MOPITT CO total column.  
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1.3.1 Scientific Objectives  

The primary objectives of this research are derived from the scientific questions outlined above, 

with some elements shared between reoccurring themes, and are as follows: 

(1) Maintain ongoing solar absorption FTIR measurements and trace gas retrievals at TAO, 

contributing to the NDACC Data Host Facility Data (DHF) and the Copernicus Atmospheric 

Monitoring System (CAMS) and work towards establishing a new Canadian NDACC FTIR 

site at CARE.  

(2) Evaluate the performance of atmospheric models by leveraging FTIR datasets from the 

University of Toronto Atmospheric Observatory, the Centre for Atmospheric Research 

Experiments, the Polar Environment Atmospheric Research Laboratory, and four other Arctic 

NDACC stations, as well as other relevant in situ and satellite measurements. 

(3) Investigate changes in atmospheric composition resulting from the long-range transport of 

wildfire emissions and assess the impact of this on local air quality and public health. 

Objective 1 is relevant to all of the projects and is achieved through the maintenance of the TAO 

and CARE FTIR retrievals and the application of the data for analysis. Objective 2 is achieved 

within the first and second projects, wherein atmospheric models are evaluated. Objective 3 is 

achieved within Projects 2 and 3 wherein forest fire emissions are discussed in the context of FTIR 

measurements.  

1.3.2 Contributions  

This work builds upon the PhD thesis projects of Shoma Yamanouchi (2021) and Cynthia Whaley 

(2014), the publications therein, and the other predecessors who have worked with the TAO FTIR 

spectrometer. Throughout the course of my PhD, I helped with the regular operations of TAO and 

was responsible for the data processing and retrievals. Research officer Orfeo Colebatch was 

largely responsible for maintenance of the TAO FTIR, particularly during the COVID-19 

pandemic. Other contributors to TAO operations over the duration of this work include students: 

Darby Bates, Gabriel Cassidy, Petra Duff, Tadgh Hearne, Beatriz Herrera,  Kevin Joshy, Erin 

McGee, Raia Ottenheimer, and Claire Pan. The procedure for data processing included 

downloading National Centers for Environmental Prediction (NCEP) temperature and pressure 

data, preparing the various retrieval files, performing retrievals, and assessing the data quality. The 

CH4, CO, H2CO and O3 retrievals are regularly (every 2-4 weeks) uploaded to the Copernicus 
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Atmospheric CAMS Rapid Delivery (RD) system. The rest of the retrieved species are uploaded 

annually to the public NDACC DHF. I would, at times, be requested to process data for 

collaborating scientists if they required data that were not yet publicly available or a new retrieval 

(i.e., OCS and HCFC-22). Additionally, I updated the TAO NDACC O3 retrievals to the SFIT4 

version 1.0.14, and changed the retrieval to the Tikhonov regularization parameters, as 

recommended by the NDACC Infrared Working Group (IRWG) O3 Retrieval Strategy Group. 

C2H6 and HCl were set up to be run with SFIT4 version 1.0.14, and at the request of the IRWG, 

testing was done with high-resolution transmission molecular absorption (HITRAN) database 

versions 2008 and 2020 (HIT08/HIT20), and the Atmosphere (ATM) 2020 line list, with the 

Whole Atmosphere Community Climate Model v6 (designated IRWG “.v7”). Note the currently 

archived version v02 for both gases uses SFIT v0.9.4.4. When measurements at CARE began in 

April 2023, again Orfeo Colebatch was largely responsible for making this possible, and I was 

assigned regular shifts for remote operations.  

Project 1 involved a collaboration with Dr. Cynthia Whaley at Environment and Climate Change 

Canada (ECCC) and Professor Kaley Walker. This work follows the AMAP 2021 SLCF Report, 

and allowed me to collaborate with many different groups, both from NDACC and the AMAP 

modeling teams. The models were run by the respective teams, and the output files of gridded 

SLCFs were supplied to me for processing. This work was presented at American Geophysical 

Union (AGU) 2021, Canadian Meteorological and Oceanographic Society (CMOS) 2022, 

ArcticNet 2022, and NDACC-IRWG meetings in 2023 and 2024, and is published in Atmospheric 

Chemistry and Physics (Flood et al., 2024).  

Project 2 is a case study of the period when Southern Ontario experienced degraded air quality due 

to the record-breaking 2023 fire season in Canada. As a result of on-going efforts by Orfeo 

Colebatch, the CARE FTIR spectrometer was operational at this time, allowing for two 

measurement locations in the study area. Additional instruments were added such as the 

EM27/SUN and a mini Micro-Pulse Lidar Network (MPLNET) with help from Professor Debra 

Wunch, and the MOPITT satellite with input from Professor James Drummond. Further, 

collaborations with Dr. Cynthia Whaley and Dr. Jack Chen allowed for a comparison with ECCC’s 

GEM MACH FireWork model. This work was presented at AGU 2023 and the NDACC-IRWG 

meeting 2024, and is published in Journal of Geophysics Research – Atmospheres (Flood et al., 

2025a).  
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Project 3 involved a collaboration with Dr. Rebecca Buchholz from the National Center for 

Atmospheric Research (NCAR) using the TAO CO time series to build on the results from her 

biomass burning study using MOPITT data (Buchholz et al., 2022). An additional analysis of 

health data was included, and Dr. Sheryl Magzamen and Grace Kuiper from Colorado State 

University joined the project to provide expertise on the epidemiological analysis of the hospital 

data. The emergency room admission data were obtained from the Canadian Institute for Health 

Information (CIHI). This work was presented at Committee on Space Research (COSPAR) 2022, 

European Geosciences Union (EGU) 2023, and the NDACC-IRWG meeting 2023, and is under 

review in GeoHealth (Flood et al., 2025b). 

1.3.3 Thesis Outline 

The structure of this thesis is as follows:  

Chapter 1, the current chapter, is the introduction, which describes the motivation, background, 

and scientific objectives of the thesis.  

Chapter 2 outlines the primary methodology used throughout this thesis, FTIR spectroscopy, 

including details on the primary locations and the way in which trace gas profiles and columns are 

retrieved from infrared solar absorption spectra.  

Chapters 3 presents the NDACC trace gas time series from TAO, the primary FTIR location used 

within this work.  

Chapter 4 presents the work done in Project 1, with AMAP model validations of short-lived climate 

forcers using measurements from five Arctic NDACC FTIR stations. 

Chapter 5 presents the work done in Project 2, assessing three wildfire smoke events from long-

range transport to Southern Ontario in the summer of 2023, using satellite data, models, and 

ground-based monitoring, in addition to an evaluation of the GEM-MACH FireWork operational 

air quality model.  

Chapter 6 presents the work done in Project 3, which evaluates a change in the seasonal cycle of 

CO in Alberta and Ontario attributed in previous literature to an increase in wildfires, and assesses 
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CO total columns with respect to healthcare utilization for nine cardiovascular and respiratory 

diseases over the same period.  

Chapter 7 provides the conclusions to this thesis and suggestions for future work.   
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Chapter 2  
 

 Methods 
The primary source of data in this work is solar-viewing mid-infrared Fourier transform infrared 

spectroscopy. The FTIR instruments employed in this research record solar absorption spectra 

optimized for different atmospheric gases by cycling through a series of optical filters covering 

spectral ranges between 650 and 4500 cm-1.  The advantages of this instrument type are that it can 

measure multiple species in a single scan, take many measurements in a short period of time, is 

available as a long time series, and provides vertical information for multiple species.  

Furthermore, the instruments are part of NDACC, which allows for easy access to analogous 

measurements from equivalent instruments in other locations, increased collaboration and 

knowledge sharing. The drawbacks are that it has limited spatial coverage, requires daytime and 

clear conditions, and only provides a limited number of measurements per day for each species. 

This chapter describes the origin of mid-infrared spectra, and how they are recorded and processed 

to retrieve trace gas profiles and columns.  

2.1 Molecular Spectroscopy  
Spectroscopy is a broad discipline that examines the interaction between matter and 

electromagnetic radiation. Molecular spectroscopy, as it relates to this work, involves the study of 

how molecules of trace gases interact with electromagnetic radiation from the sun. The structural 

properties of the molecules of each gas give rise to distinct spectral features, as the energy that is 

absorbed or emitted during the transition from one state to another is directly proportional to 

frequency, inversely proportional to wavelength, and constrained by quantum theory (Bernath, 

2005). As the simplest example, one may consider a hydrogen atom that absorbs a photon with 

enough energy, E, to move from its ground state (n=1) to the first excited electronic state (E=10.2 

eV for n=1 to n=2); when it returns to the original state, a photon of the same wavelength is emitted, 

releasing the absorbed energy as electromagnetic radiation. In addition to electronic energy, the 

structure of molecules results in additional energy signatures from their vibrational and rotational 

motions. The Born-Oppenheimer Approximation enables the motion of electrons and atomic 
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nuclei to be separated, due to the relative mass difference between the two entities; the total 

molecular energy can be written as independent terms, represented in Equation 2.1: 

𝐸𝐸𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 + 𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 + 𝐸𝐸𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 + 𝐸𝐸𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 . (2.1) 

When considering this equation in terms of infrared spectroscopy, it can be simplified to Equation 

2.2; 𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 can be omitted because electronic transitions happen outside the infrared region 

and are generally observed in the visible and ultraviolet region, and  𝐸𝐸𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 can be 

disregarded because it is much smaller in magnitude than the rotational and vibrational transitions 

in the infrared region:  

 𝐸𝐸𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 + 𝐸𝐸𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 . (2.2)  

Rotational energy is a result of the movement of the molecule about its center of gravity, and is 

represented in Equation 2.3 for a diatomic molecule, where J is the rotational quantum number (J 

= 0,1,2,…), B is the rotational constant, h is Planck’s constant, I is the moment of inertia of the 

molecule, and c is the speed of light (Bernath, 2005). Transitions of this type have lower energy 

and longer wavelengths, occurring in the far-infrared or microwave region. 

𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟 = 𝐵𝐵𝐵𝐵(𝐽𝐽 + 1) = �
ℎ2

8𝜋𝜋2𝐼𝐼𝐼𝐼
� 𝐽𝐽(𝐽𝐽 + 1) . (2.3) 

Equation 2.3 considers a diatomic molecule as rigid rotor, and is represented by the equally spaced 

lines in Figure 2.1a. To account for centrifugal distortion (D) that happens when the molecule 

rotates and the bonds distort, the rotational energy is expressed as Equation 2.4. The distortion 

term accounts for the change in inertia that decreases the separation between transitions at high 

levels of J, in turn decreasing the spacing between the transitions (represented in Figure 2.1b) 

(Liou, 2002). 

𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟 = 𝐵𝐵𝐵𝐵(𝐽𝐽 + 1) −𝐷𝐷𝐽𝐽2(𝐽𝐽 + 1)2 . (2.4) 

Vibrational energy (𝐸𝐸𝑣𝑣𝑣𝑣𝑣𝑣) is due to the displacement of atoms from equilibrium. This is described 

for a harmonic oscillator by Equation 2.5, where 𝑣𝑣 is the vibrational quantum number and 𝜔𝜔 is the 

frequency of vibration, which depends on the square root of the spring force constant (k) divided 
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by the molecule’s reduced mass (𝜇𝜇 = 𝑚𝑚1𝑚𝑚2
𝑚𝑚1+𝑚𝑚2

) (Bernath, 2005). These transitions typically involve 

higher energies and occur in the mid or near-infrared regions of the electromagnetic spectrum. 

𝐸𝐸𝑣𝑣𝑣𝑣𝑣𝑣(𝑣𝑣) = ℎ𝜔𝜔 �𝑣𝑣 +
1
2
� = ℎ�

1
2𝜋𝜋𝜋𝜋

�
𝑘𝑘
𝜇𝜇
��𝑣𝑣 +

1
2
�  . (2.5) 

When a vibrational transition occurs with a rotational transition, the process is known as 

vibrational-rotational spectroscopy and is the most relevant for the mid-infrared FTIR 

spectroscopy discussed throughout this work. The change in energy (ΔE) resulting from the 

absorption of an infrared photon can be grouped into three branches based on the transitions which 

occur. The branches occur with a vibrational change of Δ𝑣𝑣=±1, ±2, ±3… and are represented in 

Figure 2.1b. The P branch corresponds to a decrease in rotational quantum number by 1 (ΔJ = -1), 

the lines appear at lower wavenumbers than the central vibrational frequency (𝜈𝜈�0). The Q branch 

represents no change in the rotational number (ΔJ = 0); however, this requires the molecule to 

have angular momentum and a dipole moment to interact with the infrared radiation. The R branch 

corresponds to an increase in rotational quantum number by 1 (ΔJ = +1), and the lines appear at 

higher wavenumbers than the 𝜈𝜈�0 (Bernath, 2005). When considering polyatomic molecules, the 

modes and interactions become more complex, however, the concept of unique spectral features 

which can be utilized for atmospheric trace gas analysis remains applicable.  

 
Figure 2.1: (a) Rotational transitions (ΔJ = ±1), and equally spaced spectral lines in 

wavenumber. (b) P, Q and R branch simultaneous vibrational and rotational transitions (figure 
reproduced from Liou, 2002). 
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2.1.1 Spectral Infrared Line Shapes 

Atmospheric absorption lines will differ in shape, depth and width based on properties of the gas 

including temperature, pressure and concentration. The profile is influenced by the molecule’s 

motion along the line of sight, known as Doppler broadening, and perturbations from collisions 

with other molecules, known as pressure/collisional broadening. Additionally, natural broadening 

occurs from energy fluctuations during transitions, arising from the Heisenberg uncertainty 

principle, however the effect is minimal compared to the other two broadening mechanisms (Liou, 

2002). The strength of the spectral lines (S), described by Equation 2.6 where 𝑣𝑣� is the 

monochromatic wavenumber, is dependent on the absorption coefficient 𝑘𝑘: 

𝑆𝑆 = � 𝑘𝑘
∞

−∞

𝑑𝑑𝑣𝑣� . (2.6) 

The impact of collisional broadening on line shape is a function of pressure, and as a result is more 

pronounced at higher pressures, such as in the troposphere. It is the result of a shift in the frequency 

of the emitting molecule by hitting another molecule, which is short-lived and randomly 

distributed. The shape of this broadening manifests as a Lorentz profile and is represented in 

Equation 2.7, where 𝑘𝑘𝐿𝐿 is the absorption coefficient, 𝑣𝑣�0 is the center wavenumber, 𝛼𝛼𝐿𝐿 is the half-

width at half-maximum (HWHM), and S is the line strength (Liou, 2002): 

𝑘𝑘𝐿𝐿 =
𝑆𝑆
𝜋𝜋

𝛼𝛼𝐿𝐿
(𝑣𝑣� − 𝑣𝑣�0)2 + 𝛼𝛼𝐿𝐿2

= 𝑆𝑆𝑆𝑆(𝑣𝑣� − 𝑣𝑣�0) . (2.7) 

The Lorentzian HWHM (𝛼𝛼𝐿𝐿) is dependent on temperature and pressure, as shown in Equation 2.8, 

where 𝛼𝛼0 is the HWHM at standard temperature and pressure (𝑇𝑇0=273 K and 𝑝𝑝0=1013 mb):  

𝛼𝛼𝐿𝐿 = 𝛼𝛼0 �
𝑝𝑝
𝑝𝑝0
��

𝑇𝑇0
𝑇𝑇

 . (2.8) 

When pressure decreases, such as in the stratosphere, Doppler broadening becomes more 

significant. A shift in frequency is caused by the variation in molecules’ speed (u) along the line-

of-sight, such that the observed wavenumber is given by 𝑣𝑣� = 𝑣𝑣�0(1 ± 𝑢𝑢
𝑐𝑐
). When considering the 

velocity interval u+du, the molecule’s range of velocities are assumed to follow a Maxwell-
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Boltzmann distribution, as a function of temperature. The line shape manifests itself as Gaussian 

profile function, represented as Equation 2.9; the absorption coefficient (𝑘𝑘𝐷𝐷) is in terms of 𝑣𝑣� , S 

and Doppler line width (𝛼𝛼𝐷𝐷) (Liou, 2002): 

𝑘𝑘𝐷𝐷 =
𝑆𝑆

𝛼𝛼𝐷𝐷√𝜋𝜋
exp �− �

𝑣𝑣� − 𝑣𝑣�0
𝛼𝛼𝐷𝐷

�
2

�  . (2.9) 

The Doppler width of the line, 𝛼𝛼𝐷𝐷, is related to the temperature of the gas (T) and the mass of the 

molecule (m), and the HWHM is obtained by scaling 𝛼𝛼𝐷𝐷 by the square-root of the natural log, 

where 𝑘𝑘𝑏𝑏 is the Boltzmann constant: 

 HWHMD = 𝛼𝛼𝐷𝐷√ln2 = 𝑣𝑣0�
2𝑘𝑘𝑏𝑏𝑇𝑇ln2
𝑚𝑚𝑐𝑐2

 . (2.10) 

At altitudes of about 20-50 km in the atmosphere, both broadening mechanisms, Lorentzian 

collisional-broadening and Gaussian Doppler-broadening, contribute to the shape of the spectral 

lines; the combination of the two is represented by a Voigt profile shape (Liou, 2002). The line 

shape can be expressed in terms of absorption coefficients as:  

𝑘𝑘𝑉𝑉(𝑣𝑣�) = 𝑘𝑘𝐿𝐿(𝑣𝑣�) ∗ 𝑘𝑘𝐷𝐷(𝑣𝑣�) . (2.11)

To account for all possible thermal velocities, the convolution of the two shapes is integrated from 

−∞ to ∞ resulting in a Voigt profile (𝑓𝑓V(𝑣𝑣� − 𝑣𝑣�0)), represented in Equation 2.12 (Liou, 2002). 

𝑓𝑓V(𝑣𝑣� − 𝑣𝑣�0) = � 𝑓𝑓𝐿𝐿(
∞

−∞
𝑣𝑣�′ − 𝑣𝑣�0) ∗ 𝑓𝑓𝐷𝐷(𝑣𝑣� − 𝑣𝑣�′)𝑑𝑑𝑣𝑣�′ (2.12)

                               
 

𝑓𝑓V(𝑣𝑣� − 𝑣𝑣�0) =
1

𝜋𝜋
3
2

𝛼𝛼𝐿𝐿
𝛼𝛼𝐷𝐷

� �
1

(𝑣𝑣�′ − 𝑣𝑣�0)2 + 𝛼𝛼𝐿𝐿2
𝑒𝑒𝑒𝑒𝑒𝑒 �

−(𝑣𝑣� − 𝑣𝑣�′)2

𝛼𝛼𝐷𝐷2
�� 𝑑𝑑𝑣𝑣�′

∞

−∞
 .  

The HWHM of the Voigt profile can be approximated by Equation 2.13 (Griffiths and De Haseth, 

2007): 

 HWHMV = 𝛼𝛼𝑉𝑉 =
𝛼𝛼𝐿𝐿
2

+ �𝛼𝛼𝐿𝐿
2

4
+ (𝛼𝛼𝐷𝐷√ln2)2 . (2.13) 
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Since the FTIR instruments employed in this work sample the total atmosphere column, the Voigt 

line shape is the most suitable as it accounts for both Doppler and collisional broadening effects. 

The spectral line parameters and broadening coefficients are applied from the spectral line list 

databases of HITRAN (Rothman et al., 2009; 2013; Gordon et al., 2022) and ATM (Toon, 2015; 

2022). 

Another important aspect to consider when analyzing a spectrum is line intensity, which can be 

interpreted using principles of radiative transfer. As a beam of radiation passes through a medium, 

its energy is influenced by emission, absorption, and scattering. Equation 2.14 is used to define 

the change in intensity, 𝑑𝑑𝑑𝑑(𝑣𝑣�), across some atmospheric distance, 𝑑𝑑𝑑𝑑, with respect to the mass 

extinction cross-section (units of area per molecule for wavenumber 𝑣𝑣�), 𝜎𝜎(𝑣𝑣�), density of the gas 

(𝜌𝜌), and the incoming intensity 𝐼𝐼(𝑣𝑣�) (Liou, 2002): 

𝑑𝑑𝑑𝑑(𝑣𝑣�) = −𝜎𝜎(𝑣𝑣�)𝜌𝜌𝜌𝜌(𝑣𝑣�) 𝑑𝑑𝑑𝑑 . (2.14) 

This relation accounts for intensity change due to absorption and scattering by the material, where 

the mass extinction cross-section is the sum of mass absorption and scattering cross-sections. The 

beam may also undergo intensity changes in the form of increased intensity via emission or 

multiple scattering from all other directions. Equation 2.15 describes this change, where 𝑗𝑗(𝑣𝑣�) is 

the source function coefficient, with the same units as 𝜎𝜎(𝑣𝑣�): 

𝑑𝑑𝑑𝑑(𝑣𝑣�) = 𝑗𝑗(𝑣𝑣�)𝜌𝜌𝜌𝜌𝜌𝜌 . (2.15) 

Equations 2.14 and 2.15 can be combined, to give the general Radiative Transfer Equation (Liou, 

2002):  

𝑑𝑑𝑑𝑑(𝑣𝑣�) = −𝜎𝜎(𝑣𝑣�)𝐼𝐼(𝑣𝑣�)𝜌𝜌𝜌𝜌𝜌𝜌 + 𝑗𝑗(𝑣𝑣�)𝜌𝜌𝜌𝜌𝜌𝜌 . (2.16) 

Defining a source function, 𝐽𝐽(𝑣𝑣�) = 𝑗𝑗(𝑣𝑣�)/𝜎𝜎(𝑣𝑣�), with units of radiant intensity, Equation 2.16 can 

be written as Equation 2.17: 

𝑑𝑑𝑑𝑑(𝑣𝑣�)
𝜎𝜎(𝑣𝑣�)𝜌𝜌𝜌𝜌𝜌𝜌

= −𝐼𝐼(𝑣𝑣�) + 𝐽𝐽(𝑣𝑣�). (2.17) 

In the context of atmospheric ground-based solar absorption FTIR spectroscopy, when light from 

the sun passes through the atmosphere, the intensity is attenuated by the gases that it passes 
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through. In terms of the change in intensity along the path of the solar beam, 𝑑𝑑𝑑𝑑(𝑣𝑣�), it is convenient 

to neglect the contributions from emission and multiple scattering (shown in Equation 2.15), which 

are relatively minimal compared to absorption, allowing for Equation 2.17 to be simplified by 

omitting 𝐽𝐽(𝑣𝑣�) (i.e., Equation 2.14). Defining the incoming intensity at L=0 as 𝐼𝐼0(𝑣𝑣�), Equation 2.17 

can be integrated across distance L to get the intensity at that point, 𝐼𝐼(𝑣𝑣�, 𝐿𝐿): 

𝐼𝐼(𝑣𝑣�, 𝐿𝐿) = 𝐼𝐼0(𝑣𝑣�)exp �−� 𝜎𝜎(𝑣𝑣�)𝜌𝜌𝜌𝜌𝜌𝜌
𝐿𝐿

0
�  . (2.18) 

Assuming that 𝜎𝜎(𝑣𝑣�) is constant over distance L, Equation 2.18 can be further simplified to 

Equation 2.19, known as the Beer-Bouguer-Lambert Law, where 𝑢𝑢 represents the mass-weighted 

path (Liou, 2002): 

𝐼𝐼(𝑣𝑣�, 𝐿𝐿) = 𝐼𝐼0(𝑣𝑣�) exp �−𝜎𝜎(𝑣𝑣�)� 𝜌𝜌𝜌𝜌𝜌𝜌
𝐿𝐿

0
� = 𝐼𝐼0(𝑣𝑣�) e−𝜎𝜎(𝑣𝑣�)𝑢𝑢  . (2.19) 

The transmissivity at a given wavenumber (𝑇𝑇(𝑣𝑣�)) is then the ratio of the transmitted to the incident 

intensity: 

𝑇𝑇(𝑣𝑣�) =
𝐼𝐼(𝑣𝑣�)
𝐼𝐼0(𝑣𝑣�)

= exp−𝜎𝜎(𝑣𝑣�)𝑢𝑢 . (2.20) 

The absorptivity is the fraction of incident radiation that has been absorbed, and is therefore the 

outstanding fraction removed from the incident intensity: 

𝐴𝐴(𝑣𝑣�) =  1 − 𝑇𝑇(𝑣𝑣�) = 1 − exp−𝜎𝜎(𝑣𝑣�)𝑢𝑢. (2.21) 

The principles and formulations outlined in this section serve as the foundation for the line-by-line 

radiative transfer model employed in the SFIT4 program to derive trace gas columns and profiles 

(Notholt et al., 2006). The algorithm divides a simulated atmosphere into several layers (48 for 

TAO); using a Voigt line shape the individual absorption contributions in each layer along the path 

are summed. Through multiple iterations the modelled spectrum is adjusted to fit the observed 

spectrum by adjusting the vertical profile of the trace gas of interest; further details on SFIT4 are 

provided in Section 2.3.   
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2.2 Fourier Transform Spectroscopy 
Fourier transform spectroscopy uses a Fourier transform to create a spectrum from an 

interferogram. The FTIRs used in this work operate based on the principles of the Michelson 

interferometer (Michelson, 1881); a schematic of the basic Michelson interferometer is shown in 

Figure 2.2. The key mechanism of the device, and the subsequent mathematical procedures, relies 

on splitting a beam of radiation into two using a 50:50 beamsplitter, which creates a variation of 

optical path for each beam that results in an interference pattern upon recombination. Within the 

two paths travelled, the beam is reflected by either a stationary mirror or a movable (scan) mirror. 

The varying beam intensity that is recorded by the detector is a function of the optical path 

difference (OPD) (Griffiths and De Haseth, 2007).   

 
Figure 2.2: Schematic of the Michelson interferometer: the median ray is shown by the solid 

lines and the extremes of the collimated beam are shown by the dashed lines (Griffiths and De 
Haseth, 2007). 

For a monochromatic beam, where 𝑣𝑣�0 = 1/λ0, with an ideal beamsplitter and constantly moving 

scan mirror, the detector measures an intensity that is in and out of phase with the stationary 

mirror’s beam, with maxima at integers of the incoming light’s wavelength (λ0) in the form of a 

sine wave (Griffiths and De Haseth, 2007). At zero path difference, when the two mirrors are 

positioned at equal distances from the beamsplitter, the beams recombine in-phase with each other, 

interfering constructively, such that the intensity of the beam on the detector is the sum of both 

beams. The same constructive interference occurs when the moveable mirror is at  1
2
λ0, creating 

an OPD of λ0. Conversely, when the scan mirror is at a distance of  1
4
λ0, the beams recombine with 
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a phase shift of 1
2
λ0, resulting in destructive interference. Equation 2.22 is used to calculate the 

intensity of the interference record as a function of the OPD (𝐼𝐼′(𝛿𝛿)), where 𝐼𝐼(𝑣𝑣�0) is the intensity 

of the source, and 𝛿𝛿=nλ, and n is an integer: 

𝐼𝐼′(𝛿𝛿) =
1
2

 𝐼𝐼(𝑣𝑣�0)[1 + cos(2𝜋𝜋𝑣𝑣�0𝛿𝛿)]. (2.22) 

In practice, the constant terms are dropped and the interferogram corresponds to the varying 

component (the cosine term). The equation of the interferogram for a monochromatic source can 

then be written as Equation 2.23. B corresponds to the wavenumber-dependent spectral intensity, 

based on instrument characteristics it accounts for beamsplitter efficiency, detector response and 

amplifier characteristic (Griffiths and De Haseth, 2007):  

𝐼𝐼(𝛿𝛿) =
1
2

 𝐵𝐵(𝑣𝑣�0) cos(2𝜋𝜋𝑣𝑣�0𝛿𝛿) . (2.23) 

To account for a continuum source, such as the sun, Equation 2.23 is integrated across all 

wavenumbers:  

𝐼𝐼(𝛿𝛿) =
1
2

 � 𝐵𝐵(𝑣𝑣�
∞

0

) cos(2𝜋𝜋𝑣𝑣�𝑥𝑥)𝑑𝑑𝑣𝑣� . (2.24) 

A spectrum is obtained by applying a Fourier transform to the interferogram (Equation 2.24), 

which can then be used to derive concentrations of trace gases, as described in Section 2.3: 

𝐵𝐵(𝑣𝑣�) = 2� 𝐼𝐼(𝑥𝑥
∞

0

) cos(2𝜋𝜋𝑣𝑣�𝑥𝑥)𝑑𝑑𝑑𝑑 . (2.25) 

The integral in the Fourier transform ranges from x=0 to infinity, while in reality this is limited by 

the maximum optical path difference (xmax), which can be represented by a boxcar apodization 

function that is 1 for x < xmax, and 0 for x ≥ xmax,  The convolution of the interferogram and boxcar 

function after the Fourier transform results in a sinc function, dependent on xmax. The FWHM of 

the sinc function can be used to define the spectral resolution, such that the resolution is 0.605/xmax 

(Griffiths and De Haseth, 2007). However, other apodization functions can be applied to reduce 

the side lobes of the sinc function, with different functions offering trade-offs with the spectral 
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resolution. The nominal resolution is defined as 1/xmax, so the 250 cm maximum OPD at TAO 

results in a maximum spectral resolution of 0.004 cm-1, although some manufacturers may define 

their resolution differently (e.g., Bruker uses 0.9/xmax). 

FTIR spectroscopy offers several advantages over dispersive grating spectrometers, making it 

well-suited for atmospheric trace gas measurements; these are summarized as follows (Griffiths 

and De Haseth, 2007): 

1. The Fellgett or multiplex advantage – the capability of measuring all wavelengths 
simultaneously using an interferometer (Fellgett, 1951). This allows quicker measurements 
as the entire range of interest can be measured in a single scan, and multiple scans can be 
combined to reduce random noise.  

2. The Jacquinot or throughput advantage – high optical throughput of the circular aperture 
of the spectrometer ensures more light reaches the detector, improving the signal-to-noise 
ratio (Jacquinot and Dufour, 1948).  

3. The Connes or wavenumber precision advantage – wavenumber calibration is determined 
precisely with an internal laser, of known wavelength and zero path difference as reference 
(Connes and Connes, 1966).   

2.3 Trace Gas Retrievals  
The TAO and CARE FTIR solar absorption infrared spectra used in this work are converted into 

trace gas profiles and columns using the SFIT4 algorithm (accessible at: 

https://wiki.ucar.edu/display/sfit4/), through a process called a retrieval. The program was released 

in 2014, building upon the SFIT2 program used by the NDACC IRWG, and continues to be 

updated to work towards improving retrievals and harmonizing them across the network 

(Pougatchev et al., 1995; IRWG, 2020). An estimate of the true state of the atmosphere, based on 

the measurements, is used to create a volume mixing ratio (VMR) profile of the gas of interest 

(note: this is the “NDACC convention” of VMR, technically it is the mole fraction, which is the 

moles of the gas of interest/all gases, while VMR is the volume of the gas of interest/sum of other 

gases, however, for small quantities these can be considered equivalent). The retrieval technique 

for most gases is based on optimal estimation, an inverse method whereby the model iteratively 

estimates the true state, explained further in the following section. Some of gases are retrieved 

using a Tikhonov regularization, which is outlined in Section 2.3.2. 

https://wiki.ucar.edu/display/sfit4/
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2.3.1 Optimal Estimation 

The optimal estimation method (OEM) is used to relate the absorption spectra measurements made 

by the FTIR to the most probable state of the atmosphere, and in turn derive vertical profile 

information of trace gases. Because the retrieval is an ill-posed problem, the model requires a priori 

information to solve the inverse problem. The concept of optimal estimation as it relates to solving 

an inverse atmospheric sounding problem is outlined in this current section; further details can be 

found in Rodgers (2000), and the theses of Wiacek (2006) and Taylor (2008).  

The measurement vector, y (observed spectrum), is related to the state of the atmosphere through 

a forward model (F), encompassing the state vector, x (vertical profile of the gas of interest), 

additional model variables that the measurement is dependent on, b (i.e., profiles of temperature 

and pressure) and measurement errors (𝛆𝛆) (Equation 2.26):  

𝐲𝐲 = 𝐅𝐅(𝐱𝐱,𝐛𝐛) + 𝛆𝛆 . (2.26)

The forward model simulates a spectrum using information about the physics of the measurement 

and the state of the atmosphere. To obtain an estimate of the atmospheric state (𝐱𝐱�), the forward 

model is inverted (𝐑𝐑) to map the measurement state space into the atmospheric state space, where 

c is used to account for all retrieval method parameters that do not appear in the forward model 

that are needed for the inverse calculation (for example convergence criterion): 

𝐱𝐱� = 𝐑𝐑(𝐲𝐲,𝐛𝐛,𝐱𝐱, 𝐜𝐜) = 𝐑𝐑(𝐅𝐅(𝐱𝐱,𝐛𝐛) + ε,𝐛𝐛, 𝐱𝐱, 𝐜𝐜) . (2.27) 

The vector xa represents the a priori estimate of x, and 𝐛̂𝐛 is the best estimate of the forward model 

parameters. Here, the a priori is a profile of the initial estimate of the true state. Equation 2.27 is 

expanded about xa, under the assumption that F and R are linear in the range of the a priori and 

true state space:  

𝐱𝐱� = 𝐑𝐑�𝐅𝐅�𝐱𝐱𝐚𝐚, 𝐛̂𝐛� + 𝐊𝐊(𝐱𝐱 − 𝐱𝐱𝐚𝐚) + 𝐊𝐊b�𝐛𝐛 −  𝐛̂𝐛� + ε, 𝐛̂𝐛, 𝐱𝐱�, 𝐜𝐜� . (2.28) 

K is the weighting function matrix, which corresponds to the sensitivity of the forward model with 

respect to the atmospheric state (Equation 2.29), and 𝐊𝐊b is the parameter space weighting function, 

matrix which corresponds to the sensitivity of the forward model to ancillary model parameters 

(Equation 2.30): 
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𝐊𝐊 =
∂𝐅𝐅
∂𝐱𝐱

  (2.29) 

𝐊𝐊b =
∂𝐅𝐅
∂𝐛𝐛

  . (2.30) 

An additional Taylor expansion is applied to Equation 2.28 around xa to give Equation 2.31, where 

𝛆𝛆𝐱𝐱 is the combined error term from the model parameter error, forward model error, and retrieval 

noise: 

𝐱𝐱� = 𝐱𝐱𝐚𝐚 + 𝐆𝐆𝐆𝐆(𝐱𝐱 − 𝐱𝐱𝐚𝐚) + 𝐆𝐆𝐆𝐆b�𝐛𝐛 −  𝐛̂𝐛� + 𝐆𝐆𝛆𝛆 =  𝐱𝐱𝐚𝐚 + 𝐀𝐀(𝐱𝐱 − 𝐱𝐱𝐚𝐚) + 𝛆𝛆x . (2.31) 

A gain matrix, G, is defined as the partial derivative of the inverse function with respect to the 

measurement, indicating the sensitivity of the retrieved state to the measurements: 

𝐆𝐆 =
∂𝐑𝐑
∂𝐲𝐲

 . (2.32) 

The averaging kernel (AVK), A, is the product of the weighting function and gain matrix, which 

results in a partial derivative corresponding to the relationship between the retrieved state and the 

true atmospheric state:   

𝐀𝐀 = 𝐆𝐆𝐆𝐆 =
∂𝐑𝐑
∂𝐲𝐲

 ∙
∂𝐅𝐅
∂𝐱𝐱

=  
∂𝐱𝐱�
∂𝐱𝐱

 . (2.33) 

The AVK is a square matrix, with dimensions equal to those of the state vector, here corresponding 

to the number of atmospheric layers defined at each site. The diagonal elements of A indicate the 

retrieval sensitivity at the respective atmospheric layer versus the a priori profile. The off-diagonal 

elements correspond to the correlation between layers, because the model is unable to resolve the 

true state at all layers independently. In an ideal case, the A matrix would be an identity matrix, 

where each layer is only sensitive to the atmosphere at that particular layer and is not influenced 

by adjacent layers or dependent on the a priori. The rows are smoothing functions, which when 

summed, indicate the fraction of information that is coming from the measurement itself and 

represents the sensitivity of the retrieval for each level (Vigouroux et al., 2009). The trace of the 

AVK matrix is termed the degrees of freedom for signal (DOFS) and denotes the number of 

independent pieces of information coming from the retrieval. 



28 

 

Equation 2.31 shows that the best estimate of the atmospheric state will represent a combination 

of information from the a priori profile and the measurement. To get to this solution, there must 

be an assessment of the error term 𝛆𝛆𝐱𝐱, which is not directly observable, but can be estimated 

statistically. Here, a Bayesian approach using a probability density function (PDF) for 𝛆𝛆𝐱𝐱 is 

applied. Following Bayes’ Theorem, the probability of some event x, given the condition of y, is 

equal to the probability of y given x, multiplied by the ratio of the probability of x and the 

probability of y:  

P(𝐱𝐱|𝐲𝐲) = P(𝐲𝐲|𝐱𝐱)
P(𝐱𝐱)
P(𝐲𝐲) . (2.34) 

Here, P(𝐲𝐲|𝐱𝐱) is dependent on the forward model and measurement errors, P(𝐱𝐱) is the probability 

of x based on prior knowledge, and P(𝐲𝐲) is the probability of obtaining y. The theory aims to 

maximize the posterior probability (P(𝐱𝐱|𝐲𝐲)) with a solution for 𝐱𝐱 that is weighted by both the 

a priori profile and measurement. Using this, the assumption that the relationship between 𝐱𝐱 and y 

is linear and the error probabilities are normally distributed (Gaussian), P(x), P(y), and P(y|x) can 

then be written as Equation 2.35 to 2.37, respectively:  

−2ln [P(𝐱𝐱)] = (𝐱𝐱 − 𝐱𝐱𝐚𝐚)T𝐒𝐒a−1(𝐱𝐱 − 𝐱𝐱𝐚𝐚) + Cx (2.35) 

−2ln [P(𝐲𝐲)] = (𝐲𝐲 − 𝐲𝐲)T𝐒𝐒y−1(𝐲𝐲 − 𝐲𝐲) + Cy (2.36) 

−2 ln[P(𝐲𝐲|𝐱𝐱)] = [𝐲𝐲 − 𝐅𝐅(𝐱𝐱,𝐛𝐛)]T𝐒𝐒ε−1[𝐲𝐲 − 𝐅𝐅(𝐱𝐱,𝐛𝐛)] + Cyx , (2.37) 

where 𝐲𝐲 is the observation mean and 𝐒𝐒𝐲𝐲 is the measurement error covariance matrix (in practice 

P(y) is omitted as it is deemed a normalizing factor), and the C terms represent a simplified 

constant term (Rodgers, 2000). Now these equations can be input into the Bayes’ Equation (2.34) 

to create a cost function (𝐉𝐉(𝐱𝐱)cost) which considers the deviations between the measurements (y) 

and forward model predictions, weighted with the uncertainties in the observations (𝐒𝐒𝛆𝛆) and the 

deviations between the true state 𝐱𝐱 and a priori 𝐱𝐱𝐚𝐚, weighted by the uncertainty in the a priori 

estimate (𝐒𝐒𝐚𝐚): 

𝐉𝐉(𝐱𝐱)cost = [𝐲𝐲 − 𝐅𝐅(𝐱𝐱,𝐛𝐛)]T𝐒𝐒ε−1[𝐲𝐲 − 𝐅𝐅(𝐱𝐱,𝐛𝐛)] + (𝐱𝐱 − 𝐱𝐱𝐚𝐚)T𝐒𝐒a−1(𝐱𝐱 − 𝐱𝐱𝐚𝐚) . (2.38) 
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𝑺𝑺𝛆𝛆 is the error covariance matrix, which comes from the observation error, and  𝑺𝑺a is the a priori 

covariance matrix, representing the error associated with the a priori, and should capture the natural 

variability of the species. To maximize the posterior probability, the cost function should be at a 

minimum (∇x𝐉𝐉(x) = 0), which is done iteratively using the Gauss-Newton method: 

𝐱𝐱𝐢𝐢+𝟏𝟏 = 𝐱𝐱𝐢𝐢 − [∇x∇x𝐉𝐉(𝐱𝐱𝑖𝑖)]−1∇x𝑖𝑖𝐉𝐉(𝐱𝐱𝑖𝑖) . (2.39) 

In the form of Equation 2.31, the optimal solution will appear as: 

𝐱𝐱�𝐢𝐢+𝟏𝟏 = 𝐱𝐱𝐚𝐚 + (𝐒𝐒a−1 + 𝐊𝐊i
T𝐒𝐒ε−1𝐊𝐊i)−1𝐊𝐊i

T𝐒𝐒ε−1[( 𝐲𝐲 − 𝐲𝐲𝐢𝐢) − 𝐊𝐊i(𝐱𝐱𝐚𝐚 − 𝐱𝐱�𝐢𝐢)] , (2.40) 

where 𝐊𝐊i=∇x𝐅𝐅(𝐱𝐱i), 𝐲𝐲i = 𝐅𝐅(𝐱𝐱i) from the previous iteration’s estimate. In the SFIT4 program, the 

initial guess at i=0 will represent the a priori 𝐱𝐱𝐚𝐚, and the iterations aim to reach a criterion set in 

the sfit.ctl files as either as “rt.convergence” (usually 0.1) achieved when the chi-squared (χ2) is 

less than the predefined value, or as “rt.tolerence” (typically 0.2) which is reached when the 

iterative change in the spectrum is smaller than the product of the SNR and the tolerance value. If 

the criterion is not met within 17 iterations, the program terminates that retrieval and moves to the 

next measurement. Further details of the program are provided in Section 2.4. 

2.3.2 Tikhonov Regularization  

An alternative method to OEM for solving the inverse problem is Tikhonov regularization, that is 

particularly useful in cases where the a priori profile of the species is not well known (Tikhonov, 

1963; Sussmann et al., 2011). This approach minimizes the difference between the measurement 

y and the forward model F of the true state x (y=F(x)=Kx). To estimate the true state, the distance 

is minimized between F(x) and y (Euclidean norm), with the addition of a regularization term (Γ), 

written as: 

||𝐅𝐅𝐅𝐅 − 𝐲𝐲||2 + ||𝚪𝚪𝚪𝚪||2 . (2.41) 

The best estimate of the atmosphere using this method is represented as: 

𝐱𝐱� = (𝐊𝐊T𝐊𝐊 + 𝚪𝚪T𝚪𝚪)−𝟏𝟏𝚪𝚪T𝐲𝐲 . (2.42)

The regularization matrix reduces oscillating profiles by giving preference to a particular solution, 
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based on a DOFS scaling factor α, and a discrete first derivative operator (𝐋𝐋1) which constrains 

the retrievals to a constant profile for the difference (x–xa): 

𝚪𝚪 = α𝐋𝐋1T𝐋𝐋1 . (2.43)

The choice of the regularization parameter (α or sometimes λ) is a fine balance between spectral 

noise and information content. If the value is too high, the retrieval will have low DOFS and be 

constrained to the a priori, while if the value is too low, the retrieval will have higher DOFS but 

be under-constrained and fit the noise. The regularization matrix can be equated to the inverse 

model (with n layers) as R = ∈ 𝓡𝓡𝒏𝒏𝒏𝒏𝒏𝒏 , allowing for an equivalent expression to Equation 2.40 for 

Tikhonov regularization to be written as (Sussman et al., 2011): 

𝐱𝐱�𝐢𝐢+𝟏𝟏 = 𝐱𝐱𝐢𝐢 + (𝐊𝐊i
T𝐒𝐒ε−1𝐊𝐊i+𝚪𝚪)−1𝐊𝐊i

T𝐒𝐒ε−1[( 𝐲𝐲 − 𝐲𝐲𝐢𝐢) − 𝚪𝚪(𝐱𝐱𝐢𝐢 − 𝐱𝐱𝐚𝐚)] . (2.44) 

2.4 NDACC – IRWG 
NDACC is composed of more than 80 stations across the globe, 25 of which have a mid-infrared 

FTIR instrument (see Figure 2.3). NDACC aims to provide a long-term database of high-quality 

atmospheric composition measurements to assess the links between climate, air quality, and 

composition, and as a resource for other atmospheric investigations such as satellite validation and 

model development (De Mazière et al., 2018). There are both instrument working groups and 

theory and analysis working groups to oversee instrument and algorithm quality and promote the 

use of the data. The TAO and PEARL FTIR instruments are members of the IRWG and follow 

specific guidelines as such. The CARE FTIR instrument is not (yet) a member but is set up 

similarly to TAO and therefore follows the same procedures. 

 
Figure 2.3: Map of NDACC-IRWG FTIR stations from Hannigan et al. (2022). 
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The instruments record high-resolution solar absorption spectra under day-light clear-sky 

conditions. These FTIR spectrometers use a series of optical filters mounted in a filter wheel to 

limit the spectral range of sunlight which enters the instrument; this helps reduce photon shot noise 

from fluctuations in the number of detected photons (Bell, 1972). The IRWG has standard filters 

that each instrument iteratively rotates through during the day; these are listed for TAO (and 

CARE) and PEARL in Table 2.1. 

 

Table 2.1: NDACC IRWG filter numbers and spectral ranges for TAO/CARE and PEARL. 
NDACC Filter Number 

Approximate Range [cm-1] 
TAO / CARE PEARL 

1 4000 - 4300 3950 - 4300 
2 2900 - 3500 2700 - 3600 
3 2400 - 3100 2400 - 3100 
4 2000 - 2700 1900 - 2700 
5 1500 - 2200 1800 - 2200 
6 750 - 1300 650 - 1400 
7 - 600 - 1050 

2.4.1 SFIT4 

As part of the SFIT4 program set-up, several inputs are needed to run the forward model used in 

the retrieval process. In SFIT4 v0.9.4.4, a priori profiles are calculated based on the 1980-2020 

mean profile from the Whole Atmosphere Community Climate Model (WACCM) v4 (Marsh et 

al., 2013), and temperature and pressure profiles are from the U.S. National Centers for 

Environmental Prediction (NCEP) (Kalnay et al., 1996). The retrieval of each gas uses small 

portions of the spectrum called microwindows that contain spectral lines of interest, as well as 

lines of interfering species that must be considered. The spectroscopic absorption parameters used 

are from HIT08 (Rothman et al., 2009). A transition to SFIT4 version 1.0+ is underway; WACCM 

has been updated to include years from 1980-2040 (v6), and line lists are being upgraded with 

HIT16 (Rothman et al., 2013), HIT20 (Gordon et al., 2022), and ATM2020 (Toon, 2022), 

depending on the species. Specialized working groups are testing the best combination of the line 

lists for optimized harmonization across the network, and the update for the ozone retrieval is 

outlined in Section 3.3. 

The SFIT4 program creates a model atmosphere using the forward model for the defined 

microwindows with the input of the a priori profile, meteorological information, and spectroscopic 

line parameters. SFIT4 uses a Voigt line shape and assumes each atmospheric layer is homogenous 
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and in a state of local thermodynamic equilibrium. The VMR profile of the target gas is adjusted 

iteratively to reduce the difference between the observed and calculated spectrum. When the value 

between iterations meets the convergence criterion, the retrieval is complete; if this is not achieved 

within 17 iterations, the retrieval has not reached convergence and is incomplete. The measurement 

error covariance matrix (𝐒𝐒𝛆𝛆) is derived from the SNR of the spectrum as: 

𝐒𝐒𝛆𝛆 =
𝐈𝐈

SNR2  . (2.45) 

The a priori covariance matrix, 𝐒𝐒a, is input in the user files for each species, and can be used as a 

tuning parameter to reduce oscillations in the retrieved profiles. It should represent the variability 

of the species, and is usually a diagonal matrix: 

𝐒𝐒𝐚𝐚 = 𝐈𝐈σ2 , (2.46) 

where σ is the expected deviation from the a priori profile, as a percentage. This is often the 

standard deviation of the mean WACCM profiles. In the Tikhonov approach, the 𝐒𝐒𝐚𝐚 matrix is 

replaced by the L1 regularization matrix. An inter-layer correlation (ILC) may be set to reduce 

oscillations in retrieved profiles by defining a length at which adjacent layers are correlated. This 

defines the corresponding off-diagonal elements of the 𝐒𝐒𝐚𝐚 matrix, where W is the correlation width 

and 𝑧𝑧𝑖𝑖 is the altitude: 

𝐒𝐒𝐚𝐚,𝐢𝐢𝐢𝐢 = 𝐒𝐒𝐚𝐚,𝐢𝐢𝐢𝐢𝑒𝑒
−

|𝑧𝑧𝑖𝑖−𝑧𝑧𝑗𝑗|
𝑊𝑊  . (2.47) 

The 𝐒𝐒𝐚𝐚 and ILC for all of the TAO species are listed in Table 3.1 in Chapter 3. 

Once trace gas profiles and columns are calculated, essential considerations for the data utilization 

and publication process are quality control and uncertainty analysis. Quality control involves 

manually identifying and removing measurements that, despite completing the retrieval process, 

exhibit poor statistical reliability. Uncertainty values, on the other hand, provide a means to weigh 

confidence in the results, enabling a quantitative evaluation of their accuracy and reliability. These 

steps ensure that the final dataset uploaded to the NDACC DHF is a high-quality, transparent 

product, providing confidence in its use for scientific research and atmospheric monitoring.  
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The following paragraph will briefly detail the SFIT4 uncertainty variables; refer to Wiacek (2006) 

for a comprehensive overview of the retrieval error analysis for the TAO FTIR spectrometer. 

SFIT4 performs error analysis calculations based on the methodology of Rodgers (2000), and is 

partitioned into two categories, systematic (Ssys) and random (Sran). The systematic uncertainty 

includes errors from spectral line parameters (intensity, broadening), Sline, and temperature, 

Stemp_sys. The random uncertainty includes errors from the measurement, Smeas, solar zenith angle 

(SZA), SSZA, interference, Sintspect, retrieval parameters (wavelength shift, instrument line shape, 

background slope, phase error), Sretparam, and temperature, Stemp_rand. Temperature errors are 

derived from comparisons of radiosonde data from the Buffalo Niagara International Airport 

(42.56°N, 78.44°W, 215 masl), approximately 145 km away (closest available), and the Toronto 

NCEP daily temperature profiles for 2010. Up to 30 km Stemp_sys is the average difference and 

Stemp_rand is the standard deviation, and above that, the mean value of Stemp_sys is used, and the mean 

NCEP error is used for Stemp_rand. If available, Sline are taken from the HITRAN database, and if 

not, they are set at 20%. For TAO, the average change in SZA over a 10-minute scan period is 

taken as 0.43° and used for SSZA . The total error is obtained by taking the square root of the sum 

of squares of the terms outline above, written as “Ssys” and “Sran” in Equation 2.47; the time-series 

average, Stotal, for each TAO species is shown in Table 3.2 in Chapter 3:  

𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = �𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠2 + 𝑆𝑆𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟2  . (2.47) 

In SFIT4 v.0.9.4.4, each species has an RMS/DOFS ratio, which filters out measurements with 

high root-mean-square (RMS) fitting residual, usually meaning a poor fit likely with low SNR, 

and/or lower than normal DOFS, indicating poor data quality. In the updated SFIT v1.0+, there is 

a setting to input a range of acceptable RMS and DOFS, which acts to replace the RMS/DOFS 

filter. Further outliers that make it through the filtering are assessed based on their individual 

spectral fits.  

2.4.2 TAO 

The FTIR spectrometer at the University of Toronto Atmospheric Observatory in downtown 

Toronto (43.66°N, 79.4°W, 174 masl) has been operating since 2002, and is one of the early urban 

sites in the NDACC IRWG. The instrument is located on the 16th floor of the Burton Tower in the 

McLennan Physical Laboratories Building (left panel of Figure 2.4), where the sun is directed with 
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an altitude-azimuth sun-tracker on the roof (middle panel of Figure 2.4.), and through a series of 

mirrors reaches the instrument (right panel of Figure 2.4). For a comprehensive description of the 

TAO installation, calibration, and initial development, refer to Wiacek (2006), and subsequent 

TAO overviews can be found in Taylor (2008), Whaley (2014), and Yamanouchi (2021). The data 

are submitted to both the NDACC DHF and the CAMS RD system. The standard IRWG gases 

that are archived on the NDACC DHF are C2H6, CH4, CO, HCl, HCN, HF, HNO3, N2O, and O3, 

along with research products C2H2, CH3OH, CHF2Cl, HCOOH, H2CO, NH3, and OCS. Chapter 3 

provides further details of the TAO retrievals, including plots of the a priori profiles, AVKS, mean 

retrieved profiles, and column time series. 

 
Figure 2.4: Images of the TAO set-up. Left: Burton Tower of the McLennan Physical 

Laboratories Building where TAO is located, Middle: Roof of the Burton Tower, with the sun-
tracker cover open and the fixed heliostat mirror visible. Right: Inside the TAO laboratory where 

the solar beam is coming through the roof entry and being directed into the DA8. 

The instrument is an ABB Bomem DA8 spectrometer, which uses a dynamic alignment on the 

moving mirror, and is the last of its type in NDACC. A schematic of the instrument is depicted in 

Figure 2.5. The solar beam that is directed from outside into the lab is passes through one of the 

six filters in the filter wheel (ranges listed in Table 2.1) and passes through an external aperture 

(“Emission Port / Iris” in Figure 2.5). The light is directed by a folding mirror (first mirror after 

input) through a potassium bromide (KBr) beamsplitter, which allows for a range of approximately 

650 to 6600 cm-1 to be observed. The partitioned beam then travels either to the fixed mirror or 

the scan mirror with a maximum OPD of 250 cm, which, as discussed in Section 2.2, gives a 
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spectral resolution of 0.004 cm-1. The DA8 scan mirror moves at 1.0 cm/s and completes four 

scans per measurement, lasting approximately 15 minutes total. There are two detectors that cover 

the spectral range of the six filters; the Indium Antimonide (InSb) detector covers approximately 

1500-5000 cm-1 and the Mercury Cadmium Telluride (MCT or HgCdTe) detector covers 700-4500 

cm-1.  

 
Figure 2.5: Schematic of TAO DA8 FTIR spectrometer from Wiacek (2006). 

Operations are semi-automated: they require personnel to start up and shut down each day, but run 

continuously between with an automated sun-tracker in a housing that closes upon the detection 

of precipitation. The sun-tracker and housing were manufactured by AIM Controls Inc., California, 

USA, with tracking provided by two stepper motors on elevation and azimuth axes.  The system 

originally used four photo-diodes for active tracking; this was upgraded to a camera and solar-

disk-fitting system in September 2014 similar to that described by Franklin (2015), which provides 

a pointing accuracy of around 30 arcseconds (Yamanouchi, 2021). Improvements to the 

measurement automation were made when the cover was wired to a relay board (March 2015) and 

Norhof LN2 autofill dewars were installed (June 2021); these changes allowed for remote 

operations and increased the number of measurement days per year (see Figure 2.6 for a bar chart 
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of the number of measurement days across the entire time series). Personnel are required on site 

to fill the liquid nitrogen dewars (approximately every two weeks), and on occasion for 

troubleshooting. 

Recent TAO maintenance adjustments that were implemented during the last four years include: 

● August 2021: KBr beamsplitter rotated in its housing to maximize signal. 
● November 2021: DA8 folding mirror adjusted to improve instrument line shape (ILS). 
● November 2022: Scan motor replaced due to DA8 alignment scan motor intermittent 

fault in March 2022. 
● September 2022: Z10 resistor on MCT preamplifier gain circuitry adjusted from 

10 kOhm to 30 kOhm to increase gain. 
● September 2022: TAO filter wheel replaced, as the old filter wheel started to rotate to the 

wrong filter. 
● November 2024: Folding mirror realigned using laser retroreflector to improve ILS.  

 
Figure 2.6: Measurement days for the TAO FTIR spectrometer by year from 2001-2024. 

The ILS is monitored to assess the alignment and performance of the FTIR. This is done at TAO 

using an external mid-infrared globar as a source to measure an HBr or N2O gas cell of a known 

quantity, analyzed with the LINEFIT v14.5 software package (Hase, 2012). This program retrieves 

a theoretical ILS, modulation efficiency, phase error, and HBr (or N2O) column concentration from 

the cell spectra. As described in Section 2.2, the TAO line shape is a sinc function; if the instrument 

is properly aligned, this will be symmetric. The modulation efficiency shows the signal intensity 

as a function of OPD and should ideally be close to 1 along the entire optical path; if it is varying 

substantially the instrument needs to be realigned. The phase error depicts the asymmetry of the 

line shape, and if it is not close to 0, the interferometer mirrors are not aligned. A LINEFIT analysis  
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output for December 18, 2024, is shown in Figure 2.5; the ILS is on the left, the modulation 

efficiency for several runs from 2019-2024 is in the top right, and the phase error for the same runs 

is on the bottom right. 

 
Figure 2.7: LINEFIT output for the TAO FTIR spectrometer. Left panel shows the ILS results 
from an HBr spectrum recorded on December 18, 2024. Right top panel shows the modulation 
efficiency and bottom right panel shows phase error, both as a function of OPD for runs with 

HBr cell #48 from 2019-2024. 

2.4.3 CARE 

The FTIR located at ECCC’s Centre for Atmospheric Research Experiments in Egbert (44.23°N, 

79.78°W, 251 masl) is an ABB Bomem DA8 similar to that at TAO, however it is an older model 

that uses the fixed mirror for dynamic alignment. The instrument has the same maximum OPD, 

spectral resolution, and filters as TAO. ECCC installed the instrument and began operations in 

1996, measuring intermittently until 2010.  After  a period of downtime, followed by upgrades 

(including a new Bruker sun-tracker and SIL cover) and maintenance by the Strong Group, 

particularly by Research Officer Orfeo Colebatch, routine operation began in April 2023. CARE 

is located in a rural area approximately 70 km north-west of TAO, and while it undergoes similar 

long-range transport to TAO, it has differing localized emissions (Whaley et al., 2013). Whaley et 

al. (2013) estimated that with an average wind speed above 3 km altitude of 12.6 m/s, an air parcel 

would travel between the two sites in under 2 hours, and as such they can be treated as 

complementary measurement sites. Similar to TAO, operations can be run remotely with 

occasional on-site visits. Figure 2.8 shows photographs from the CARE facility; the left panel 

shows the sun-tracker cover open on the roof of the building, the middle panel shows the lab with 
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the DA8 and LN2 dewars, and the right panel shows the inside of the DA8 with the panel off. The 

CARE FTIR has yet to be certified as an NDACC instrument, although its operation and retrievals 

are following standard NDACC-IRWG protocols, and the long-term plan is to pursue formal 

certification for membership. 

 
Figure 2.8: Images from the CARE facility. Left: Bruker sun-tracker and SIL housing open on 
the roof. Middle: FTIR laboratory with DA8 and Norhof LN2 dewar visible. Right: DA8 cover 

open to show the interferometer and source compartments. 

The timeline for major upgrades and maintenance of the CARE FTIR spectrometer includes: 

● July 2019: DA8 emission input optics aligned. 
● January 2019: Bruker A547N sun-tracker aligned and SIL sun-tracker cover installed. 
● January 2020: Norhof LN2 autofill dewars installed on the InSb and MCT detectors. 
● April 2023: Regular measurements began. 
● December 2023: Vacuum pump replaced with an Agilent IDP-15. 

The ILS is monitored with the same procedure as described for TAO, using LINEFIT on HBr cell 

measurements with an external mid-infrared globar. The output for an ILS measurement taken on 

August 18, 2023 is shown in the left panel of Figure 2.9,  the modulation efficiency for several 

runs from 2022-2023 is in the top right, and the corresponding phase errors are on the bottom right.  
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Figure 2.9: LINEFIT output for the CARE FTIR spectrometer. Left panel shows the ILS result 
from August 18, 2023. Right top panel shows the modulation efficiency and bottom right panel 

shows phase error, both as a function of OPD for runs with HBr cell #49  from 2022-2023. 

2.4.4 PEARL 

The FTIR at PEARL in Eureka, Nunavut (80.05° N, 86.42°W, 610 masl) is part of the Canadian 

Network for the Detection of Atmospheric Composition Change (CANDAC). The instrument is a 

Bruker IFS 125HR, which is operated at a maximum OPD of 257 cm and a spectral resolution of 

0.0035 cm-1 for NDACC mid-infrared measurements with a KBr beamsplitter (resolution defined 

by Bruker as 0.9/MOPD). By switching the KBr for a CaF2 beamsplitter and using an InGaAs 

detector, the FTIR operates as part of the Total Carbon Column Observing Network (TCCON), 

recording near-infrared (NIR) measurements. On-site personnel are needed to swap the 

beamsplitters to share measurement time between both spectral regions and to cool the detectors 

with liquid nitrogen. Measurements are made during the sunlit portion of the year, from late 

February to mid-October, and began in August 2006. Measurements have been sparse since the 

end of March 2020 due to the pandemic, when access to Eureka was limited for an extended period, 

as well as further complications with the condition of the road to the Ridge Lab and funding 

availability. When in regular operation, the data from the PEARL FTIR are submitted to NDACC 

DHF, CAMS RD, and TCCON. The ten standard IRWG gases archived are C2H6, CH4, ClONO2, 

CO, HCl, HCN, HF, HNO3, N2O, and O3, along with research products C2H2, C2H4, CH3OH, 

HCOOH, H2CO, NH3, NO2, OCS and PAN. For a description of the PEARL FTIR installation, 

calibration and initial development, refer to Batchelor et al. (2009) and Lindenmaier (2012), and 

for a detailed overview of the instrument and retrievals, refer to Wizenberg (2023).  
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Chapter 3  
 TAO Retrievals and Time Series  

This chapter presents the retrievals of trace gases from the TAO mid-infrared FTIR, located on the 

roof of the McLennan Physical Laboratories Building at the University of Toronto. There are 

currently 16 species uploaded annually to the NDACC DHF, and four that are uploaded monthly 

to the CAMS RD database. The newest species to be added are OCS and CHF2Cl (HCFC-22), 

with the TAO data included in Hannigan et al. (2022) and Zhou et al. (2024) respectively, while 

the O3 retrieval has been updated as described in Section 3.3. The other species archived to the 

NDACC DHF are C2H2, C2H6, CH3OH, CH4, CO, H2CO, HCl, HCN, HCOOH, HF, HNO3, N2O, 

and NH3. The CAMS RD gases are CH4, CO, H2CO and O3. As the most recently updated species, 

CHF2Cl, and O3 were retrieved using SFIT4 version 1.0.18, while all the other species were 

retrieved using version 0.9.4.4. 

3.1 Retrieval Parameters   
As discussed in Chapter 2, microwindows with atmospheric absorption lines are used to retrieve 

vertical profiles and columns of the trace gases. Table 3.1 lists the gas formula and name, the 

spectral microwindows which are used for the retrievals at TAO, the interfering species included 

in the retrieval, the Sa (value or range) used, and the interlayer correlation length. The species 

marked with an asterisk (*) are the standard NDACC-IRWG species (ClONO2 is also a standard 

species but is not an archived gas at TAO due to its small mid-latitude abundance). Of the standard 

gases, NDACC labels O3, HCl, HF and HNO3 as stratospheric gases, CH4, C2H6, CO, HCN, and 

N2O as tropospheric gases, and the remaining are considered research products (Yamanouchi et 

al., 2023). If a gas is retrieved with Tikhonov regularization, it is indicated in the Sa column, 

otherwise the standard OEM is used. 

 

Table 3.1: Gases retrieved from TAO FTIR spectra (NDACC standard species marked with ‘*’), 
fitted microwindows, interfering species, Sa range (or marked as Tikhonov regularization), and 

interlayer correlation length. 
Gas Microwindow(s) Interfering Species Sa 

(%) 
ILC 
(km) 

C2H2 

Acetylene 

1. 3250.40 – 3250.80 
2. 3268.25 – 3268.75 
3. 3304.70 – 3305.40 

H2O, HCN, H2
17O, 

H2
18O, HDO, O3 

21-131 4 
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C2H6 

Ethane* 

1. 2976.66 – 2976.95 
2. 2983.20 – 2983.55 
3. 2986.50 – 2986.95 

H2O, O3 30 4 

CH3OH 

Methanol 
1. 992.00 – 998.70 
2. 1029.00 1037.00 

CO2, H2O, O3, O3
667, 

O3
668, O3

676, O3
686 100 4 

CH4 

Methane* 

1. 2613.70 – 2615.40 
2. 2835.50 – 2835.80 
3. 2921.00 – 2921.60 

CO2, H2O, HDO, NO2 Tik. n/a 

CHF2Cl Chlorodifluoromethane 

or HCFC-22 
1. 828.75 – 829.40 
2. 1115.50 – 1116.10 CO2, H2O, O3 Tik. n/a 

CO 

Carbon Monoxide* 

1. 2057.70 – 2058.00 
2. 2069.56 – 2069.76 
3. 2157.50 – 2159.15 

CO2, H2O, N2O, O3, OCS 1-8 2 

H2CO 

Formaldehyde 

1. 2763.425 –  2763.60 
2. 2765.725 – 2765.975 
3. 2778.15 – 2779.10 
4. 2780.65 – 2782.00 

CH4, HDO, N2O, O3 Tik. n/a 

HCl 

Hydrochloric Acid* 

1. 2727.73 – 2727.83 
2. 2775.70 – 2775.80 
3. 2925.88 – 2926.00 

CH4, HDO, N2O, NO2, O3 10 none 

HCN 

Hydrogen Cyanide* 

1. 3268.05 – 3268.40 
2. 3287.10 – 3287.35 
3. 3299.30 – 3299.60 
4. 3331.40 – 3331.80 

C2H2, CO2, H2O, H2
17O, 

H2
18O, N2O 20 4 

HCOOH 

Formic Acid 
1. 1102.00 – 1109.00 
2. 1178.40 – 1178.80 

CCl2F2, CH4, CHF2Cl, 
H2O, HDO, N2O, NH3 

Tik. n/a 

HF 

Hydrogen Fluoride* 1. 4038.86 – 4039.05 H2O, CH4 50 none 

HNO3 

Nitric Acid* 1. 867.50 – 870.00 H2O, NH3, OCS 20 4 

N2O 

Nitrous Oxide* 

1. 2481.30 – 2482.60 
2. 2526.40 – 2528.20 
3. 2537.85 – 2538.80 
4. 2540.10 – 2540.70 

CH4,CO2, H2O, HDO, O3 1 4 

NH3 

Ammonia 
1. 930.32 – 931.32 
2. 966.97 – 967.675 

CO2
1, CO2

2, CO2
3, H2O, 

HNO3, O3 
50 4 

O3 

Ozone* 

Original v0.9.4.4: 
1. 782.56 – 782.86 
2. 788.85 – 789.37 
3. 993.30 – 993.80 
4. 1000.00 – 1004.50 

C2H4, CO2, H2O, O3
668, 

O3
686 8.3-10 2 

Updated v1.0+ : 
1. 991.25 – 993.80 
2. 1001.47 – 1003.04 
3. 1005.00 – 1006.90 
4. 1007.348 – 1009.00 

C2H4, CO2, O3
668, 

O3
686 Tik. n/a 

OCS 

Carbonyl Sulfide 

1. 2047.85 – 2048.24 
2. 2049.77 – 2050.18 
3. 2051.18 – 2051.46 
4. 2054.33 – 2054.67 

CO, H2O, H2
18O, O3 7-53 4 
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Table 3.2 shows the mean DOFS and percent uncertainty from the entire 2002-2024 time series 

for the total columns and tropospheric (0-12 km) and stratospheric (12-50 km) partial columns, in 

addition to the ranges for which the mean sensitivity is greater than 0.5. The tropospheric height 

is taken from the average reported for TAO in Hannigan et al. (2022), derived from NCEP 

temperature profiles. The random and systematic FTIR partial column uncertainties are calculated 

using the error covariance matrices, following the method outlined in Vigouroux et al. (2009). The 

square root of the associated error is taken, and this is scaled to a percent uncertainty using the 

corresponding column. The mean systematic and random percent errors are calculated using all 

the measurements for each year, then the mean of these annual average systematic and random 

percent errors is taken, and those two values are added in quadrature to get the overall mean percent 

uncertainty for the species. The sensitivity corresponds to the sum of the AVKS rows at each 

altitude; when this is greater than 0.5 this means more than half of the retrieved profile information 

comes from the measurement (Vigouroux et al., 2009). Together the metrics in Table 3.2 highlight 

the differences between different vertical regions of the retrieval in terms of the information 

content, uncertainties, and sensitivity to the atmosphere.  

Figure 3.1 shows the mean AVK profile for each species, partitioned into the tropospheric partial 

column (0-12 km, green dot-dash line), the stratospheric partial column (12-50 km, light blue 

dashed line), and the total column (blue dotted line), with a grey line marking an AVK of 1. An 

ideal AVK would be 1 for the total column, which would represent a total column retrieval which 

is sensitive to the true state of the atmosphere at all levels and the 0-12 km and 12-50 km AVKS 

would only peak within those bounds, meaning the retrievals of those partial columns would only 

include information from the respective altitude.  
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Table 3.2: The mean total column (TC) and 0-12 km and 12-50 km partial column DOFS (±1σ), 
percent uncertainty, and altitude range with sensitivity >0.5, for the entire TAO FTIR time series 

(2002-2024). 

Gas 
DOFS Total Uncertainty (%) Sensitivity  >0.5 

(km) TC 0-12 km 12-50 km TC 0-12 km 12-50 km 

C2H2 1.45±0.26 1.39±0.24 0.05±0.02 29.51 28.56 15.70 0.36-16.54 

C2H6 1.87±0.29 1.59±0.22 0.29±0.07 4.86 4.85 12.68 0.36-15.40 

CH3OH 1.53±0.16 1.48±0.14 0.04±0.01 15.68 15.74 43.49 0.75-15.40 

CH4 2.11±0.21 1.12±0.11 0.97±0.11 4.40 4.16 8.06 0.36-37.56 

CHF2Cl 1.02±0.3 0.74±0.02 0.27±0.02 13.60 13.96 13.09 0.36-22.77 

CO 2.19±0.24 1.84±0.14 0.31±0.11 2.96 3.14 6.91 0.36-37.56 

H2CO 1.23±0.15 1.03±0.07 0.14±0.08 15.83 15.92 30.71 0.36-28.40 

HCl 1.79±0.31 0.001±0.002 1.79±0.21 2.63 0.16 2.80 14.30-40.17 

HCN 2.09±0.39 0.97±0.16 1.11±0.23 6.45 7.44 7.20 2.17-29.92 

HCOOH 1.06±0.04 0.96±0.02 0.09±0.02 13.48 12.96 14.83 0.36-18.92 

HF 1.87±0.29 0.02±0.01 1.86±0.28 3.06 3.10 3.16 18.92-40.17 

HNO3 1.36±0.26 0.23±0.14 1.08±0.21 3.64 6.14 4.16 1.66-28.40 

N2O 2.88±0.24 1.79±0.13 1.10±0.13 3.94 3.88 7.13 0.36-26.94 

NH3 1.12±0.10 1.09±0.10 0.0005±0.0005 17.07 17.09 2.36 0.36-21.45 

O3 (v1.0+) 3.67±0.21 1.00±0.12 2.65±0.12 3.94 6.07 4.15 3.93-46.68 

OCS 2.60±0.44 1.06±0.19 1.55±0.24 2.63 2.51 5.33 0.75-33.30 
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Figure 3.1: Mean AVK for 0-12 km partial column (green dot-dash line), 12-50 km partial 
column (light blue dashed line) and total column (blue dotted line) for all the NDACC archived 

TAO FTIR species (2002-2024). The vertical grey line marks the AVK of 1. 

Figure 3.2 shows the 2002-2024 mean VMR profiles (green), where the shaded areas represent 

±1σ of the mean, and the a priori VMR profile (blue). Figure 3.3 shows the same plot, zoomed 

into the 0-12 partial column.  

Figure 3.2: Mean VMR profile (green) and a priori (blue) in ppm, for all the NDACC archived 
TAO species (2002-2024). The green shaded area corresponds to ±1σ of the mean. 
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Figure 3.3: Same as Fig 3.2, zoomed into the 0-12 km region. 

3.2 2002-2024 TAO Time Series  
Figures 3.4 to 3.19 show the total column time series for each of the NDACC archived species. 

The upper panel in each figure shows the total column by date from 2002-2024, with a horizontal 

line representing each year’s mean value. The lower panel shows all the total columns by day of 

year, with the overall monthly mean marked with a black dot. The marker color changes from a 

dark purple, to blue, through to green with the progression of the years, following the same colour 

scheme as in Figure 2.6. A brief description is provided for each gas, discussing properties such 

as lifetime and sources and referencing back to the relevant figures and tables. 

3.2.1 Acetylene 

Acetylene (C2H2) is primarily found in the troposphere, as seen in the VMR profile (Figure 3.2) 

with a maximum near the surface, and the similar DOFS between the TC and 0-12 km partial 

column (Table 3.2). It has both natural and anthropogenic sources, although is primarily from the 

use of fossil and bio fuels, and biomass burning (Xiao et al., 2007, and references therein). The 

atmospheric lifetime is approximately two weeks, making wildfire-related enhancements at TAO 

sometimes difficult to detect relative to the background levels (Yamanouchi et al., 2023). The total 

column time series and monthly means of C2H2 are shown in Figure 3.4. The seasonal cycle shows 

a minimum in the summer due to oxidation by hydroxyl radicals (OH), and a maximum in the 

winter when OH is reduced due to decreased photochemical activity.  
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Figure 3.4: TAO total column time series of acetylene, by date with the yearly means marked by 
the horizontal line (upper panel), and by day of year with the monthly mean marked with black 

dots (lower panel). Year and month marked at the beginning of the period. 

3.2.2 Ethane 

Ethane (C2H6) is a tropospheric species, as demonstrated by the peak values in the average VMR 

profile shown in Figure 3.2. C2H6 has a lifetime of approximately two months, it is emitted primary 

via oil and gas production, with a small portion from biogenic emissions and biomass burning 

(Maddanu & Proietti, 2023). Examining the total columns measured at TAO from 2002-2008 and 

2009-2018, Yamanouchi et al. (2021a) found a reversal in the trends from decrease in -0.74 % per 

year to an increase of 1.19%, when partitioning between the two time periods. Enhancements from 

wildfire events measured at TAO are examined in Chapter 5 and have also been discussed in 

Griffin et al. (2013), Lutsch et al. (2016), and Yamanouchi et al. (2020). Similar to C2H2, the 

seasonal cycle has a summer minimum, as seen in Figure 3.5, driven by OH oxidation, since OH 

is most abundant during the summer months.  



47 

 

 
Figure 3.5: Same as Figure 3.4 for ethane. 

3.2.3 Methanol 

Methanol (CH3OH) is a tropospheric species, with the VMR profile peaking in the lower levels of 

the troposphere (Figure 3.2) and most of the DOFS (1.48 compared to 1.53 for the TC) within the 

0-12 km partial column. CH3OH is a volatile organic compound (VOC) with a short global 

atmospheric lifetime, on the order of five days (Bates et al., 2021). The seasonal cycle peaks in the 

summer months driven by increased natural sources such as vegetation and biomass burning, 

despite a primary sink from OH oxidation. There is a winter minimum from a reduction in sources 

and sometimes low detection, with many retrievals not reaching convergence. Figure 3.6 shows 

the time series by date and month, where enhancements from biomass burning events are visible. 

These enhancements are discussed in relation to the 2023 Canadian forest fires in Chapter 6, and 

for observations between 2002 and 2018 in Yamanouchi et al. (2021). 
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Figure 3.6: Same as Figure 3.4 for methanol (note: 2007 had no retrievals pass the quality 

check). 

3.2.4 Methane 

Methane (CH4) is primarily a tropospheric species, although its profile extends into the 

stratosphere (Figure 3.2), and the retrieval is sensitive to both regions with a sensitivity >0.5 from 

the lowest layer up to approximately 40 km, and a DOFS of roughly 1 in both the troposphere and 

stratosphere (Table 3.2). It is long-lived, on the order of a decade, and is the most abundant 

hydrocarbon in the atmosphere (Saunois et al., 2020).  There are several sources, both 

anthropogenic and natural, such as fossil fuel production, waste, agriculture, wetlands and biomass 

burning, and a primary sink from OH.  Due to the number of different sources and long lifetime, 

the seasonal cycle observed at TAO is relatively flat, as seen in the lower panel of Figure 3.7. 

Biomass burning is estimated to account for approximately 5% of the global methane emissions 

in a year (from 2008-2017) (Saunois et al., 2020), although enhancements have not been observed 

within the TAO dataset. The upper panel of Figure 3.7 shows the time series by date, where one 

may note a slight increasing trend, which was reported in Yamanouchi et al. (2021a) as 0.41% per 

year. This dataset has been used to validate CH4 data products including those from the Thermal 

And Near infrared Sensor for carbon Observations (TANSO) Fourier transform spectrometer 

(FTS) on the Greenhouse gases Observing SATellite (GOSAT) (Olsen et al., 2017), and the 
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TROPOspheric Monitoring Instrument (TROPOMI) on the Sentinel-5 Precursor (S5P) mission 

(Sha et al., 2021). Despite the relatively long lifetime, it is considered an SLCF and is discussed 

with respect to Arctic modelling in Chapter 4. 

 
Figure 3.7: Same as Figure 3.4 for methane (note: 2008 is omitted due to instrument issues 

causing poor data). 

3.2.5 HCFC-22 

Chlorodifluoromethane (CHF2Cl), or HCFC-22, is the most recent research product added to the 

TAO database following the implementation of an NDACC-IRWG harmonized retrieval (Zhou et 

al., 2024). The species is an anthropogenic ozone-depleting substance, which was introduced as a 

replacement to chlorofluorocarbons (CFCs) with a lifetime of approximately 12 years (Zhou et al., 

2024 and references therein).  An agreement was made in the 1987 Montreal Protocol to phase out 

ozone-depleting substances; reductions of the consumption and production of HCFCs began later, 

and is still underway. The total column trends from 16 NDACC-IWRG FTIR sites show that the 

growth rate of HCFC-22 has been decreasing since 2009, which agrees with satellite and surface 

samples (Zhou et al., 2024). Note that TAO was included in this study, although not included in 

the growth rate calculation as the time period provided was too short (2002-2013 was omitted from 

the study due to inconsistencies in the retrievals, possibly resulting from issues with the MCT 

detector). 
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Figure 3.8: Same as Figure 3.4 for chlorodifluoromethane. 

3.2.6 Carbon Monoxide  

Carbon monoxide (CO) is a tropospheric species, however it is also present in the upper 

atmosphere, as seen in the VMR profile (Figure 3.2). It has a total column AVK close to unity for 

the whole column, and sensitivity >0.5 from the surface to approximately 40 km. The lifetime of 

CO is on the order of 1-2 months, with the main sink being OH oxidation. The seasonal cycle 

follows a similar pattern to other species with OH sinks, however the scale on the monthly mean 

plot (bottom panel of Figure 3.9) is elongated due to enhancements from biomass burning events, 

reducing the visibility of the underlying seasonal cycle. Other relevant sources of CO include fossil 

fuel combustion and as a byproduct of hydrocarbon oxidation. This dataset has been used to 

validate several satellite CO data products, including MOPITT (Buchholz et al., 2017), and 

TROPOMI on S5P (Sha et al., 2021). CO is studied in Chapters 4, 5, and 6, with respect to Arctic 

modelling as an SLCF precursor, enhancements from the 2023 Canadian wildfires, and the impacts 

of biomass burning on the seasonal cycle and health care utilization.  
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Figure 3.9: Same as Figure 3.4 for carbon monoxide. 

3.2.7 Formaldehyde  

Formaldehyde (H2CO) is predominantly present in the troposphere, as shown by the VMR profile, 

and this is also where majority of the DOFS are accounted for (1.03 in the 0-12 km partial column, 

compared to 1.23 for the total column). As seen in Figure 3.10, there is a pronounced seasonal 

cycle with a maximum in the summer, largely influenced by its production via the oxidation of 

CH4 and VOCs and biomass burning, which also reach their peak levels during this period. H2CO 

readily reacts with OH and therefore has a short lifetime, on the order of hours. The rapid reactivity 

makes H2CO an important intermediary in the formation of secondary pollutants in the 

atmosphere. This retrieval was harmonized with 20 other sites in the network (Vigouroux et al., 

2018), and the dataset was later used to validate satellite H2CO data products such as those from 

TROPOMI on S5P (Vigouroux et al., 2020) and the Ozone Monitoring Instrument (OMI) (Müller, 

et al., 2024 and Ayazpour et al., 2025).  
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Figure 3.10: Same as Figure 3.4 for formaldehyde. 

3.2.8 Hydrochloric Acid  

Hydrochloric acid (HCl) is a stratospheric species, with next to no contributions from the 

troposphere, as seen in the VMR profile, and further reflected in the >0.5 sensitivity range from 

approximately 14-40 km. The primary source of HCl is from the photodissociation of CFCs and 

HCFCs in the stratosphere. As a chlorine reservoir, HCl plays a key role in catalytic ozone 

destruction. The seasonal cycle has a maximum in the spring, and a minimum in the summer, 

driven by tropopause height (Kohlhepp et al., 2012); enhancements in the total column are 

sometimes observed as a result of polar vortex intrusions (Whaley et al., 2013).  
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Figure 3.11: Same as Figure 3.4 for hydrochloric acid. 

3.2.9 Hydrogen Cyanide  

Hydrogen cyanide (HCN) is a predominantly tropospheric species, with the VMR profile peaking 

in the lower levels, however there is a distribution into the stratosphere as well (Figure 3.2). The 

retrieval has about 1 DOFS for both areas of the atmosphere and has a sensitivity >0.5 from about 

2-30 km. HCN has a tropospheric lifetime of approximately five months, with its primary source 

being biomass burning, and to a lesser extent industrial activities. Atmospheric removal of HCN 

occurs mainly through reactions with OH, in addition to ocean uptake (Bruno et al., 2023). The 

seasonal cycle, as seen in Figure 3.12, peaks in the summer and is at a minimum in the winter. 

Wildfire-related enhancement of HCN measured at TAO are observable in Figure 3.12, 

particularly in the summers of 2014 and 2023, which are examined in Lutsch et al. (2016) and 

Chapter 5, respectively.  
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Figure 3.12: Same as Figure 3.4 for hydrogen cyanide. 

3.2.10 Formic Acid 

Formic acid (HCOOH) is a troposphere species, as seen in the VMR profile (Figure 3.2), with very 

little information coming from the stratospheric portion of the retrieval (12-50 km DOFS=0.09). 

The seasonal cycle (as seen in the lower panel of Figure 3.13) has a summer peak driven by 

biogenic emissions, and sometimes biomass burning enhancements. It is a VOC with an 

atmospheric lifetime of 2-4 days; the main sink is OH oxidation, in addition to both wet and dry 

deposition (Millet et al., 2015, and references therein). This dataset has been used to validate 

HCOOH data products from the Infrared Atmospheric Sounding Interferometer (IASI) (Franco et 

al., 2020). Biomass burning enhancements can be observed in the time series, these are discussed 

in Yamanouchi et al. (2020) for measurements from 2002-2018 and in Chapter 5 for the summer 

of 2023.  
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Figure 3.13: Same as Figure 3.4 for formic acid. 

3.2.11 Hydrogen Fluoride  

Hydrogen fluoride (HF) is a stratospheric species, with a VMR profile that increases above 10 km 

(Figure 3.2), a sensitivity >0.5 from 19-40 km, and negligible DOFS in the tropospheric column 

(Table 3.2). It has many similarities to HCl; it is formed by photodissociation of CFCs and HCFCs, 

has a summer minimum, and is used as a tracer for polar vortex intrusions (Kohlhepp et al., 2012; 

Whaley et al., 2013). HF is long lived, with a lifetime over a decade; Yamanouchi et al. (2021a) 

report a small increasing trend of 0.59% per year (top panel of Figure 3.14). 
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Figure 3.14: Same as Figure 3.4 for hydrogen fluoride. 

3.2.12 Nitric Acid 

Nitric acid (HNO3) is a stratospheric species, with minor contributions from the troposphere, as 

seen in the VMR profile (Figure 3.2). In the stratosphere, where HNO3 has a lifetime from weeks 

to months, it acts as a reservoir species for reactive nitrogen, serving as a temporary sink for NOx, 

before it converts back via OH or photolysis. In the troposphere, it is also a sink for NOx, although 

it has a shorter lifetime on the order of days (Jacob, 1999). It is released through wet and dry 

deposition, playing a role in Earth’s surface nitrogen cycle. The seasonal cycle, as seen in Figure 

3.15, has a maximum in the winter and a minimum in the summer, driven by the increase in 

sunlight and OH availability which enhances the conversion back to reactive nitrogen. This dataset 

was used as part of the HNO3 validation of the Atmospheric Chemistry Experiment - Fourier 

Transform Spectrometer) (ACE–FTS) (Wolff et al., 2008).  

 



57 

 

 
Figure 3.15: Same as Figure 3.4 for nitric acid. 

3.2.13 Nitrous Oxide  

Nitrous oxide (N2O) is a tropospheric species, although it has contributions (see VMR profile in 

Figure 3.2) and retrieval sensitivity in the stratosphere as well (sensitivity>0.5 from the surface to 

approximately 27 km). With a lifetime of over a century, N2O is transported into the stratosphere 

where it can act as an ozone-depleting substance (Ravishankara et al., 2009). There are several 

sources, both natural and anthropogenic, such as soils, wildfires, wetlands, industrial and 

agricultural activities (Jacob, 1999). There is no seasonal cycle observed in the total columns at 

TAO (see Figure 3.16), although total column depletion has been used to identify polar vortex 

intrusions (Whaley et al., 2013). This dataset was used as part of the N2O validation for the ACE–

FTS (Strong et al., 2008).  
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Figure 3.16: Same as Figure 3.4 for nitrous oxide. 

3.2.14 Ammonia  

Ammonia (NH3) is a tropospheric species, which is represented by the VMR profile in Figures 3.2 

and 3.3. The retrieval has a sensitivity >0.5 up to 21 km, however the total column AVK is nearly 

identical to the 0-12 km AVK and this region accounts for essentially all of the DOFS. NH3 plays 

a role in aerosol formation, with an atmospheric lifetime ranging from a few hours to a few days, 

leading to numerous episodic features (Van Damme et al., 2018; Yamanouchi et al., 2023). The 

time series and seasonal cycle at TAO (Figure 3.17) shows several enhancements in the spring, 

largely attributed to agricultural emissions, a primary source in the region. NH3 over Toronto has 

been reported to be increasing at a rate of 3.34 % per year (from 2002-2018) based on the TAO 

FTIR column; surface and satellite measurements also showed an increasing trend over this period 

(Yamanouchi et al., 2021b). Local levels are further influenced by industrial activities and fossil 

fuel combustion, of which the highest concentrations have been attributed to long-range transport 

from the United States (predominantly south/southwest of Toronto) (Viatte et al., 2022). This 

dataset has been used to validate satellite NH3 data products from IASI (Dammers et al., 2016) 

and the Cross-track Infrared Sounder (CrIs) (Dammers et al., 2019). Additional peak 

enhancements correspond to biomass burning events, some of which are discussed in Chapter 6 

for the 2023 Canadian wildfires.  
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Figure 3.17: Same as Figure 3.4 for ammonia. 

3.2.15 Ozone 

Ozone (O3) is primarily a stratospheric species, with the profile dominated by the ozone layer (at 

approximately 25 km). The retrieval has sensitivity>0.5 from about 4-40 km, with a mean DOFS 

in the troposphere of 1 and a mean DOFS in the stratosphere of 2.65, allowing it to be used for 

studies in both regions. In the stratosphere, the lifetime of ozone is on the order of hours to months, 

governed by altitude, and the photochemical processes of the Chapman mechanism and loss by 

reactions with hydrogen oxides (HOx), NOX, and ozone-depleting substances (i.e., HCFCs, CFCs, 

halons…) (Jacobs, 1999). The total column time series (Figure 3.18) has a seasonal cycle with a 

maximum in the spring related to the poleward and downward transport into the region via Brewer-

Dobson circulation, and a minimum in late summer/fall when photochemical reactions dominate.  

In the troposphere, O3 is an oxidant and precursor for OH, which controls the oxidizing power in 

the troposphere, while also negatively impacting air quality and acting as a GHG. Tropospheric 

O3 can be transported from the stratosphere (Hocking et al., 2007), although it is primarily 

produced as a secondary pollutant from precursor gases such as NOx and VOCs. As a result, 

lifetimes are variable, ranging from hours to weeks (based on location and season), classifying it 

as an SLCF (Monks et al., 2015). Whaley et al. (2015) used tropospheric O3 measurements from 
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TAO collected between 2004 and 2007, along with a tagged GEOS-Chem transport model, to 

investigate O3 pollution events in the Toronto area. The findings indicate that events are most 

sensitive to fossil fuel NOx, which can be transported from southern Ontario and the United States 

and are correlated with high temperature and pressure systems. Tropospheric O3 measurements in 

the Northern Hemisphere during the COVID-19 pandemic (April-August 2020) showed an 

average decrease of 7% compared to the 2000-2020 mean; within this period the TAO 

measurements were reported to have an average anomaly of -4.9% (Steinbrecht et al., 2021). This 

dataset has also been used as part of the Tropospheric Ozone Assessment Report (TOAR) 

Harmonization and Evaluation of Ground-based Instruments for Free Tropospheric Ozone 

Measurements (HEGIFTOM) Project (Van Malderen et al., 2025a; 2025b). The study reported 

that from 2002-2022 total tropospheric ozone (“TrOC” = surface to 300 hPa partial column) in 

Toronto had a negative trend between -1.15 to -1.77 ppbv/decade, depending on the regression 

used (quantile by observation or monthly mean or multiple linear regression by monthly mean). 

Tropospheric O3 is discussed in Chapter 4 in relation to Arctic modelling, and in Chapter 6 with 

respect to the 2023 Canadian wildfires. 

 
Figure 3.18: Same as Figure 3.4 for ozone. 
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3.2.16 Carbonyl Sulfide  

Carbonyl sulfide (OCS) is the penultimate research product added to the TAO NDACC-IRWG 

archives as part of a network-wide trend study presented in Hannigan et al. (2022). It is the most 

prevalent sulfur compound in the troposphere and source to the stratosphere. It has natural and 

anthropogenic sources with a lifetime of approximately 2-3 years (Hannigan et al., 2022, and 

references therein). The seasonal cycle at TAO (Figure 3.19) peaks in the summer as a result of 

increased vegetation at that time. Long-term trends from 22 NDACC-IRWG FTIR stations across 

globe showed an overall positive trend from 2008-2016 in the troposphere, changing to a negative 

trend until 2020, driven by anthropogenic emissions. Following the same trend, from 2008 to 2016 

OCS at TAO increased by 0.76 ± 0.11% per year in the troposphere, after which it began to 

decrease, although this latter period is too short to quantify a trend (Hannigan et al., 2022).  

 
Figure 3.19: Same as Figure 3.4 for carbonyl sulfide (note: 2008 is omitted due to instrument 

issues causing poor data). 
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3.3 Ozone Retrieval Update 
The NDACC IRWG O3 Retrieval Strategy Group was assembled to work towards a harmonized 

FTIR retrieval strategy across the network. In this, they tested primary retrieval parameters one at 

a time (i.e., spectroscopy, spectral range, a priori profile, regularization…), assessing the impact 

on RMS fitting residuals, DOFS, uncertainty, profiles, and total columns, and comparing to other 

co-located instruments. They found that changing from HIT08 to HIT20, with H2O from ATM20, 

decreased total column values by ~2-3%, improving comparisons with Dobson and Brewer and 

ozonesonde measurements. They updated the microwindows (listed in Table 3.1) to reduce 

interference from water vapor absorption lines, resulting in improved RMS and vertical sensitivity. 

The change in a priori from WACCM version 6 to version 7 did not result in better statistics for 

O3, but was chosen to be updated for consistency with other target molecules that did have 

improvements with the updated version (note this corresponds to the WACCM v6 model output, 

the averaged and interpolated profiles for IRWG are denoted as “.v7” ). Regularization was tested 

by comparing Tikhonov and OEM retrievals; there was no effect on the total column, however, 

the Tikhonov approach resulted in improved agreement with ozonesondes in the troposphere, but 

not in the lower/middle stratosphere (compared to OEM), and improved the long-term trend 

comparison with ozonesondes.  

After the strategy group determined the most optimal parameters, they were sent out to the wider 

NDACC-IRWG group to be implement into their retrieval, as version “irwg2023”. The key 

changes for TAO with this update involved updating the SFIT4 version from v0.9.4.4 to v1.0.18, 

modifying the microwindows, and changing the retrieval from OEM to Tikhonov, which required 

selecting a correlation alpha value (α). Described in Chapter 2, α acts as a scale factor that 

constrains the retrieved profile to the a priori profile. An α that is too small will give larger DOFS 

as the profile is less constrained and may fit variations attributed to noise, an α that is too large 

will give small DOFS and over-constrain the retrieval to the a priori profile. It is important to 

balance a realistic DOFS with allowing the retrieval to vary. The O3 correlation α was chosen by 

testing several different options and reviewing the retrieved profile shape, DOFS, RMS fitting 

residual, chi-squared, and microwindow spectral fits.  

Figure 3.20 shows an example of the testing output for a TAO measurement taken on July 20, 

2021 (at 19:57:52 UTC); this was used to assess the impact of different α values on the total column 
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value, RMS fitting residual, DOFS, χ2, and profile shapes. Ultimately, α=8000 was chosen through 

trial and error to best balance a reasonable average DOFS and profile shape. Table 3.3 shows the 

mean DOFS and percent uncertainty for the 2002-2023 time series with the previous method and 

the new method. Figure 3.21 shows a comparison of the previous (v0.9.4.4, navy dots) and the 

updated (v1.0+, green x markers) O3 time series; the slightly smaller total column is expected 

(average -2.67%) with HIT20.  

 
Figure 3.20: Example of the Tikhonov α testing outputs for ozone retrieval “20210720.195752”. 

 
 

Table 3.3: Comparison between the mean DOFS ± one standard deviation and mean overall 
percent uncertainty for TAO ozone retrievals from 2002-2023 SFIT4 v0.9.4.4 with OEM and 

v1.0+ with Tikhonov regularization (α=8000). 
 Original v0.9.4.4 Updated v1.0+ 

Retrieval Optimal estimation Tikhonov regularization 

Mean DOFS 4.41±0.52 3.67±0.21 

Mean Overall Uncertainty 
(%) 

5.52  3.94  
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Figure 3.21: Upper panel: Comparison between the previous (navy dots) and the updated (green 

x) O3 total column. Lower panel: Percent difference between the two retrievals (100*[new-
old]/old). 
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Chapter 4  
 

 Evaluating Modelled Tropospheric Columns of CH4, 
CO and O3 in the Arctic Using FTIR Measurements 

This chapter evaluates tropospheric columns of CH4, CO and O3in the Arctic simulated by 11 

models, using data from five high-latitude ground-based FTIR spectrometers in NDACC. The 

models were selected as part of the 2021 AMAP Report on short-lived climate forcers. This work 

augments the model–measurement comparisons presented in that report by including a new data 

source: column-integrated FTIR measurements, whose spatial and temporal footprint is more 

representative of the free troposphere than in situ and satellite measurements. This work is 

published in Atmospheric Chemistry and Physics, as “Evaluating modelled tropospheric columns 

of CH4, CO and O3 in the Arctic using ground-based Fourier transform infrared (FTIR) 

measurements” (Flood et al., 2024).  

4.1 Introduction  
Five of the 28 NDACC FTIR stations are located at latitudes north of 60° N; for the purpose of this 

study, these will all be referred to as Arctic sites. The five sites are Eureka, Canada; Ny Ålesund, 

Norway; Thule, Greenland; Kiruna, Sweden; and Harestua, Norway. These high-latitude NDACC 

FTIR instruments provide a valuable set of long-term, measurements of multiple species of interest 

in the Arctic. Performing model–measurement comparisons with partial column data supports and 

thus complements the assessments presented in the 2021 AMAP Report. Previous studies have 

used FTIR data to examine model biases in the Arctic (e.g., Wespes et al., 2012; Zhou et al., 2019; 

Mahieu et al., 2021). 

AMAP has provided reports on SLCF impacts on the Arctic dating back to 2008. The 2021 AMAP 

SLCF Assessment Report assesses the impacts of black carbon, CH4, O3, and sulfate aerosols on 

the air quality, climate, and human health in the Arctic region (AMAP, 2021). A key difference 

from previous AMAP reports is the emphasis on air quality and human health. In addition to these 

SLCFs, the analysis includes the SLCF precursor gases CO, nitric oxide (NO), and nitrogen 

dioxide (NO2). The report compares the output from 18 models with various historical 

measurements, including satellite, aircraft, ship, and in situ datasets. These observations are used 
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to assess what processes need to be revised in the models and how these shortcomings impact the 

further application of the models, such as for climate and health predictions. Other chapters explore 

emissions, measurement advances, trends, climate and air quality impacts, health ecosystem 

impacts, and next steps. A prominent theme in this report is the severity of change happening in 

the Arctic. This includes the amplification of the pace of change in physical drivers, such as 

temperature and snow cover, and the frequency of extreme events, such as wildfires and incidents 

of rapid sea-ice loss. These factors contribute to ecosystem disruption, directly affecting local 

Arctic communities, in addition to having global repercussions. SLCF reductions are motivated by 

the near-term (20-30 years) benefits and by the goal of slowing the warming of the Arctic climate, 

which results in more wildfires and permafrost melt and, in turn, an increase in emissions of SLCFs 

and precursor gases (AMAP, 2021). The projections in this report provide guidance, objectives, 

and cautions for potential reduction implementation scenarios (AMAP, 2021).  

Measurements in the Arctic are difficult due to the harsh environment, remote locations, and high 

operating costs, resulting in a scarcity of monitoring stations and a limited representation of 

atmospheric vertical information. Using measurements to evaluate model simulations of the Arctic 

is important because the latter are used to project future changes in the Arctic, a region that is 

sensitive to climate change, warming at a rate 3 to 4 times the global average (Bush and Lemmen, 

2019; Ballinger et al., 2020; AMAP, 2021; IPCC, 2021; Rantanen et al., 2022). These factors have 

led to initiatives like the AMAP SLCF assessment and the POLARCAT (Polar Study using 

Aircraft, Remote Sensing, Surface Measurements and Models, of Climate, Chemistry, Aerosols 

and Transport) Model Intercomparison Project (POLMIP), which, in part, aim to assess model 

performance in the Arctic region. POLMIP examined 11 atmospheric models in relation to a 

variety of Arctic observations taken as part of the International Polar Year in 2008 (Emmons et 

al., 2015). AMAP and POLMIP, in addition to the subsequent complementary publications (i.e., 

Wespes et al., 2012; Emmons et al., 2015; Monks et al., 2015; Whaley et al., 2022, 2023, Law et 

al., 2023), provide a valuable point of reference for the modelling of CH4, CO, and O3 in the Arctic, 

which is explored in this chapter. This allows for the findings presented here to be appraised 

relative to results from the same models compared to other instruments, with differing temporal 

frequency and altitude ranges (i.e., Whaley et al., 2022, 2023), with different simulations and 

Arctic FTIR measurements (i.e., Wespes et al., 2015), and to generally assess the similarities and 

differences that arise within Arctic SLCF modelling. 
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This project examines simulations from 11 models that were run for the 2021 AMAP SLCF 

Assessment Report, to assess the agreement between modelled trace gas concentrations and 

ground-based retrievals from high-latitude FTIR spectrometers. Specifically, this chapter presents 

comparisons of CH4, CO and O3 partial columns (from 0-7 km) for the years 2008, 2009, 2014, 

and 2015. The models examined are chemical transport and climate models: CESM, CMAM, 

DEHM, EMEP MSC-W, GEM-MACH, GEOS-Chem, MATCH, MATCH-SALSA, MRI-ESM2, 

UKESM1 and WRF-CHEM  (see Table 4.3). The objective is to utilize the high-quality, long-term 

Arctic FTIR datasets to assess how well the models perform. The remainder of this chapter is 

organized as follows: Section 4.2 provides a description of the datasets used, Section 4.3 describes 

the analysis methodology, Section 4.4 examines the results and compares them with similar 

studies, and Section 4.5 presents the summary and conclusions. The appendix for this chapter is 

Appendix A, and follows after Chapter 7.  

4.2 Datasets  

4.2.1 FTIR Spectroscopy  

The primary references and details of the NDACC FTIR sites used in this study are presented in 

Table 4.1. As these instruments require sunlight and a clear line-of-sight to the sun to make 

measurements, the high-latitude datasets are limited to the sunlit portion of the year at each 

location. Refer back to Chapter 2 for details of FTIR spectroscopy. All sites included in this study 

use SFIT4, except Kiruna, which uses a comparable retrieval code called PROFFIT, which has 

been shown to agree well with SFIT2 (which preceded SFIT4) (Hase et al., 2004).  

The number of measurements, mean DOFS, and mean percent uncertainty in the 0-7 km partial 

columns of CH4, CO, and O3 for 2008, 2009, 2014, and 2015, for each station, are listed in 

Table 4.2. The mean systematic and random percent errors are added in quadrature to get the 

overall mean percent uncertainty for the species. The mean partial column (0-7 and 7-20 km) and 

total column AVKs for CH4, CO, and O3 for 2008, 2009, 2014, and 2015, are shown in Figure 4.1. 

The lowest-level difference between Kiruna and the other locations results from the use of a 

stronger constraint for the lowest level with the PROFFIT retrieval; however, retrieval error and 

noise indicate that the agreement between the AVKs is reasonable (Hase et al., 2004).  
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Table 4.1: Summary of NDACC FTIR sites used in this study. 
Site Location Key References Operations 

Eureka, Canada 80.05°N, 86.42°W 
610 masl Batchelor et. al. (2009) 

Late February to 
Mid-October 
Since 2006 

Ny Ålesund, 
Norway 

78.92°N, 11.93°E 
15 masl 

Notholt et al. (1997a,b); 
Notholt et al. (2000) 

Mid-March to 
September 
Since 1992 

Thule, Greenland 76.53°N, 68.74°W 
225 masl Hannigan et al. (2009) 

March to 
October 

Since 1999 

Kiruna, Sweden 67.84°N, 20.41°E 
419 masl Blumenstock et al. (1997, 2009) 

Mid-January to 
November 
Since 1996 

Harestua, Norway 60.2°N, 10.8°E 
596 masl Galle et al. (1999) 

All Year 

Since 1994 

 

 

Table 4.2: Summary of FTIR measurement statistics for the five NDACC stations used in this 
study. 

Site 
Number of Measurements 
(2008, 2009, 2014, 2015) 

Mean DOFS 
(0-7 km) 

Mean Percent Uncertainty 
(0-7 km) 

CH4 CO O3 CH4 CO O3 CH4 CO O3 

Eureka 754 736 684 0.84 1.1 0.80 4.6 3.9 8.2 

Ny Ålesund 205 128 121 0.81 1.3 0.79 11.5 7.7 4.9 

Thule 406 459 474 0.78 1.6 1.2 5.7 5.4 3.9 

Kiruna 397 299 322 0.96 1.6 0.86 3.6 6.4 7.2 

Harestua 
151 
(no 

2008) 
No CO 

169 
(no 

2008) 
0.78 N/A 1.12 5.2 N/A 4.1 

As described in Chapter 2, the DOFS and AVKs are indicators of the vertical information within 

a retrieval. Figure 4.1 shows that the mean partial column AVKs for 0-7 and 7-20 km are 

distinguishable, with maxima at different altitudes. The mean total column AVKs for all three 

species appear smooth around 1.0, which indicates that contributions from all altitudes have similar 

weights in the total column. By altitude, the sensitivity of each species is >0.5 in the 0-7 km partial 

column range examined (not shown), meaning that more than half of the retrieved profile 

information comes from the measurement (Vigouroux et al., 2009). The average DOFS vary by 
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species and station, given the reduced column height of 0-7 km; some of the values are less than 

1, meaning the retrieval is somewhat constrained by the a priori profile. However, it should be 

noted that the comparisons presented in this chapter account for the vertical sensitivity of the FTIR 

measurements by smoothing the model data with the AVKs.  

 
Figure 4.1: Mean 0-7 km partial column averaging kernels (lines with circle markers), mean  
7-20 km partial column averaging kernels (dashed lines), and mean total column averaging 

kernels (solid lines), all in units of (molec/cm2) / (molec/cm2 ), by altitude, for (a) CH4, (b) CO, 
and (c) O3. Means are for 2008, 2009, 2014, and 2015 for all five FTIR sites except Harestua (no 

2008 data). 

4.2.2 Atmospheric Models 

The models used in this study provide three-dimensional VMR fields for 2008, 2009, 2014, and 

2015. These four years were selected for the 2021 AMAP SLCF Assessment; 2008 and 2009 were 

previously evaluated in the 2015 AMAP Report and 2014 and 2015 were added to include more 

recent results from years for which Arctic measurements were available at the time (AMAP, 2021). 

Note that not every model has provided all three gases; there are three which have CH4, nine with 

CO, and 11 with O3 (see Table 4.3). The model simulations are the same as those discussed in 

Whaley et al. (2022, 2023), and in the 2021 AMAP SLCF Report, however, the analyses there 

were performed with the monthly-mean output, while the analysis here is with the 3-hourly output, 

all of which is available at http://crd-data-donnees-rdc.ec.gc.ca/CCCMA/products/AMAP/. While 

more models participated in the AMAP SLCF Assessment (18 total) and other species were 

simulated, these were not included in the current study because either the models did not have 3-

hourly outputs or the FTIR retrievals had insufficient tropospheric sensitivity (e.g., NO2).  

http://crd-data-donnees-rdc.ec.gc.ca/CCCMA/products/AMAP/
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This set of models is a mix of Earth system models, chemical transport models, global transport 

models, and chemistry climate models. The models all used the same set of anthropogenic 

emissions from ECLIPSE v6b (Evaluating the Climate and Air Quality Impacts of Short-Lived 

Pollutants) by the IIASA GAINS (International Institute for Applied Systems Analysis – 

Greenhouse gas – Air pollution Interactions and Synergies) model (Amann et al., 2011; Klimont 

et al., 2017; Höglund-Isaksson et al., 2020). However, the models differ in their use of biogenic 

and volcanic emissions, tropospheric gas-phase chemistry complexity, and pressure/spatial grids. 

Four of the 11 models simulate the stratosphere fully, one (GEOS-Chem) uses a simplified 

linearized stratospheric chemistry, one (GEM-MACH) only simulates the troposphere and the rest 

use prescribed climatologies at the stratospheric boundary (Whaley et al., 2022).  Nine of the 11 

models examined use the Global Fire Emissions Database (GFED, van der Werf et al., 2017) or 

GFED-based (Coupled Model Intercomparison Project Phase 6 - CMIP6) forest fire emissions, 

and nine of the 11 exclusively use ECLIPSEv6b for agricultural waste burning. A summary of the 

models is presented in Table 4.3, including which gases are included in this study, their resolution, 

and to what degree stratospheric chemistry is considered.  It should be noted that the CH4 

concentrations in these models have been prescribed (Whaley et al., 2022). The prescribed 

concentrations are input at the bottom model layer, and all come from the same dataset (Prather et 

al., 2012; Olivié et al., 2021), but the resulting CH4 partial columns differ based on the processes 

within each model. For a full description of the models, see Appendix A of Whaley et al. (2022) 

and the references in Table 4.3. 
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Table 4.3: Summary of models used in this study. 

Model 3-Hourly 
Outputs Primary Reference 

Horizontal 
Resolution / 

Scale 

Stratospheric 
Chemistry 

CESM 
Community Earth System Model CO, O3 

Liu et al. (2016); 
Danabasoglu et al. 

(2020) 

1.9° × 2.5° 
global comprehensive 

CMAM 
Canadian Middle Atmosphere 

Model 

CH4, CO, 
O3 

Jonsson et al. (2004); 
Scinocca et al. (2008) 

3.75° × 3.75° 
global comprehensive 

DEHM 
Danish Eulerian Hemispheric 

Model 
O3 

Christensen (1997); 
Brandt et al. (2012); 

Massling et al. (2015) 

50 km 
polar 

stereographic 
none 

EMEP MSC-W 
European Monitoring and 

Evaluation System- 
Meteorological Synthesizing 

Center - West  

CO, O3 
Simpson et al. (2012, 

2019) 
0.5° × 0.5° 

global  prescribed 

GEM-MACH 
Global Environmental 

Multiscale Model - Modelling 
Air Quality and Chemistry 

CO, O3 

(only 
2015) 

Gong et al. (2015); 
Makar et al. (2015a,b); 

Moran et al. (2018) 

15 km 
Arctic regional none 

GEOS-Chem 
Goddard Earth Observing 

System - Chemistry 

CH4, CO, 
O3 

Bey et al. (2001) 2° × 2.5° 
global  simplified 

MATCH 
Multi-Scale Atmospheric 

Transport Chemistry 
CO, O3 Robertson et al. (1999) 

0.75° 
rotated lat-lon 

regional 
prescribed 

MATCH-SALSA 
Multi-Scale Atmospheric 

Transport Chemistry - Sectional 
Aerosol Module for Large Scale 

Applications 

CO, O3 
Robertson et al. (1999); 
Andersson et al. (2007); 

Kokkola et al. (2008) 

0.75° 
rotated lat-lon 

regional  
prescribed 

MRI-ESM2 
Meteorological Research 

Institute - Earth System Model 
Version 2 

CH4, CO, 
O3 

Kawai et al. (2019); 
Yukimoto et al. (2019); 

Oshima et al. (2020) 

chemistry: 280 
km 

general: 120 km 
global 

comprehensive 

UKESM1 
U.K. Earth System Model 

Version 1 
O3 

Kuhlbrodt et al. (2018); 
Williams et al. (2018); 

Sellar et al. (2019) 

140 km 
global  comprehensive 

WRF-CHEM 
Weather Research and 
Forecasting Model with 

Chemistry 

CO, O3 

(only 2014 
/ 2015) 

Marelle et al. (2017, 
2018) 

100 km 
regional-Arctic prescribed  
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4.3 Methods 
As mentioned, the models provided 3-hourly VMRs on model-specific pressure levels and 

latitude/longitude grids. The process of aligning the model output to FTIR data is described by the 

flowchart in Figure 4.2. 

 
Figure 4.2: Flow chart depicting the process of matching model output to FTIR data. 

This procedure modifies the model output to correspond to an FTIR measurement, making the 

resulting partial columns equivalent for further comparison. The date/time and VMR profiles from 

the model output are extracted from the grid point that is closest to the FTIR location. The FTIR 

measurements are matched with the 3-hourly model measurement closest in time (within ±<1.5 

hours), this is done to minimize the time difference between the two points, such that no 

measurement is greater than 1.5 hours from a modelled output. If more than one FTIR 

measurement coincides with a model output (i.e., multiple measurements are within 1.5 hours of 

the same model time), the FTIR measurements are averaged. After the model outputs are matched 

to the FTIR measurements, they are interpolated onto the pressure grid of the FTIR profile. Then, 

the model VMR profile is smoothed using the respective FTIR measurement’s AVK and a priori 
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profile. The purpose of smoothing the model data with the FTIR AVK is to adjust the model to the 

vertical sensitivity of the FTIR measurement (Rodgers and Connor, 2003; Wunch et al., 2010). 

The calculation for the smoothing is shown in Equation 4.1, where 𝐱𝐱𝐚𝐚 is the FTIR a priori VMR 

vertical profile, A is the VMR AVK matrix from the corresponding FTIR measurement, and  

𝐱𝐱𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 is the modelled VMR vertical profile: 

𝒙𝒙𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠ℎ = 𝐱𝐱a + 𝐀𝐀 × [𝐱𝐱𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 − 𝐱𝐱a]  . (4.1) 

The model VMR profile is then transformed to a layer profile in units of molecules per centimeter 

squared using the ratio between the VMR and layer partial column (in molecules per centimeter 

squared) in the retrieved FTIR profile as the conversion factor. At this point, the model output has 

the same altitude grid and units as the FTIR retrieval, which allows for partial columns to be 

summed. Partial columns from 0-7 km were calculated given AMAP’s focus on SLCFs in the 

troposphere, with the cap at 7 km chosen to limit any stratospheric influence. Note that “0 km” is 

used as a proxy for the minimum altitude, but this varies, based on location, with the altitude of 

each instrument listed in Table 4.1. The partial column examined here (0-7 km) encompasses 11 

vertical layers for all sites, except Ny Ålesund, which has an additional (12th) layer given the lower 

altitude of its location (see Table 4.1). 

To compare the model and FTIR partial columns, a model-measurement percent difference (∆𝑖𝑖) is 

calculated, as defined by Equation 4.2 for a single model-measurement pair (i), where PCM,i and 

PCF,i are the 0-7 km partial columns for the model and FTIR, respectively: 

∆𝑖𝑖= �
𝑃𝑃𝑃𝑃𝑀𝑀,𝑖𝑖 − 𝑃𝑃𝑃𝑃𝐹𝐹,𝑖𝑖

𝑃𝑃𝐶𝐶𝐹𝐹,𝑖𝑖
� × 100   . (4.2) 

A regression line is fit to the raw scatter-plot data of the model output versus FTIR measurements 

using all the available data points, where each plot includes the equation of this line and the 

correlation coefficient, R2. The normalized root mean square error (NRMSE), given by Equation 

4.3,  is presented for each model and location, where N is the total number of model-measurement 

pairs (Kärnä and Baptista, 2016). The root mean square error is normalized to the standard 

deviation of the FTIR data (σF) used in the respective analysis: 
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𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 =
1
𝜎𝜎𝐹𝐹
���

(𝑃𝑃𝑃𝑃𝑀𝑀,𝑖𝑖 − 𝑃𝑃𝑃𝑃𝐹𝐹,𝑖𝑖)2

𝑁𝑁

𝑁𝑁

𝑖𝑖=1

�  . (4.3) 

In addition to evaluating the models using every available FTIR data point in the analysis years, 

the monthly mean annual cycles are also presented. The monthly mean partial columns 

(𝑃𝑃𝑃𝑃𝐹𝐹,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗) are calculated by taking the mean of every measurement in a given month (j), where 

𝑁𝑁𝑗𝑗  is the number of points included in the month for all years considered. The monthly model mean 

partial columns (𝑃𝑃𝑃𝑃𝑀𝑀,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗)  are made in the same manner, using only the smoothed partial 

columns that have a corresponding matching FTIR measurement, as defined above. Equation 4.4 

outlines the calculation of a monthly mean partial column for month j for (a): the FTIRs 

(𝑃𝑃𝑃𝑃𝐹𝐹,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗 ), and (b): the models (𝑃𝑃𝑃𝑃𝑀𝑀,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗): 

𝑃𝑃𝑃𝑃𝑀𝑀,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗 =
1
𝑁𝑁𝑗𝑗
�𝑃𝑃𝑃𝑃𝑀𝑀,𝑖𝑖

𝑁𝑁𝑁𝑁

𝑖𝑖=1

, (4.4𝑎𝑎) 

𝑃𝑃𝑃𝑃𝐹𝐹,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗 =
1
𝑁𝑁𝑗𝑗
�𝑃𝑃𝑃𝑃𝐹𝐹,𝑖𝑖

𝑁𝑁𝑁𝑁

𝑖𝑖=1

.   (4.4𝑏𝑏) 

The model-measurement monthly mean percent difference (∆𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗), shown by Equation 4.5, 

follows the same process as the monthly-mean partial column, and is the mean value from Equation 

4.2 for each month (j) across the years, where the error bars on the monthly mean plots represent 

the standard deviation of this mean:  

∆𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗=
1
𝑁𝑁𝑗𝑗
�∆𝑖𝑖

𝑁𝑁𝑁𝑁

𝑖𝑖=1

.   (4.5) 

The mean of these monthly mean differences is used to calculate the overall mean percent 

difference (∆𝑂𝑂)  for each model, sometimes referred to as model bias, where 𝑁𝑁𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑠𝑠 is the number 

of measurement months in a calendar year at that location (see Table 4.1), and the uncertainty 

given is the standard deviation of this mean:  
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∆𝑂𝑂=
1

𝑁𝑁𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑠𝑠
� ∆𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗

𝑁𝑁𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑠𝑠

𝑗𝑗=1

.   (4.6) 

Finally, the monthly multi-model mean (MMM) partial column for month j (𝑃𝑃𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗) is 

calculated by taking the mean 𝑃𝑃𝑃𝑃𝑀𝑀,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗 for all models, at a given location, calculated with 

Equation 4.4a, and the MMM monthly mean difference (∆𝑀𝑀𝑀𝑀𝑀𝑀,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗) is the mean of ∆𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗 

for all models, at a given location calculated with Equation 4.5. The overall percent difference of 

the MMM-measurement (∆𝑂𝑂,𝑀𝑀𝑀𝑀𝑀𝑀) is given by Equation 4.7: 

∆𝑂𝑂,𝑀𝑀𝑀𝑀𝑀𝑀=
1

𝑁𝑁𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑠𝑠
� ∆𝑀𝑀𝑀𝑀𝑀𝑀,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗

𝑁𝑁𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑠𝑠

𝑗𝑗=1

.  (4.7) 

These steps are taken to establish the modelled seasonal cycles, and quantify the differences 

between the models and measurements, by month and season. Further, assessing the MMM by 

month allows for a general overview of when and where models diverge from measurements and 

can help suggest shortcomings in the models. There are not enough measurements per day to 

evaluate a diurnal cycle, although it is expected to be small in the Arctic, and there are not enough 

years available in the 3-hourly dataset used here to examine long-term trends. 

When discussing FTIR uncertainty, this refers to the mean uncertainty per gas and station, as listed 

in Table 4.2. When discussing the mean difference between the model and measurements, this 

refers to the overall mean difference (∆𝑂𝑂) as described by Equation 4.6. These two parameters are 

used to assess model performance: if ∆𝑂𝑂 is within measurement (FTIR) uncertainty, the model can 

be considered in general agreement with the FTIR; if ∆𝑂𝑂± the standard deviation of the mean is 

within the measurement uncertainty, then the model is sometimes in agreement with the 

measurements; and if the uncertainty and ∆𝑂𝑂 do not overlap then the model and measurements do 

not agree. 

4.4 Results and Discussion 
This section presents the analyses described above, for CH4, CO and O3, and discusses the findings 

in the context of the 2021 AMAP SLCF Assessment Report, and other related literature. Given the 

volume of data (three species, five locations, and 11 models), only selected plots are shown in the 
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main text, with the remaining figures provided in Appendix A. This appendix includes plots for 

each location, showing the time series of the 0-7 km partial column for each measurement / model 

pair and the associated model minus measurement percent difference, the equivalent plot reduced 

to monthly mean data (an individualized version of Figures 4.3, 4.5 and 4.9), and the 0-7 km 

column of FTIR vs smoothed model for the remaining locations (analogous to Figures 4.4, 4.8 and 

4.10). Figure 4.15 provides a summary of the overall differences for each model and location by 

species, as described by Equation 4.6. Table 4.4 summarizes the overall MMM difference for each 

species at each location, and the overall average for each species. All the comparisons shown are 

for a 0-7 km partial column, where the model output is smoothed as described by Equation 4.1. 

4.4.1 CH4 

CH4 is a powerful GHG, and its emissions are expected to increase in the Arctic due to melting 

permafrost (IPCC, 2021). CH4 is also involved in the formation of tropospheric O3, which is the 

third strongest anthropogenic GHG and an air pollutant at the surface. Therefore, it is important 

for both air quality and climate models to represent CH4 accurately. The CH4 plots for Ny Ålesund, 

Thule, Kiruna, and Harestua are provided in Appendix A.I, following the same order discussed 

here for Eureka.  

Figure 4.3 shows the monthly mean 0-7 km partial column time series for the FTIR and models at 

each location (a-e), with the percent difference between the monthly mean model and monthly 

mean measurement for all locations shown in panel f. This shows that apart from a few outliers, 

the pattern of the seasonal cycle of CH4 is consistent, although the amplitude is underestimated. 

The uniformity between the years (see Figures A.1-A.5 for full data time series plots) and 

consistency of the model biases between sites is likely a consequence of CH4 being prescribed in 

the models, in addition to the longer lifetime of CH4, relative to the other SLCFs. This is also seen 

in Figure 4.4 (and Figures A.11-A.14), where the model and FTIR columns are compared, with 

the line of best fit and R2 as indicated in the legend. 
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Figure 4.3: (a-e) Monthly mean FTIR (black) and smoothed model (colour) 0-7 km partial 

columns of CH4 (𝑃𝑃𝑃𝑃𝐹𝐹,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗  and 𝑃𝑃𝑃𝑃𝑀𝑀,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗, respectively), for each location, shown with 
the same y-axis. Error bars represent the standard deviation of the monthly mean. (f) Mean 

model-measurement percent difference by month (∆𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗) for each model (by colour) and 
location (by marker). Error bars represent the standard deviation of the monthly mean percent 

difference. 

 
Figure 4.4: Smoothed model vs. FTIR 0-7 km partial columns of CH4 for Eureka, showing all 

available model-FTIR corresponding data. The black line is the line of best fit, where the 
equation and R2 are noted in the legend. The 1:1 line is shown in light grey. 

A summary of the overall mean difference, R2, and the normalized root-mean-square error for each 

location is shown in Figure 4.5. Across all three models, Arctic CH4 is underestimated compared 

to the FTIR measurements. The surface in situ CH4 comparison in Whaley et al. (2022) showed 
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that measured surface CH4 VMRs are much more variable than the modelled VMRs. However, in 

the 0-7 km partial columns in this study, CH4 is well-mixed and more homogenous, resulting in 

better agreement between the models and the FTIR measurements. The low bias we find in this 

study for the Arctic sites is consistent with the global comparisons of these models to satellite 

measurements in Whaley et al. (2022), which found that some models did not distribute CH4 with 

an accurate north-south gradient; this resulted in low biases in the Arctic and high biases in lower 

latitudes due to higher CH4 concentrations in the northern hemisphere from increased sources (both 

natural and anthropogenic). GEOS-Chem implemented a north-south gradient in the prescribed 

CH4 (compared with the simplified global average interpolated in time that the other models 

prescribe at the surface), which is reflected in the smaller overall model-measurement percent 

difference, compared to other models, in all locations (note Figure 6 in Whaley et al., 2022). 

However, the R2 of GEOS-Chem vs. FTIR is smaller than that for the other models at some 

locations (Eureka and Kiruna), which can be attributed to the increase in variability the gradient 

introduces – including some instances of overestimation. The mean differences for each model 

across sites are relatively consistent, while the results vary more when comparing R2 and NRMSE. 

Particularly, when comparing between the same model, the R2 for Ny Ålesund is the lowest and 

the NRMSE is the highest. The data from Ny Ålesund show less of a seasonal cycle than the other 

locations, and the FTIR uncertainty for CH4 at Ny Ålesund is more than twice that of the other 

sites (see Figure 4.15). The larger uncertainty may lead to reduced sensitivity to small changes, 

and increased variability masking seasonal changes, which can contribute to the discrepancy 

between the models and observations. The mean difference for GEOS-Chem is within the 

uncertainty of the FTIR measurements for Ny Ålesund, and Thule, as is the mean difference for 

MRI-ESM2 at Ny Ålesund, none of the other models are within the FTIR uncertainty at the given 

location (see Figure 4.15).  
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Figure 4.5: By model and location: (a) Overall model-measurement mean percent difference for 

CH4 0-7 km partial columns (∆𝑂𝑂), with error bars that represent the standard deviation of the 
mean, as shown in the legend of Figures A.6-A.10. (b) R2 as shown in Figures 4.4 and A.11-A.14. 

(c) Normalized root-mean-square error.  

Figure 4.6 shows the multi-model mean (MMM) for each location, and the percent difference 

compared to the monthly mean FTIR. The error bars and shading represent the standard deviation 

of the mean. The AMAP SLCF Assessment Report compares the models with surface CH4 

measurements and finds that the MMM bias for Arctic CH4 is +1.3% (AMAP, 2021). When 

comparing with 0-7 km FTIR partial columns, the MMM bias ranges from -5 to -15% (Figure 

4.6(f)) and unlike the results in the AMAP Report, the comparisons are not improved by choosing 

a multi-model mean because all three models have a negative bias. The FTIR retrievals show good 

sensitivity to tropospheric CH4 (sensitivity >0.5), however, as these column measurements average 

out CH4 biases over the tropospheric column, they are not expected to exactly match the surface 

measurement comparisons. Furthermore, due to the sharp decrease in CH4 above the tropopause 

(Whaley et al., 2022), a poor representation of the tropopause height may contribute to the low 

bias in the modelled 0-7 km partial columns, as shown from O3 data in Whaley et al., 2023. The 

AMAP Report also includes a comparison with upper-troposphere/lower-stratosphere (UTLS) 

CH4 VMRs as measured by the ACE-FTS satellite instrument and finds that the models are biased 
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low by ~100 ppbv in the vicinity of the tropopause (300 hPa; around~8-9 km), indicating that the 

modelled tropopause may be too low (Whaley et al., 2022). The results found here are consistent 

with Whaley et al. (2022), in that that the model simulations of both the lower troposphere (0-7 km 

partial columns) and the UTLS are biased low, and models with north-south CH4 gradients (here, 

only GEOS-Chem) have smaller biases than those that do not. Generally, the models can represent 

the temporal variability in the tropospheric column well, although are biased low in magnitude, 

outside of the range of the FTIR uncertainty.  

 
Figure 4.6: (a-e) Monthly mean FTIR (black) and multi-model mean (colour) 0-7 km partial 

columns of CH4 (𝑃𝑃𝑃𝑃𝐹𝐹,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗  and 𝑃𝑃𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗, respectively), with error bars and shaded 
areas, respectively, representing the standard deviation of the mean.  (f) Monthly mean percent 

difference of the MMM (∆𝑂𝑂,𝑀𝑀𝑀𝑀𝑀𝑀) for all locations. 
 

4.4.2 CO 

Like CH4, CO is involved in tropospheric O3 formation in the presence of NOx. Thus, in order to 

properly simulate tropospheric O3, it is important for models to accurately simulate CO. In the 

Arctic, CO is used as a tracer for identifying and quantifying influences from biomass burning and 

lower latitude anthropogenic emissions (e.g., Fisher et al., 2010; Monks et al., 2015; Viatte et al., 

2015; Lutsch et al., 2020)  
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Nine of the 11 models examined in this study provided 3-hourly outputs for CO; WRF-Chem only 

has outputs for 2014 and 2015, and GEM-MACH only has data for 2015 (Table 4.3). Seven of the 

nine CO models examined use GFED-based fire emissions. The remaining models are EMEP 

MSC-W which uses FINN (Fire INventory from NCAR) fire emissions, and GEM-MACH, which 

uses CFFEPS (Canadian Forest Fire Emission Prediction System) fire emissions (Whaley et al., 

2022). Evidence of biomass burning events can be observed in the summer months when 

examining the CO seasonal cycle with all available measurement points, where there are sporadic 

increases in the measured CO (Figures A.15-A.18). The CO time series data (i.e. Figures A.15-

A.22) indicates that the GFED-based models may overestimate CO from biomass burning as their 

bias shifts positive in the summertime relative to the rest of the time series. This feature is absent 

for GEM-MACH, which does not have a consistent trend between sites during the summer 

(although results are only available for one year), and for EMEP MSC-W, which shifts more 

negatively in the summertime. It is well known that the fire emissions inventories vary greatly 

from each other (AMAP, 2021), causing these differences in model results.  

Figure 4.7 (and Figures A.19-A.22) shows the monthly mean partial columns and percent 

differences between the models and the FTIR measurements. This allows for an overview of the 

mean percent difference and how the model biases change over the year.  For example, MATCH 

exhibits a positive shift in bias from the end of summer to the fall in all locations. WRF-Chem is 

biased low in the spring and summer, but agrees better with the observations from August onwards, 

in contrast to EMEP-MSC-W, which tends to diverge from the measurements in the mid- to late 

summer. GEM-MACH is the only model that has a positive mean difference in all locations. The 

year-round difference is likely due to the fact that this model used anthropogenic emissions 

produced locally for most of its regional domain, instead of the ECLIPSEv6B anthropogenic 

emissions that all of the other models used, and lateral regional boundary conditions provided from 

MOZART4 (Model for Ozone and Related Chemical Tracers, version 4) global simulations 

(Emmons et al., 2010; Gong et al., 2018; AMAP, 2021).  Further, Figure 4.8 (and Figures A.23-

A.25) shows the correlations between the modelled and FTIR partial columns, with the line of best 

fit and R2 indicated in the legend. For many models, the 1:1 correlation (and Figure 4.8 and Figures 

A.23-A.25) shows that models have better agreement with the FTIR for low CO values and the 

disparity increases as CO increases, i.e. the line of best fit and 1:1 line diverge. The points with 
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the maximum CO VMRs correspond to the FTIR springtime peak in the CO cycle (since 

wintertime CO measurements are not possible during polar night). 

 
Figure 4.7: (a-e) Monthly mean FTIR (black) and smoothed model (colour) 0-7 km partial 

columns of CO (𝑃𝑃𝑃𝑃𝐹𝐹,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗 and 𝑃𝑃𝑃𝑃𝑀𝑀,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗, respectively), for each location, shown with the 
same y-axis. Error bars represent the standard deviation of the monthly mean. (f) Model-

measurement mean percent difference by month (∆𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗) for each model (by colour) and 
location (by marker). Error bars represent standard deviation of the monthly mean percent 

difference. 
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Figure 4.8: Smoothed model vs. FTIR 0-7 km partial column of CO for Eureka, showing all 

available model-FTIR corresponding data. The black line is the line of best fit, where the 
equation and R2 are noted in the legend. The 1:1 line is shown in light grey. 

Figure 4.9 summarizes the overall model-measurement mean percent difference R2, and 

normalized root-mean-square error for all locations. GEM-MACH has a mean percent difference 

that is within the FTIR uncertainty for Thule and Kiruna, EMEP MSC-W and MATCH are 

simulated within the mean FTIR uncertainty for Ny Ålesund (see Figure 4.15).  MATCH-SALSA 

and MRI-ESM2 exhibit high R2 and low percent difference across all locations, relative to the 

other models’ values, although their columns do not fall within the FTIR uncertainties. GEM-

MACH and MATCH have NRMSE comparable to MATCH-SALSA and MRI-ESM2, despite 

generally lower R2. WRF-Chem shows better agreement with the FTIR measurements from 

Eureka, where the NRMSE is comparable to CESM, CMAM and GEOS-Chem. This is likely a 

result of the increased density of measurement points in August and September, when WRF-Chem 

exhibits a minimum bias compared to the FTIR data, and because the comparison only includes 

data points from 2014 and 2015.  The large negative biases earlier in the year lead to low R2 and 

high NRMSE at all sites. This appears to be linked to negative biases in modelled surface CO over 

mid-latitude source regions, and in the free troposphere compared to MOPITT data, as reported by 

Whaley et al. (2022). Overall, four model-location pairs have a mean difference within the average 
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FTIR 0-7 km partial column uncertainty (see Table 4.2), and when including the standard deviation 

of the mean difference, an additional eight pairs out of 36 meet this criterion. 

 
Figure 4.9: By model and location: (a) Overall model-measurement mean percent difference for 

CO 0-7 km partial columns (∆𝑂𝑂), with error bars that represent the standard deviation of the 
mean, as shown in the legend of Figures A.19-A.22. (b) R2 as shown in Figures 4.8 and Figures 

A.23-A.25. (c) Normalized root-mean-square error.  

Figure 4.10 shows the monthly MMM for CO at each location, with the percent difference in the 

last panel (f). This highlights the general tendency of the models to underestimate tropospheric CO 

more in the spring than in the summer, which has been observed by other Arctic model-

measurement comparison studies (e.g., Monks et al., 2015; Whaley et al., 2022), and globally (e.g., 

Kopacz et al., 2010) . The AMAP SLCF Assessment Report found that compared to CO from 

various surface networks, the models had a greater bias than for the other SLFCs examined, 

underestimating CO in the spring and overestimating CO in the summer (AMAP 2021). The same 

pattern was observed when comparing with MOPITT  satellite CO in the free troposphere, at the 

600 hPa level (Whaley et al., 2022). The change from a negative winter-spring bias to a positive 

summer bias was observed in model comparisons to surface CO measurements at two additional 

Arctic sites, Zeppelin, Norway and Utqiagvik/Barrow, USA, with a -20-30% bias in the first six 

months of the year  (Whaley et al., 2023), which is compatible with results shown in Figure 4.10(e).  
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In POLMIP, models were run for 2008 with a standardized emissions inventory; there is some 

overlap of models examined here, although a different emissions input was used (see Emmons et 

al., 2015 for full project description). Similar to the results presented here, the POLMIP study 

found that relative to surface, airborne, and satellite Arctic tropospheric measurements, CO was 

underestimated by the models (MMM gross error 9-12%), with a more negative bias in the 

winter/spring compared to the summer, although the models still broadly captured the seasonal 

cycle (Monks et al., 2015). Using an idealized tracer, POLMIP examined anthropogenic and 

biomass burning influences in Arctic regions, demonstrating a seasonal dependence of transport 

efficiency. It was shown that for anthropogenic emissions, Europe influences the surface CO, 

while Asia and North America have more influence higher in the troposphere (Monks et al., 2015). 

Furthermore, the tracer investigation in that study showed that OH differences account for more 

variability between the models than the transport mechanisms within the individual models. 

However, it can be noted that although models may reduce negative biases through better OH 

chemistry, this alone will not resolve the differences between the model and measurements (Monks 

et al., 2015). 

The current study, the POLMIP study, and the AMAP Report exhibit similarities in the model-

measurement comparisons of CO. Most notably, all three studies show negative biases early in the 

year, which shift positively in the summer: the model-FTIR comparisons become less negative, 

while the AMAP-surface measurement comparisons change to a positive bias. Lutsch et al. (2020) 

also reported a low bias in GEOS-Chem lower tropospheric CO columns compared with 

measurements from ten FTIR stations, including four sites in this study, although they found a 

greater underestimation for Eureka and Thule in July and August due to transported boreal wildfire 

emissions not fully captured by the model, particularly for years after 2015 not included in the 

present study.  Previously published studies point to underestimated anthropogenic emissions as a 

source of the discrepancies (Monks et al., 2015, Whaley et al., 2022; 2023). The results of the 

model-FTIR comparisons presented here support this reasoning, as the only model with a positive 

bias (GEM-MACH) has additional local Arctic emissions (Gong et al, 2018). The models may be 

improved with more refined OH chemistry, although it is unlikely to completely resolve the 

inconsistencies (Monks et al., 2015); improvements to long-range transport and biomass burning 

inventories could also reduce the differences between model results and measurements. 
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Figure 4.10: (a-d) Monthly mean FTIR (black) and multi-model mean (colour) 0-7 km partial 
columns of CO (𝑃𝑃𝑃𝑃𝐹𝐹,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗 and 𝑃𝑃𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗, respectively), with error bars and shaded 
areas representing the standard deviation of the mean. (e) Monthly mean percent difference of 

the MMM (∆𝑂𝑂,𝑀𝑀𝑀𝑀𝑀𝑀) for all locations. 
 

4.4.3 O3 

Tropospheric O3 is both a significant anthropogenic GHG and an air pollutant that has impacts on 

human health and ecosystems. In the troposphere, O3 is a secondary pollutant, produced by 

photochemical oxidation of volatile organic compounds in the presence of NOx. In addition to 

atmospheric photochemistry, its production is highly sensitive to meteorological conditions. 

Diurnal impacts on O3 production are minimal in the Arctic, relative to lower latitudes, due to the 

gradual and prolonged change in solar altitude/zenith angle throughout the year. While O3 

processes are complex, O3 is often quite well reproduced by models, possibly due to compensating 

biases in its precursors (Whaley et al., 2022). Although progress has been made, sparse 

observations, Arctic amplification, and a changing global climate hinder the understanding and 

modelling of O3 in Arctic regions (Whaley et al., 2023). For a summary of the current 

understanding of Arctic tropospheric O3, see Whaley et al. (2023).  

All 11 of the models examined in this study provide 3-hourly O3 concentrations. The full data time 

series plots (Figures A.26-A.30) demonstrate the variation between the models and throughout the 



87 

 

year, which is likely a by-product of the complexity in modelling tropospheric O3. Figure 4.11 

(and Figures A.31-A.35) shows the monthly mean partial columns (a-e) and percent differences 

(f) to highlight the parts of the year which are overestimated or underestimated. For example, 

“springtime” (referred to here as when the sun rises, in approximately late February at the highest 

latitude sites, until May) O3 is of interest in the Arctic due to the springtime maximum in its 

seasonal cycle, and the potential for both stratospheric ozone intrusions into the upper (mid) 

troposphere and surface O3 depletion events (ODEs) due to bromine explosions and halogen 

chemistry. However, the 0-7 km partial column FTIR O3 seasonal cycle, shown here, is dominated 

by the free troposphere and stratospheric processes, and does not have a springtime minimum from 

surface ODEs, as one might expect from surface measurements (Solberg et al., 1996; Berg et al., 

2003; Skov et al., 2006; Eneroth et al., 2007; Whaley et al, 2023). The Arctic surface ODE features 

are primarily limited to the near surface/lower boundary layer (<2 km), whereas the 0-7 km partial 

column is dominated by the free troposphere (Zhao et al., 2016). It can be noted that all of the 

models in this study lack the necessary halogen chemistry needed to simulate ODEs in the high 

Arctic (Whaley et al., 2023).  

Figure 4.11 shows that across all locations, MATCH-SALSA overpredicts O3 by 35-75% in 

winter, which gradually declines until May, after which the bias becomes negative. GEM-MACH, 

GEOS-Chem, UKESM1 and WRF-Chem underestimate springtime O3 most substantially across 

all sites. The discrepancies may arise from inaccuracies in model water vapor leading to an increase 

in O3 destruction and/or a lack of O3 transported from mid-latitudes, which is a substantial source 

of tropospheric O3 in the Arctic (Hirdman et al., 2010; Whaley et al., 2023). In the case of the 

regional GEM-MACH model, low biases in O3 or precursor species at the lateral boundary 

conditions may also be contributing. CESM, CMAM, DEHM and MRI-ESM2 demonstrate 

reasonable agreement with measured springtime O3 across locations, in addition to a smaller 

overall mean percent difference, relative to other models. EMEP MSC-W and WRF-Chem 

simulate springtime O3 comparable to the aforementioned models, although negative biases later 

in the year lead to a larger overall mean percent difference. This may indicate that these models 

have too much photochemical O3 loss in the summer months.  
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Figure 4.11: (a-e) Monthly mean FTIR (black) and smoothed model (colour) 0-7 km partial 

columns of O3 (𝑃𝑃𝑃𝑃𝐹𝐹,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗  and 𝑃𝑃𝑃𝑃𝑀𝑀,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗, respectively), for each location, shown with the 
same y-axis. Error bars represent the standard deviation of the monthly mean. (f) Model-

measurement mean percent difference by month (∆𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗) for each model (by colour) and 
location (by marker). Error bars represent standard deviation of the monthly mean percent 

difference. 

Figure 4.12 (and Figures A.36-A.39) shows the model versus FTIR O3 0-7 km partial columns, 

with the line of best fit and R2 shown in the legend, along with the 1:1 line. The general 

underestimation towards the largest values could be related to the underestimation in precursor 

species (such as CO or NOx), a lack of long-range transport, an underestimation of ozone 

production in air masses during long-range transport to the Arctic, or a combination thereof. Using 

a MOZART-4 tagged tracer simulation of O3, Wespes et al. (2012) examined source attributions 

of the tropospheric O3 columns measured by the FTIR instruments at Thule and Eureka. Their 

analysis shows that the retrievals have minimal contribution from the a priori (~1%), resulting in 

high vertical sensitivity throughout the troposphere. The tropospheric column source contributions 

were estimated, where over half was attributed to anthropogenic sources, followed by stratospheric 

influence and lastly lightning and biomass burning emissions (Wespes et al., 2012). The seasonal 

cycle of Arctic O3 has been shown to vary based on geographical conditions, such as if the site is 

coastal, inland or at a high elevation (Whaley et al., 2023). Moreover, O3 partial columns can be 

variable because they depend on the vertical distribution of O3, which is determined by a 
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combination of emissions, chemistry, dynamics, and radiation, all of which vary with altitude (Rap 

et al., 2015). Notably, Arctic O3 columns have strong gradients in the influences on the vertical 

profile from mid-latitude regions (Europe, North America and Asia), which also vary with season 

(Monks et al., 2015). The combination of these factors leads to an increasingly complex series of 

model processes, which can also result in compounding errors. Without sensitivity simulations, 

like those carried out in Monks et al. (2015) and Rap et al. (2015), it is difficult to definitively say 

which of these processes are responsible for the underestimations found in this study. 

 
Figure 4.12: Smoothed model vs. FTIR 0-7 km partial columns of O3 for Eureka, showing all 

available model-FTIR corresponding data. The black line is the line of best fit, where the 
equation and R2 are noted in the legend. The 1:1 line is shown in light grey. 

Figure 4.13 shows the summary of O3 mean percent differences, R2, and normalized root-mean-

square error. The model-FTIR comparisons reveal that the spatial resolution, and inclusion of 

stratospheric chemistry in the models does not necessarily improve results (refer to Table 4.3 for 

horizontal resolution and stratospheric chemistry). For example, WRF-Chem, EMEP MSC-W, and 

GEM-MACH show a low R2 and higher NRMSE (varying between sites and models), although 

contributing to this for WRF-Chem and GEM-MACH could be the limited number of analysis 

years (two and one, respectively). These air-quality focused models have detailed chemistry and 

were run at higher spatial resolutions, whereas for example CMAM, a climate-focused model, has 

a coarser resolution with simplified tropospheric chemistry and demonstrates larger R2 and smaller 
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mean percent differences (Figure 4.13). However, when considering the stratosphere, CMAM, 

which includes comprehensive stratospheric chemistry, has comparable metrics in Figure 4.13 to 

DEHM, which uses prescribed climatologies for the stratosphere, although resolution differences 

may contribute to compensating errors. Similarly, Whaley et al. (2022) stated that the degree of 

stratospheric chemistry in the models did not reveal a consistent benefit or disadvantage when 

comparing the models with surface measurements. Here, the O3 partial column comparisons show 

significant variation, although again models largely underestimate FTIR measurements. The R2, 

mean percent difference, and NRMSE are relatively consistent, where models with a larger percent 

difference also have weaker correlations and higher NRMSEs. An exception to this is CESM, 

which has one of the smallest overall differences across the models and locations. However, in the 

model vs. FTIR plots (Figures 12 and A.36-A.39), CESM has considerable scatter above and 

below the line of best fit, resulting in a decreased mean difference, while also reducing R2, unlike 

MRI-ESM2, which has a similar mean percent difference and NRMSE, but a stronger linear 

correlation.   

To supplement the aircraft and satellite campaigns undertaken for the POLARCAT study, daily 

mean O3 measurements from the FTIR instruments at Eureka and Thule were compared to 

MOZART-4 simulations in Wespes et al. (2012). When examining a partial column from the 

ground to 300 hPa (approximately 9 km), the smoothed model showed a bias of -15% relative to 

the FTIR. This is consistent with their analysis of aircraft observations, which revealed that the 

model underestimated O3 by 5-15%. Results here are similar to those presented in Wespes et al. 

(2012), where across all the locations and models, 24 of the 55 model-measurement mean percent 

differences were within ±15% (see Figure 4.15). The FTIR uncertainty for O3 partial columns 

ranges from 3.9% to 8.2%; the overall mean percent difference for MATCH-SALSA falls within 

these uncertainty bounds for all locations, and CESM, DEHM, MATCH and MRI-ESM2 are 

within FTIR uncertainty for all locations but Ny Ålesund.  

The AMAP SLCF Assessment Report finds that the multi-model mean of Arctic O3 has a bias of 

+11 ± 3% relative to surface measurements (AMAP, 2021). When partitioning results by region, 

all the models had positive biases when compared to the surface measurements in Alaska and 

negative biases in Northern Europe, resulting in a relatively small mean bias across the Arctic as 

a whole (Whaley et al., 2022). Inaccuracies in long-range transport of O3 and its precursors, such 

as PAN, may have contributed to the increased discrepancy seen in the model-FTIR comparisons 



91 

 

of the current study, particularly in partial columns with larger values. For example, the 

underestimation of CO (see Figures 4.9-4.10) or underestimations related to PAN (e.g., Walker et 

al., 2012; Wizenberg et al., 2024) may contribute to the negative bias in O3. Most models in AMAP 

(2021) show negative biases for Greenland and Northern European locations, which would 

correspond closer geographically with the FTIR sites examined here. When comparing the AMAP 

models to TES (Tropospheric Emission Spectrometer) and ACE-FTS satellite O3 measurements, 

the biases are negative at lower altitudes, and become positive at higher altitudes (Whaley et al., 

2022). AMAP model vs. ozonesonde comparisons showed similar elevated positive biases around 

6-8 km of up to ±50%, again indicating that the models may produce too much O3 from mid-

latitude anthropogenic emissions or that there may be too much downward transport of O3 from 

the stratosphere (Whaley et al., 2023). The best performance in that study came from the multi-

model mean, which simulated O3 within ± 8% throughout the troposphere.  

 
Figure 4.13: By model and location: (a) Overall model-measurement mean percent difference 

for O3 0-7 km partial columns (∆𝑂𝑂), with error bars that represent the standard deviation of the 
mean, as shown in the legend of Figures A.31-A.35. (b) R2 as shown in Figures 4.12 and A.36-

A.39. (c) Normalized root-mean-square error. 

Figure 4.14 shows the monthly MMM for O3 at all locations, along with the monthly mean FTIR 

and the associated percent difference. This shows that the models, as a whole, have an increased 

negative bias in the middle of the year relative to the winter, while still exhibiting a negative bias 
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overall. The longitudinal range of sites examined here may limit biases to be negative, not 

capturing the positive-negative gradient from west-east in O3 found in the AMAP Report (AMAP, 

2021; Whaley et al., 2022). Nonetheless, the model-FTIR O3 comparisons reflect the proclivity of 

the models to underestimate Arctic O3 in the lower troposphere, as also found in the 

aforementioned studies. The results of this study agree with results from previous studies and 

suggest that improvements are still needed for accurate modelling of O3 and CO in the Arctic 

(Whaley et al., 2023). Models still require improvements in their treatment of stratospheric-

tropospheric exchange and Arctic boundary layer processes to better simulate Arctic O3, as well 

as further improvements and understanding about processes influencing O3 removal through dry 

deposition and O3 photochemical production from anthropogenic, biomass burning and natural 

sources in the lower and mid troposphere.  

 
Figure 4.14: (a-e) Monthly mean FTIR (black) and multi-model mean (colour) 0-7 km partial 
columns of O3 (𝑃𝑃𝑃𝑃𝐹𝐹,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗 and 𝑃𝑃𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗, respectively), with error bars and shaded 
areas representing the standard deviation of the mean. (f) Monthly mean percent difference of 

the MMM (∆𝑂𝑂,𝑀𝑀𝑀𝑀𝑀𝑀) for all locations. 

4.5 Conclusions 
This study compares atmospheric models with data from five Arctic NDACC ground-based FTIR 

spectrometers. The models simulate SLCFs and precursor gases with 3-hourly outputs for the years 
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2008, 2009, 2014, and 2015. Here, a total of three models are evaluated for CH4, nine for CO, and 

11 for O3. The model simulations are compared with FTIR tropospheric partial column 

measurements to assess performance throughout the year and across locations.  

Generally, across the five locations, the model simulations of 0-7 km partial columns of CH4, CO 

and O3 are underestimated. There were no significant patterns in the biases identified between the 

sites, species, or models examined. Modelled CH4 partial columns are relatively consistent across 

the year, broadly capturing seasonal cycles, with the exception of a few outliers. CO simulations 

are inconsistent in reproducing the seasonal cycle, underestimating springtime partial columns 

compared to the rest of the year, and skewing differences to be more positive when there are 

enhancements due to biomass burning events. Similarly, the models underestimated O3 maxima 

more than O3 minima in the troposphere. The multi-model means are reflective of these trends, for 

which (ignoring outliers), the CH4 mean percent difference is relatively consistent across the year, 

CO has a maximum difference in the spring and a minimum in the summer, and O3 has maximum 

difference centered around the summer. The AMAP SLCF Assessment Report found the best 

results using a multi-model mean for all species when comparing with surface measurements 

(AMAP 2021; Whaley et al., 2022). However, here, the multi-model means of the tropospheric 

column for all species are biased low. The average MMM mean difference is approximately -10% 

for CH4, -21% for CO and -18% for O3 (see Table 4.4), where the uncertainty of the FTIR 0-7 km 

partial column is on the order of 6% on average. When examining the models and location pairs 

individually, the mean difference (inclusive of standard deviation) is within the respective FTIR 

uncertainty, for six of 15 model-FTIR comparisons for CH4, 12 of 34 for CO, and 25 of 55 for O3 

(see Figure 4.15). 

These evaluations show that models are lacking some degree of transport and/or emissions to 

accurately reproduce tropospheric columns and seasonal variability in the Arctic. Model 

evaluation can provide a valuable checkpoint to help improve the representation of the Arctic in 

atmospheric models. NDACC FTIR spectrometers were selected for this project because of the 

wide range of species measured, high spectral resolution, multiple high-latitude sites, and publicly 

available data; in addition, the column-integrated FTIR measurements used in this study have a 

spatial and temporal footprint that is more representative of the free troposphere than in situ and 

satellite measurements. Future work would benefit from the inclusion of sensitivity studies, 

furthering the model-measurement comparisons with mid-latitude NDACC FTIR sites, and 
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extending comparisons to a longer timeframe, with some models and locations having data from 

as early as 1990.   

 
Figure 4.15: Summary of model-measurement mean percent difference (∆O) for each model and 

location by species. MMM is the multi-model mean (∆O,MMM). The colour scale indicates the 
mean percent difference relative to the FTIR measurements, from blue (-50%) to red (+50%). A 

square marker indicates that the mean percent difference is within the FTIR uncertainty. A 
triangle marker indicates that the mean difference is within the FTIR uncertainty combined with 

the standard deviation of the monthly mean percent difference.   
 

  



95 

 

 

Table 4.4: The multi-model mean percent difference (∆O,MMM) for each species at each location, 
including the overall average percent difference for each species and the standard deviation of 

the mean. 

Gas Location MMM Percent Difference 

CH4 

Eureka -9.9 ± 0.7 

Ny Ålesund -10.2 ± 0.7 

Thule -7.5 ± 2.0 

Kiruna -11.6 ± 0.5 

Harestua -9.2 ± 1.4 

Average -9.7 

CO 

Eureka -17.6 ± 5.6 

Ny Ålesund -16.7 ± 7.9 

Thule -24.4 ± 6.5 

Kiruna -23.7 ± 5.2 

Average -20.6 

O3 

Eureka -20.1 ± 10.2 

Ny Ålesund -28.5 ± 8.3 

Thule -17.6 ± 9.8 

Kiruna -14.6 ± 8.7 

Harestua -9.6 ± 9.5 

Average -18.1 
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Chapter 5  
 The Impact of the 2023 Canadian Forest Fires on Air 

Quality in Southern Ontario 
This chapter examines the impacts of the record-breaking 2023 Canadian wildfire season on air 

quality and composition in Southern Ontario. The analysis focuses on three main events (May 16‐

23, June 3‐9, and June 17‐30, 2023) when the composition of smoke was measured over Toronto 

and Egbert, Ontario. Tropospheric columns (0-10 km) of multiple trace gases were measured using 

TAO and CARE FTIRs to assess enhancement ratios during events. Plume transport was analyzed 

using HYSPLIT, GEM-MACH-FireWork (GM-FW), and MOPITT CO satellite data. Additional 

measurements included surface CO, O3, and PM2.5, plume height from MiniMPL, and EM27/SUN 

XCO columns. The GEM-MACH FireWork model was evaluated using tropospheric column 

measurements, surface and satellite measurements. This work is published in the Journal of 

Geophysical Research - Atmospheres, as “The Impact of the 2023 Canadian Forest Fires on Air 

Quality in Southern Ontario” (Flood et al., 2025a).  

5.1 Introduction  
The summer of 2023 marked an unprecedented year for wildfires in Canada. The burned area 

surpassed 16 million hectares, which is more than the cumulative total burned area from the 

previous eight years (2015-2022) (CWFIS, 2024). The National Oceanic and Atmospheric 

Administration 2023 Annual Climate Report indicates that 2023 was the hottest year on record, 

both globally and for North America (NOAA, 2024). The 2023 fire season was unique for Canada: 

it started in late April, which is earlier than normal, and persisted into October (Jain et al., 2024). 

Sizable wildfire events, such as those occurring in 2023, can have significant implications for local 

ecosystems, human health, and the economy.  

Over 5000 air quality alert bulletins were issued by ECCC in 2023, compared to the national annual 

average of 1,300 from 2017-2022 (Jain et al., 2024). During the summer of 2023, some of the 

worst-affected areas of Canada had more than 60 days with poor air quality due to wildfire-related 

pollution (Jain et al., 2024). Negative health impacts are more significant to communities closer to 

the fire-affected areas; however, as fires continue to increase in frequency and size, exposure rates 

both locally and via long-range transport will rise. Although Southern Ontario does not generally 
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experience wildfires, the area is densely populated, with ~7 million people, or 18% of Canada’s 

population, living in the Greater Toronto and Hamilton Area (Stats. Can., 2023) and is susceptible 

to long-range transport of emissions from sizeable wildfire events, as observed in the summer of 

2023. 

Generally speaking, estimates of fire emissions and transport dispersion models have key areas for 

improvement, including plume height parameterizations, vegetation type, fire type representations, 

plume chemistry and atmospheric transport (e.g., wind, precipitation, temperature), all of which 

may be confounded when fire plumes from several events are reaching one location at the same 

time. Chemical transport models which include fire emissions and simulate atmospheric processes, 

including chemistry, are applied operationally for emergency response and public health purposes, 

and as such it is important to work towards improvements of the models. A key step in this process 

is to evaluate models with observational data. The prolonged, large-spread smoke events that 

occurred in the summer of 2023 across Canada, and the subsequent atmospheric measurements, 

provide an opportunity to test the performance of the models.  

This study aims to evaluate the impact of the 2023 Canadian wildfires on the atmospheric 

composition and air quality in Southern Ontario through the amalgamation of data from several 

ground-based and satellite atmospheric monitoring instruments, a chemical transport model, and a 

back-trajectory model. The transport of wildfire smoke is evaluated through its related trace gases 

using measurements from high-resolution, ground-based FTIR spectrometers, located in Toronto 

and Egbert, Ontario. This method is capable of simultaneously measuring several atmospheric 

trace gases, to provide information about the composition of the smoke plume. Additionally, CO 

measurements are supplemented with total column CO from a lower-resolution FTIR instrument 

at the University of Toronto and from the MOPITT satellite instrument. Smoke plume heights are 

assessed with a MiniMPL instrument, and trajectories are estimated using the HYSPLIT dispersion 

model. Surface concentrations of CO, O3 and PM2.5 from the Ontario Ministry of Environment, 

Conservation and Parks (OMECP) are discussed in relation to air quality during these events. The 

GM-FW air quality forecast model outputs are evaluated against tropospheric partial columns of 

CO, NH3 and O3, local surface measurements of CO, O3 and PM2.5, and mapped satellite total 

column CO. The rest of this chapter is structured as follows: Section 5.2 describes the datasets 

used, Section 5.3 outlines the methodology, Section 5.4 presents results and discussion, and 
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Section 5.5 provides a summary and conclusions. Supplementary material is included in 

Appendix B.  

5.2 Datasets  

5.2.1 FTIR Measurements 

Solar-viewing FTIR spectrometers are used to record solar absorption spectra from which trace 

gas profiles and columns are retrieved. The method requires sunny days with relatively low 

cloud/haze to operate, which leads to intermittent gaps in the measurements. Unless otherwise 

stated, the use of “FTIR” (data/measurements) refers to the high-resolution FTIR instruments 

described in Sect. 5.2.1.1, while data from the lower-resolution EM27/SUN FTIR will be specified 

as such. 

5.2.1.1 High-Resolution FTIR  

For a description of FTIR spectroscopy and the instruments at TAO and CARE, see Chapter 2. 

The instrument locations are shown in Figure 5.1, where the yellow ‘x’ marks CARE and orange 

‘+’ marks TAO. The FTIR measurements examined in this chapter are CO, C2H6, CH3OH, HCN, 

HCOOH, NH3 and O3 (Yamanouchi et al., 2023). The daily mean CO tropospheric columns are 

well-correlated (R=0.85) between the TAO and CARE sites. The TAO 2002-2023 0-10 km partial 

column, 10-20 km partial column, and total column VMR AVKs for each of these species are 

shown in Figure 5.2, providing information about the contributions of the different altitudes to the 

retrieved columns. Table 5.1 lists the mean percent uncertainty, and mean DOFS of the 0-10 km 

partial column, and total column DOFS for the gases of interest, using the entire TAO time series.  
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Figure 5.1: Map showing the locations of the ground-based instruments used in this study (Esri, 

2024). 

 
Figure 5.2: Mean 2002-2023 averaging kernels from TAO for 0-10 km (round markers) and 10-

20 km (dashed line) partial columns, and for total columns shown for 0-20 km (‘X’ markers), 
with a grey line marking 1. 
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Table 5.1: Mean 2002-2023 TAO 0-10 km partial column percent uncertainty and DOFS, and 
total column DOFS for species of interest. 

Gas 0-10 km Partial Column 
Percent Uncertainty 

Mean Total Column 
DOFS ±1σ 

Mean 0-10 km Partial 
Column DOFS ±1σ 

CO 3.52 2.20 ± 0.25 1.69  ± 0.12 
C2H6 4.90 1.88 ± 0.29 1.36 ± 0.19 

CH3OH 16.5 1.51 ± 0.15 1.37 ± 0.12 
HCN 7.99 2.11 ± 0.40 0.82 ± 0.14 

HCOOH 13.1 1.06  ± 0.04 0.93 ± 0.2 
NH3 15.4 1.11 ± 0.09 1.11 ± 0.09 

O3 (v0.9.4.4) 6.28 4.38 ± 0.52 1.11 ± 0.18 

 

5.2.1.2 EM27/SUN FTIR 

The EM27/SUN FTIR used in this study is located at the University of Toronto (UofT), co-located 

with the TAO FTIR (TAO “+” marker in Figure 5.1). This instrument uses a retrieval software 

called “GGG” to obtain column-averaged dry-air mole fractions (Xgas) of several species, including 

CO, CO2, and CH4 (Hedelius & Wennberg, 2023). The instrument is designed to be a portable 

solar-viewing Fourier transform spectrometer  with a 1.8 cm optical path difference and a spectral 

resolution of 0.5 cm- 1 (as defined by Bruker’s 0.9/max OPD), with a spectral range of 6000-9000 

cm-1 (Gisi et al., 2012). One scan takes approximately 6 seconds, allowing for a more frequent 

product compared to the DA8 FTIR, which takes about 12 minutes. The dry-air mole fraction of 

CO (XCO) total column measurements are used here to supplement the CO measurements made 

by the higher-spectral-resolution FTIR data described above. 

5.2.2 Air Quality Data 

The OMECP partners with ECCC to provide hourly concentrations of pollutants and an Air 

Quality Health Index (AQHI) at 38 ambient air monitoring stations across the province to inform 

the public of the impact of local air quality on their health (OMECP, 2024). Surface measurements 

for CO, O3, and PM2.5, and the AQHI are acquired for May through September 2023 for locations 

in Toronto and Barrie (closest OMECP station to Egbert). The manufacturer’s instrument detection 

limits are 0.04 ppm for CO, 0.5 ppbv for O3, and 0.5 μg/m3  for PM2.5 at the Toronto Downtown 

location, and 0.1 μg/m3  for PM2.5 at the Barrie location (Teledyne Advanced Pollution 

Instrumentation 2016; Thermo Fisher Scientific 2013, 2017a, 2017b).  Note that only the “Toronto 
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West” location provides CO measurements. The circles in Figure 5.1 show the OMECP station 

locations, where Barrie is in yellow (~18 km from CARE), Toronto West (~13 km from TAO) is 

in maroon, and Toronto Downtown is in red (~2 km from TAO). The daily mean values for PM2.5 

between the Toronto Downtown and Barrie locations are well correlated (R=0.90). 

5.2.3 MOPITT 

The MOPITT instrument is on NASA’s Terra satellite, launched in 1999, and is operated by the 

Canadian Space Agency. It measures CO, focusing on the lower atmosphere, via a nadir-viewing 

infrared radiometer, covering 82°S to 82°N (Drummond et al., 1995). Following a sun-

synchronous polar orbit (98.5° inclination angle) at an altitude of approximately 705 km. The 

spatial resolution is 22 km at nadir with a swath of 640 km wide, and global coverage is achieved 

approximately every three days. The satellite has an overpass time of 10:30 / 22:30 local time, and 

provides CO as a total column average in ppbv. Validation using aircraft profiles shows that 

retrieval biases are on the order of ±5% (Deeter et al., 2022). The thermal-infrared (TIR) and NIR 

V9 mean total column over the event periods of interest are mapped to provide large-scale context 

of the extent of the CO enhancements and used to assess the GM-FW CO long-range transport 

(NASA/LARC/SD/ASDC, 2024).   

5.2.4 Mini Micro-Pulse Lidar 

MPLNET is a global network of ground-based lidar instruments that measures aerosol and cloud 

vertical profiles in support of the NASA Earth Observation System program (Campbell et al., 

2002). The MiniMPL instrument located at the University of Toronto contributes measurements 

to MPLNET (TAO “+” marker in Figure 5.1).  It samples the atmosphere every 60 seconds up to 

30 km and operates during daylight hours from sunrise to sunset. The data product used here is the 

Normalized Relative Backscatter (NRB), which is a relative lidar signal strength, in MHz km2 μJ- 1 

this is used to represent the approximate height of transported smoke layers (NASA, 2024). 

5.2.5 HYSPLIT 

The HYSPLIT model is used to compute air parcel trajectories, dispersion, transport, deposition 

and transformation (Draxler and Hess, 1998; Stien et al., 2015). A primary feature of the program 

is the ability to simulate back-trajectories used for source-receptor relationship studies. In the 

context of smoke plumes, the program can be used to calculate source dispersion from the point 



102 

 

of the fire (e.g., Li et al., 2020) or to calculate back-trajectories to investigate the sources 

contributing to air concentrations at a particular receptor location (e.g., Selimovic et al., 2019). 

Furthermore, HYSPLIT is used for the operational smoke forecasting system at the National 

Oceanic and Atmospheric Administration (NOAA) to produce 48-hour smoke transport and 

concentration predictions (Stein et al., 2009), and for the United States Forest Service ensemble 

trajectories (USFS, 2024). 

HYSPLIT offers a user-friendly online version called READY (Real-time Environmental 

Applications and Display sYstem) (Rolph et al., 2017). This allows a user to choose a location, 

height, meteorology, and timeframe to run trajectory dispersion simulations forwards or backwards 

in time. The air parcel trajectories move a single Lagrangian particle with the mean wind from the 

user-defined meteorological scheme, in this case the Global Data Assimilation System (GDAS) 

meteorology on 1° latitude-longitude grid with 23 pressure levels, and at 3-hour intervals. Errors 

in the trajectory arise from uncertainties in the input data such as the forecast meteorology and 

representation of the atmosphere through space and time, in addition to computational errors, 

which in total are estimated to account for 15-30% of the distance travelled (Draxler & Rolph, 

2007).  

There are four options for the trajectory simulations: standard, matrix, ensemble or frequency. In 

the current application, the ensemble type was used, which starts 27 individual trajectories from 

the same location, with the initial calculation of the meteorological grid offset by ±1 grid point in 

the horizontal direction and 0.01 sigma units in the vertical. Using an ensemble of trajectories in 

the area of interest allows for a better approximation of the true state. Because uncertainties 

accumulate as a result of initial conditions in the trajectory calculation, running the ensemble 

simulation gives more confidence in the trajectory of air into a region in comparison to a single 

trajectory (Draxler, 2003). Running this program with back-trajectories allows for an assessment 

of air mass source areas for plumes that reached the location on a given date.  

5.2.6 GEM-MACH FireWork 

ECCC produces a near-term operational regional air quality forecast called the Regional Air 

Quality Deterministic Prediction System (RAQDPS). This is used to generate local AQHI 

forecasts based on model-predicted surface concentrations of O3, PM2.5 and NO2 pollutants (Chen 

& GEM-MACH development team, 2019). Underlying this system is the chemical transport model 
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GEM-MACH. FireWork is an extension of the RAQDPS with the same anthropogenic emissions, 

grid, meteorology, and boundary conditions, but with the addition of near-real-time biomass-

burning emissions (Pavlovic et al., 2016; Chen et al., 2019). The chemical lateral boundary 

conditions are from the MOZART seasonal chemical climatology that does not vary with time, 

and the meteorological lateral boundary conditions are from nested GEM simulations. The wildfire 

locations from the previous 24-hour are obtained from the Canadian Forest Services (CFS) 

operational Canadian Wildland Fire Information System (CWFIS), using satellite hotspot data. 

Fire emissions are estimated using the CFFEPS accounting for fire behaviour and regional 

meteorology (Chen et al., 2019). This allows for model simulations over the North American 

domain on a 10x10 km grid, with and without fire emissions. Fire plume height is determined by 

the thermodynamic plume rise scheme in CFFEPS. When compared with satellite observations 

from the Multi-angle Imaging SpectroRadiometer (MISR) and TROPOMI, on average, the GM-

FW fire plume heights were above the observation by approximately 60-320 m and 270-580 m, 

respectively (Griffin et al., 2020), although this is within the uncertainty range of these 

measurements. GM-FW fire emissions were compared to well-established global fire emissions 

inventories regionally and globally for the years 2015-2020, and were found to be within the range 

of these datasets, indicating that the modelled fire emissions should be realistic (Anderson et al., 

2024). 

The output includes three-dimensional fields of VMRs for several chemical species. Here, vertical 

profiles of CO, NH3 and O3 over downtown Toronto and Egbert are extracted from the simulations 

with and without fire emissions and used to derive columns as described in Section 4.3. Surface 

values for CO, O3, and PM2.5 are extracted from the area corresponding to the OMECP locations 

of Toronto Downtown, Barrie, and Toronto West (for CO). The mean total column CO over the 

period of the three events is mapped over the area of Canada, and compared to MOPITT CO over 

the same time. Hereafter, these model results will be referred to as GM-FW (all emissions) or GM 

(without fire emissions). The data version used in these comparisons corresponds to “024”, where 

GM is “RAQDPS024” and GM-FW is “RAQDPSFW024” (ECCC, 2024). 

5.2.7 Fire Perimeters 

The fire perimeters used here are provided by the CWFIS Datamart (CWFIS, 2024). The hotspot 

locations are identified with satellite imagery from multiple sources, including the Advanced Very 
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High-Resolution Radiometer (AVHRR) from the NOAA National Environmental Satellite, Data 

and Information Service (NESDIS), and NASA’s Moderate Resolution Imaging 

Spectroradiometer (MODIS) and Visible Infrared Imaging Radiometer Suite (VIIRS). These are 

processed into mapped areas with inputs from fire management, fire weather/fire danger rating 

systems. 

5.3 Methods  

5.3.1 Defining Enhancements and Events 

Trace gas enhancements in the 0-10 km TAO FTIR partial columns are identified relative to the 

historical monthly means. These monthly means are derived from the TAO time series for 2002-

2022, labelled in Figure 5.3 as the baseline (“BL”). Given the extended gap in the FTIR operations 

at CARE, the TAO baseline is used for both locations. Enhancement events are defined as a period 

for which CO is (generally) above the 1σ standard deviation of the monthly mean. The baseline is 

used to calculate the relative percent enhancements during different events in Section 5.4. Figure 

5.3a shows the 0-10 km partial column time series of the TAO (orange markers) and CARE 

(yellow markers) FTIR measurements, and the baseline (black line) with ±1σ (grey shading). 

These are supplemented with measurements from the EM27/SUN FTIR (Figure 5.3b) co-located 

with TAO. Figure 5.3c shows the OMECP surface hourly PM2.5 measurements from Toronto and 

Barrie, along with the 2020 Canadian Ambient Air Quality Standard (CAAQS) for PM2.5 marked 

in red (27 μg/m3 over 24-hour mean) (Health Canada, 2023). Several enhancements of CO can be 

seen throughout the summer, and three events of interest (May 16-23, June 3-9, and June 17-30) 

are highlighted in the figure with light blue shading; these events are discussed in detail in Section 

5.4. Similar to Figure 5.3a and Figures B.1-B.6 show the time series for 2023 of the other species 

discussed. 

To compute enhancement ratios between the fire-related species (as listed in Table 5.1) and CO, a 

linear regression is applied to the “partial column enhancement” using all measurements within 

the defined events which occur within ±3 hours of a CO measurement (Lutsch et al., 2016; 

Yamanouchi et al., 2020). The partial column enhancement is expressed as the difference between 

the 0-10 km partial column measurement, and the monthly baseline (e.g., Paton-Walsh et al., 

2005). As not every measurement within the events is enhanced, there are instances of negative 

values in these plots. The uncertainty of the enhancement ratio (slope) accounts for the errors in 
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retrievals of both species (x and y axes) following the unified least squares approach in York et al. 

(2004). 

 
Figure 5.3: (a) CO 0-10 km partial columns from the TAO FTIR (orange) and CARE FTIR 
(yellow) with the TAO monthly mean baseline (BL) ±1σ marked with a black line and grey 
shading, (b) UofT EM27/SUN XCO. (c) OMECP PM2.5 from Toronto (orange) and Barrie 

(yellow) with the CAAQS marked in red. The three events of interest are within the blue shaded 
regions. 

5.3.2 Back-Trajectories 

To determine the source of the air parcels transported over the TAO and CARE sites during the 

three events, the HYSPLIT ensemble trajectory model was used in the back-trajectory simulation 

analysis. The times and dates of back-trajectories for each event were chosen based on when the 

CO enhancements, as measured by the high-resolution and EM27/SUN FTIRs (as shown in Figure 

5.3), and OMECP hourly air quality reports were at their peak values (similar to Selimovic et al., 

2019). The dates/times chosen were 20:00 UTC May 16 for Event 1, 19:00 UTC June 6 for Event 

2, and 21:00 UTC June 28 for Event 3. The trajectories were calculated for 72 hours back from 

these air parcel arrival times.  
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To choose the heights for which the back-trajectories are released, the TAO FTIR and MiniMPL 

data were used to determine the presence of the smoke layer during each event. Figure 5.4 shows 

the percent difference between the measured profiles during the day selected for the back-

trajectory and the baseline profile to locate the altitudes of the peak relative enhancements. To 

supplement this, the MiniMPL NRB values corresponding to the same measurement time (within 

±1 hour) were plotted as a function of altitude. In the FTIR profiles, there are maxima in the 

differences profile (Figure 5.4a-c) at approximately 5 km for Event 1, and 1 km for Events 2 and 

3. These correspond well with the peak NRBs observed by the MiniMPL (Figure 5.4d-f) for those 

events, which are at higher vertical resolution than the FTIR data. (Note that the MiniMPL points 

above the fire enhancements are a result of noise from signal attenuation from above the smoke 

layer). Based on these profiles, the HYSPLIT ensemble back-trajectories were released from 

1000 m and 5000 m, which corresponds to the peak CO and NRB profiles for the three events.  

 
Figure 5.4: (a-c) TAO FTIR CO profile percent difference between the measurements on the 

peak day and the TAO baseline (100×[meas. - mean]/mean), (d-f) UofT MPLNET Normalized 
Relative Backscatter (NRB) for the times corresponding to FTIR measurements. Event 1 (a/d) 

shows May 16, Event 2 (b/e) shows June 6, and Event 3 (c/f) shows June 28.  
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5.3.3 GEM-MACH FireWork Comparisons  

Model simulation results are available at one-hour intervals, so the FTIR measurements are 

matched with the output at the nearest hour. The FTIR and model data are aligned using the process 

outlined in Section 4.3 (and Flood et al., 2024). Briefly, the modelled atmospheric profile is 

extracted corresponding to the geographic location closest to the FTIR instruments, interpolated 

onto the FTIR pressure grid, and smoothed with the corresponding AVK and a priori profile. The 

smoothed model output is converted from a VMR profile (in ppmv) to a vertical profile in 

molecules/cm2, and summed from 0 to 10 km to get partial columns.  

These are used to evaluate how the GM-FW model simulates the tropospheric columns of CO, 

NH3 and O3, as compared to the high-resolution FTIR instruments at TAO and CARE. Using the 

GEM-MACH outputs with fire emissions (“GM-FW”) versus without fire emissions (“GM”) 

allows for the direct attribution and assessment of the impact of wildfires on atmospheric 

composition in the downwind receptor areas. The differences are assessed as a time series with the 

percent difference between GM-FW and the time-matched FTIR measurement, and overall percent 

difference (the mean of the percent differences) and the NRMSE error (as described in Section 

4.3). In addition, the comparisons are presented in scatter plots, with a linear regression showing 

the slope and R value for both locations.  

To assess the GM-FW vertical profiles, the mean profiles for each event are compared to the mean 

TAO FTIR profiles for each event. Additionally, the mean percent enhancement is calculated, 

similar to Figure 5.4a-c, with the FTIR compared to the baseline profile, and GM-FW compared 

to GM to show where in the profile the enhancements are the most significant.  

In addition to the partial columns and profiles, the GM-FW surface VMR of CO, O3 and PM2.5 are 

compared with the OMECP surface measurements from the Barrie and Toronto stations. As 

mentioned, CO is only available from Toronto West, and the closest OMECP location to Egbert is 

Barrie; for these, the model output is extracted for the closest possible grid point. As both the 

model and OMECP give hourly concentrations, the comparisons are made using daily averages to 

reduce the impact of outliers and diurnal cycles. Similarly these are shown as a time series with 

percent difference, overall mean percent difference, NRMSE, and as a scatter plot with a linear 

regression. 
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To evaluate plume location during the events, the event-averaged CO VMR from GM-FW is 

plotted on a map of Canada, and on a zoomed-in map of Southern Ontario for each event. 

Comparing these maps with the similar maps of event-averaged CO columns measured by 

MOPITT allows for an assessment of the CO spatial distribution during each event. 

5.4 Results and Discussion  

5.4.1 Long-Range Transport of Events 

Three events were defined based on the enhancements as discussed above. The time marked as 

“Event 1” is from May 16-23, “Event 2” is from June 3-9, and “Event 3” is from June 17-30. Each 

event resulted in progressively worse air quality in Southern Ontario (see the AQHI from Toronto 

Downtown for each event in Table B.1 and AQHI map in Figure B.7). Toronto experienced a total 

of 14 “poor air quality” days during the summer of 2023, where the maximum single-day mean 

PM2.5 reached 129 μg m-3 (during Event 3), almost five times the CAAQS (Health Canada, 2023; 

Jain et al., 2024). Mendez-Espinosa et al. (2019) found both a temporal and spatial coincidence 

between pollution levels (including CO and PM2.5), fire location/frequency and air mass origin 

when using HYSPLIT back-trajectories to examine urban air quality with fires within a buffer 

zone. Here, the difference between events can be observed in both the size/number of active fires 

and the long-range transport that is incident on the region, as depicted by the HYSPLIT back-

trajectories. 

Figure 5.5 shows the HYSPLIT 72-hour ensemble back-trajectory initiated at 5000 meters above 

ground level (magl) (a, c, e) and 1000 magl (b, d, f) from TAO for Event 1 (a, b), Event 2 (c, d) 

and Event 3 (e, f). The colour bar (blue to yellow) indicates the frequency at which air parcels 

from the ensemble passed over a given area, where a brighter yellow represents a higher 

occurrence. The red polygons represent the active fire hotspots at that time of the event with data 

from the CWFIS Datamart. The distance between TAO and CARE (70 km) is minimal compared 

to the distanced travelled by the air parcels as depicted in the back-trajectories; the CARE back-

trajectories are comparable to these for TAO and are available in Appendix B (Figure B.8).  
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Figure 5.5: HYSPLIT 72-hour ensemble back-trajectories, initiated from TAO at the times listed, 

from 5000 m (a,c,e) and 1000 m (b,d,f). Red polygons represent the active fires at the time 
(CWFIS, 2024; Esri, 2020). 

Event 1 was an early season event, where fires were concentrated in Western Canada. Figure 5a 

(and Figure B.8a) shows that the trajectories around 5 km in altitude during this time had passed 

over the fires in Alberta and Saskatchewan. The 1 km trajectories (Figures 5.5b and B.8b) did not 

extend as far, but show some overpass of fires in the Prairies. During Event 1, the AQHI remained 

predominately at “low risk” in both Toronto and Barrie, but with enhanced tropospheric columns, 

indicating that smoke plumes were aloft in the area. According to the CWFIS hotspot report, 

approximately 9506 km2 were burned in Canada during Event 1 (CWFIS, 2024). 

Event 2 happened as fire activity across Canada began to increase, particularly in Quebec. Figure 

5.5c/d (and Figure B.8c-d) shows that at this time both the 1 km and 5 km trajectories had travelled 
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a similar path, crossing over fires in northwest Quebec. During this event, the AQHI in Southern 

Ontario was generally rated as “moderate risk”, with surface VMRs above the CAAQS threshold, 

and partial columns greatly enhanced. According to the CWFIS hotspot report, approximately 

13,153 km2 were burned in Canada during Event 2 (CWFIS, 2024). 

Event 3 exhibited the most severe air quality degradation in Southern Ontario region, with active 

fires in many areas across the country. Figure 5.5e (and Figure B.8e) shows that the 5 km 

trajectories reached the region after passing over fires in Northern Alberta, Saskatchewan, 

Manitoba, and Northern Ontario. The 1 km trajectories (Figures 5.5f and B.8f)  can be seen passing 

over the large active fires in Quebec. At the peak of the smoke event, the AQHI in Barrie and 

Toronto was labelled as “high risk”, smoke haze was visible to the eye and both surface and partial 

column measurements reached their local maximum for the year. According to the CWFIS hotspot 

report, approximately 24,659 km2 were burned in Canada during Event 3 (CWFIS, 2024). 

5.4.2 Enhancement Ratios 

Enhancement ratios indicate the downwind relationship between a target species and a long-lived 

reference species (here CO) and provide insight into the composition of a plume. These 

relationships can be a useful reference point for developments in chemical transport models. As 

described in Section 5.3.1, the enhancement ratios are represented by the error-weighted linear 

regression of the partial column enhancements, during the events. Figure 5.6 shows the 0-10 km 

partial column enhancements between each gas and CO for May to September 2023 measured 

within 3 hours of each other for both TAO and CARE (grey), the times which correspond to 

measurements within the fire events are coloured. The number of measurements for any given time 

is dependent on the operations of the FTIR, which may be restricted due to reduced solar intensity 

(e.g., weather, cloud, haze thick smoke) or operational downtimes. Due to the similarities shown 

in the long-range trajectories examined in Section 5.4.1 (Figures 5.5 and B.8), the line of best fit 

and the consequent regression analysis is applied to the combination of CARE and TAO data, to 

maximize the number of data points used. To examine the differences between the fire events and 

their transport to Southern Ontario, the enhancement ratios for each event are plotted separately 

(Figure 5.6). Assuming that the major contributions throughout each event are represented by the 

HYSPLIT back-trajectories (Figure 5.5 and B.8), Event 1 was due to transport from Western 

Canada, Event 2 from Quebec, and Event 3 a mix of both. Figure B.9 shows the same information 
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as Figure 5.6, but with data from the three events combined, and a single enhancement ratio 

calculated for each species. Table B.3 summarizes the different slopes and R values between the 

two methods and indicates if the slope/R value increased (green shading), decreased (red shading) 

or remained the same (yellow shading) relative to the combined value. 

Considering the slope and R values of the enhancement ratios for all the events, a positive 

relationship is observed between enhancements in CO with C2H6 (R=0.36-0.52), CH3OH (R=0.64-

0.82), HCN (R=0.51-0.77), and HCOOH (R=0.66-0.87) during the events. The correlation 

between CO and NH3 (R=0.32-0.47) is lower, and even less so for O3 (R=0.06-0.49).  There are 

fewer enhancements present in the time series for NH3 and O3 (as seen in Figure B.5 and B.6), 

which result in more partial column enhancements on or near the negative axes, and less correlation 

with the fire-enhanced CO values. This may be linked to NH3’s short lifetime with primarily 

agricultural sources in Southern Ontario, and O3’s non-linear photochemistry that may be 

suppressed during some fire events. The regression only considers points during the events, similar 

to other studies which examine enhancement ratios with FTIR measurements (e.g., Lustch et al., 

2016, 2020; Yamanouchi et al., 2020), where all observations within an event are used. However, 

the ratios presented here consider the partial column enhancements relative to the background 

level, rather than a total column measurement, as the previously mentioned studies do.  

Comparing the 2023 enhancement ratios to those discussed in the long-term TAO analysis 

(Yamanouchi et al., 2020), C2H6 is within the broad range previously reported (0.003-0.009 vs. 

0.0012-0.019), CH3OH is generally lower (0.016-0.028 vs. 0.029-0.045), HCN is within the 

previously reported range (0.003-0.006 vs. 0.0037-0.0057), and HCOOH is also lower (0.012-

0.030 vs. 0.033-0.041). When comparing with the combined values, with the exception of O3, all 

of the enhancement ratios are increased with Event 1 (smoke from western Canada), decreased 

with Event 2 (smoke from Quebec), and are mixed for Event 3 (increased, decreased, and 

unchanged). The Event 1 values are closer to those reported in Yamanouchi et al. (2020), consistent 

with less intense, long-range transport more commonly experienced by the Toronto area. The 

differences in enhancement ratios between the three events may be due to differences in vegetation, 

burn phase, meteorology along the plume path, and/or chemistry and plume aging. All are 

particularly relevant for CH3OH and HCOOH, which have a more significant difference in slopes 

and improved R-values when split, and are shorter-lived species (Jacob et al., 2005; Paulot et al., 

2011). Species like C2H6 and HCN have somewhat higher R values when combined, and less 
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significant slope changes, which is consistent with their longer chemical lifetimes and less 

dependence on plume aging over these distances and time scales (Viatte et al., 2015; Xiao et al., 

2008). The higher R values and broad range in ratios between events for NH3 and O3 highlight the 

reactivity and variability of these species, which will be discussed further in the following 

paragraphs. 

NH3 was not discussed in respect to biomass burning enhancements with the TAO FTIR in 

Yamanouchi et al. (2020), however it was considered in Lutsch et al. (2020) in relation to the long-

range transport of emissions from the 2017 fires in Northwest Territories, Canada. They report an 

enhancement ratio of 0.00465 with an R value of 0.45; here, the R value and slope are lower 

(R=0.34 and 0.003). Additionally, the NH3/CO correlation coefficient derived from the same 2017 

fires are higher at the High Arctic site at Eureka (80°N) than at Toronto (R=0.70 vs. R=0.45), in 

part because of fewer local NH3 sources (e.g., agricultural, urban, industrial) contributing to the 

signal in the Arctic. During the 2019 Fire Influence on Regional to Global Environments and Air 

Quality (FIREX-AQ) campaign, NH3 and submicron particulate ammonium (NH4
+) were 

measured with aircraft in smoke plumes. This showed that in wildfire plumes, NH3 was converted 

to NH4
+ within 2 hours of emission (Tomsche et al., 2023). Using aircraft measurements from the 

Western Wildfire Experiment for Cloud Chemistry, Aerosol Absorption, and Nitrogen (WE-

CAN), Lindaas et al. (2021) studied NH3 and NH4
+ in fresh (<1 day) to old plumes (>3 day). They 

found that conversion to NH4 increases NH3 loss in fresh plumes; although background errors 

become larger as a plume dilutes and enhancements approach background levels. Adams et al. 

(2019) discuss the broad range of NH3/CO emission factors, referencing a short (and method-

dependent) lifetime (3-48 hours) and the association of NH3 release during smoldering 

combustion. The combination of a short lifetime, reactivity, and variable local sources in Southern 

Ontario can all contribute to the lower correlation seen here. 
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Figure 5.6: 0-10 km partial column enhancement of biomass-burning-related species vs. CO 

(measured within ±3 hours) for TAO and CARE FTIR May - September 2023 (grey), events are 
marked with colour, and separated by column. Error-weighted slopes are shown for the 

combined TAO and CARE datasets. 

The concentration of O3 resulting from wildfires also varies with properties such as plume height, 

burn characteristics, plume age, and meteorology (Jaffe & Widger, 2012). The ratio of O3/CO 

above a background value can indicate the O3 production within a smoke plume, and has been 

found to have a wide range of values, including negative values (Jaffe & Widger, 2012, and 

references therewithin). Ratios have been found to be higher in tropical/equatorial areas and 

increase with plume age, both of which are influenced by NOx availability (Jaffe & Widger, 2012). 

Schneider et al. (2021) found that surface O3 in Western Canada was both enhanced and reduced 

during wildfire events, remarking that pollutants present in urban areas can confound the ratios. A 

study of the intense 2016 Alberta boreal forest fires found no substantial increase in surface O3 

with downwind plumes aged approximately 0.5-2.5 days, citing unfavourable meteorological 

conditions for O3 formation (Wentworth et al., 2018).  All of these factors may contribute to the 
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poor correlation observed between O3 and CO in the TAO and CARE datasets with respect to the 

2023 Canadian wildfires. Furthermore, the previous long-term analysis of wildfire emissions 

present in the TAO FTIR dataset did not discuss O3 enhancements related to biomass burning 

(Yamanouchi et al., 2020). The surface O3 measurements collected in Toronto and Barrie by 

OMECP during the summer of 2023 are quite variable, there are some instances where the values 

surpass the CAAQS standard (62 ppbv, based on the 3-year average of the fourth-highest daily 

maximum), however these do not align with the events discussed in this chapter (see Figure B.10).  

Zhang et al. (2024) used two satellite instruments, ACE-FTS and OMPS LP (Ozone Mapping and 

Profile Suite Limb Profiler), to assess trace gas enhancements related to the 2023 wildfires. 

Examining the monthly mean profiles from 40°N to 70°N, an increase at altitudes between about 

8-11 km for CO, C2H6, CH3OH, HCN, and HCOOH in 2023, relative to the 2004-2022 mean, was 

observed. However, the profiles were not significantly enhanced in the stratosphere, indicating 

that the plumes were transported within the troposphere. This is consistent with the MPLNET and 

FTIR profiles plotted in Figure 5.4, in addition to the correlations observed in Figure 5.6 and the 

enhancements in the time series (Figures 5.3 and B.1-B.6).  

5.4.3 GEM-MACH FireWork Model-Measurement Comparisons 

This section evaluates the GM-FW outputs around Toronto and Egbert with FTIR partial column 

and OMECP surface measurements, and more broadly across Canada with time-averaged total 

columns from MOPITT. This allows for an assessment of the location-specific model performance 

at the surface and through the troposphere, and a broader perspective of long-range transport. GM 

(without fire emissions) is shown in the column FTIR and surface comparisons (Figures 5.7-5.9 

and 5.11) to highlight and quantify the difference caused by the fire emissions, specifically when 

GM-FW values are above those of GM. Table 5.2 outlines the mean percent difference and 

NRMSE spanning May through September, by gas and location for the FTIR and surface 

comparisons.  

5.4.3.1 Tropospheric Column Comparisons 

Figures 5.7-5.9 show the time series of the 0-10 km partial columns of CO, NH3 and O3 from the 

FTIRs and corresponding model simulated column densities (both GM and GM-FW) for TAO 

(panel a) and CARE (panel b), where the points are time-matched, as described in Section 5.3.3. 
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Similar to Figure 5.3, the baseline is indicated with a black line, and ±1σ is represented with grey 

shading. Panel c of Figures 5.7-5.9 shows the percent difference between the GM-FW and FTIR 

partial columns for both locations. As the model values are aligned with the FTIR using 

information from the retrieval, as outlined in Section 5.3.3, model results are only applicable when 

there is a corresponding FTIR measurement. Figure B.11 shows the time-matched GM-FW partial 

columns versus the FTIR partial columns of CO, NH3, and O3 with a line representing the linear 

relationship for each location, and a black line representing a 1:1 ratio. Generally, in the 0-10 km 

partial column the model underestimates background concentrations of CO, NH3, and O3 with the 

overall percent difference across the May – September period for the combination of TAO and 

CARE being -12.97%,  and  -44.32%, and -21.73%, respectively. These negative biases (Table 

5.2) are greater than the FTIR measurement uncertainties (Table 5.1) and may indicate that the 

anthropogenic emissions (or subsequent chemistry) of these species is underestimated. 

As seen in Figure 5.7c, the GM-FW model underestimated the enhancements in the tropospheric 

partial columns of CO for Event 1, relative to the FTIR in both locations. Although there are a few 

points with a positive bias, these do not correspond to the enhanced FTIR measurements. For Event 

2, the magnitude of enhancements in GM-FW CO are low in comparison to those measured in the 

earlier days of the event by the FTIRs, appearing minimally enhanced compared to GM (as seen 

in Figure 5.7a and 5.7b), until towards the end of the event (June 6-7). Throughout Event 2, the 

CO at CARE is generally underestimated, however the maximum column is overestimated at TAO, 

showing some instances with larger partial columns than in Event 3. Similar to Event 2, the GM-

FW values for Event 3 have minimal increases between GM and GM-FW until later in the event 

when the maximum enhancements are reached, though these are well represented by GM-FW 

relative to the FTIRs. The assorted CO enhancements seen in the FTIR time series throughout the 

rest of the season are also underestimated by GM-FW, with an overall mean difference of -12.97%. 

Despite some differences between locations during the events, the overall biases and NRMSE for 

GM-FW relative to the FTIR tropospheric CO partial columns are comparable (-15.37% / 1.25 for 

TAO and -10.26% / 1.11 for CARE, respectively).  
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Figure 5.7: 0-10 km partial column CO from (a) TAO and (b) CARE for the FTIR (black 

diamonds), GM (grey diamonds) and GM-FW (orange/yellow points). (c) percent difference 
between GM-FW and FTIR for both TAO (orange) and CARE (yellow) (100×(GM-FW – 

FTIR)/FTIR). Events 1-3 are marked with blue shading, the black line is the baseline (monthly 
mean), and the grey shading is ±1σ of the monthly baseline. 

NH3 was enhanced above the baseline +1σ for Event 1 (Figure 5.8), though GM-FW simulated 

enhanced NH3 for all three events. The NH3 is better represented at CARE compared to TAO with 

approximately 25% difference in the mean bias and a NRMSE of 0.82 vs. 1.34 (see Table 5.2). 

The difference between the rural and urban locations may indicate that a local emission source(s) 

is underrepresented in the model. Comparing satellite-derived emission ratios to the GM-FW 

modelled values from the Alberta Horse River fires, Adams et al. (2019) reported that the NH3/CO 

ratio was in good agreement (approximately 1.5 times lower in the model). Comparing this finding 

with the overestimation of NH3 during the events seen in Figure 5.8, suggests the model assigns a 

reasonable NH3 emission at the source, but has a lifetime that is too long. In addition, background 

NH3 may be underestimated by the model due to a lack of the bidirectional flux process (Farquar 

et al., 1980). The re-emission of deposited NH3 was added in a research version of GM and shown 

to reduce its negative bias in background conditions (Whaley et al, 2018), but is not included in 

the operational version of the model used in this work.  
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Figure 5.8: 0-10 km partial column NH3 from (a) TAO and (b) CARE for the FTIR (black 

diamonds), GM (grey diamonds) and GM-FW (orange/yellow points). (c) percent difference 
between GM-FW and FTIR for both TAO (orange) and CARE (yellow) (100×(GM-FW – 

FTIR)/FTIR). Events 1-3 are marked with blue shading, the black line is the baseline (monthly 
mean), and the grey shading is ±1σ of the baseline. 

O3 enhancements were measured during Events 1 and 3 at CARE, but not for any events at TAO. 

GM-FW simulated only very small increases in O3 during Event 3 at TAO. The overall O3 percent 

difference for both TAO and CARE are on the order of -21%, while the NRMSE is somewhat 

better for CARE at 1.34 vs. 1.64 at TAO. 
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Figure 5.9: 0-10 km partial column O3 from (a) TAO and (b) CARE for the FTIR (black 

diamonds), GM (grey diamonds) and GM-FW (orange/yellow points). (c) percent difference 
between GM-FW and FTIR for both TAO (orange) and CARE (yellow) (100×(GM-FW – 

FTIR)/FTIR). Events 1-3 are marked with blue shading, the black line is the baseline (monthly 
mean), and the grey shading is ±1σ of the baseline. 

 

Table 5.2: Mean percent difference (100×(GM-FW – FTIR)/FTIR) and NRMSE for the 
comparisons of GM-FW to measurements of tropospheric columns and the surface 

concentrations for CO, NH3, O3 and PM2.5 from May-September 2023. 
 Tropospheric Column Surface 

TAO CARE Toronto Barrie 

CO Mean % Difference -15.37 -10.26 28.98 / 
NRMSE 1.25 1.11 1.73 / 

NH3 Mean % Difference -55.92 -30.49 / / 
NRMSE 1.34 0.82 / / 

O3 Mean % Difference -21.61 -21.95 -24.07 -5.43 
NRMSE 1.64 1.34 1.37  0.85 

PM2.5 Mean % Difference / / 52.24 -52.02 
NRMSE / / 1.34 0.87 

The vertical profiles retrieved with the FTIR were compared with those from GM-FW 

(unsmoothed), Figure 5.10a-c shows the mean VMR profile for each event, and the monthly mean 

baseline profiles for May and June. To assess the altitude and magnitude of enhancements, Figure 

5.10e-f shows the mean “percent enhancement” profiles for GM-FW and the TAO FTIR over each 

event (similar to Figure 5.4a-c). The mean FTIR profiles are made using all of the available 

measurements during each of the three events, while the percent enhancement is the percent 

difference between the event-averaged profile and the relevant monthly mean baseline profile. The 



119 

 

mean profile for GM-FW uses all of the days during each of the three events, limited to 7 AM to 

7 PM local time to reflect the daytime constraint of the FTIRs, while the enhancement profile is 

defined relative to the corresponding mean GM profile. These differences aim to represent the 

percent contribution from the wildfire emissions at the time of the events, relative to the 

background VMRs.  

GM-FW and the FTIR both show the CO maximum in the lowest layers near the surface for Events 

2 and 3. But for Event 1, the model shows a vertical profile where CO was at a maximum around 

4 km aloft (Figure 5.10a). The FTIR profile does not quite match that, however, its vertical 

resolution is lower, and it is influenced by the a priori profile shape. The CO attributed to the 

smoke plumes (Figure 5.10d) is generally overestimated at their peaks relative to the FTIR, but 

this could be due to the FTIR’s lower vertical resolution. The GM-FW CO VMR for Event 2 at 

TAO is overestimated by about 50% in the lowest 3 km, which is consistent with the results seen 

in Figure 5.7.   

The smaller NH3 and O3 enhancements in the FTIR measurements during the events, as seen in 

Figure 5.6 (5.8 and 5.9), is reflected by overlap of the FTIR event profiles with the May and June 

monthly means (grey lines in Figures 5.10b and 5.10c), and consequently the FTIR profiles show 

less distinct patterns between events. It is clear from Figure 5.10e that the GM-FW NH3 is 

significantly overestimated in all three events relative to the GM, at altitudes ranging from ~1-

3 km for Event 3, to 3.5-5.5 km for Events 1 and 2. This may be less obvious in the time series 

plots as some of the extreme NH3 outliers by GM-FW that are creating the high bias may be missed 

by gaps in the FTIR measurements and/or reduced by the smoothing routine; nonetheless, there 

are still instances where the GM-FW minus FTIR difference is over 400% (Figure 5.8c). O3 

enhancements in GM-FW are primarily seen in the lower 2.5 km for Events 2 and 3, while the 

FTIR enhancement profiles oscillate around the monthly mean baselines. The variability in O3 

enhancements may be a result of competing processes; O3 enhancements from fire can occur from 

the emitted VOCs interacting with urban NOx pollution, however reduced photolysis in smoke 

plumes may cause a reduction in O3. 
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Figure 5.10: (a-c) The mean VMR profile by event from the TAO FTIR (solid lines) and GM-FW 

(dashed lines), and the monthly mean May and June baseline profiles (grey). (d-f) The mean 
percent enhancement profiles for each event; solid lines are 100×(TAO FTIR event-averaged 

profile – the relevant monthly mean baseline profile) and dashed lines are 100×(GM-FW event-
averaged profile – GM event-averaged profile). 

5.4.3.2 Surface Comparisons 

Figure 5.11 shows the GM (grey diamonds) and GM-FW (Toronto in orange and Barrie in yellow) 

daily surface means compared to the OMECP daily mean surface concentrations for CO, O3 and 

PM2.5 (black diamonds). The model results are extracted at the closest location to each OMECP 

station. The bottom row (panels f-h) shows the percent differences between the daily surface GM-

FW and surface measurement, with the mean percent difference representative of all the points on 

each panel. Figure B.12 shows the comparison of daily mean GM-FW vs. the OMECP for CO, O3 

and PM2.5, and Table 5.2 shows the mean percent difference and NRMSE by location. Using the 

summer mean values from Table B.2 and the instrument detection limits from Section 5.2.2, the 

approximate percent uncertainty is 10% for surface CO, <2% for surface O3, and approximately 
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5% for surface PM2.5 at Toronto, and <1% for surface PM2.5 at Barrie. Comparing these to the 

mean percent differences in Table 5.2, the model bias outweighs the uncertainty in each case.   

The OMECP surface CO shows a few enhancements throughout the summer (see Figure B.10c). 

As seen in Figure 5.11a, both GM and GM-FW often overestimate the surface CO. GM-FW shows 

more surface enhancements (in frequency and value) than the OMECP measurements. 

Furthermore, there are points from GM that are enhanced relative to an average day, implying a 

direct anthropogenic source, even at times when the CO is likely related to fire emissions (e.g., 

following Event 3), suggesting that the fire emissions only contributed a small amount to the 

enhanced CO at that time. Both observations and GM-FW showed greater fire enhancements in 

the CO column compared to the surface, indicating the model roughly captures CO enhancements 

aloft from the fire emissions. However, the positive surface bias, compared to the negative 

tropospheric column bias, may indicate that the model overestimates CO at the surface and poorly 

characterizes the vertical distribution of background CO. 

Surface O3 is generally underestimated by GM and has only a few points from GM-FW that are 

enhanced due to fire emissions during Events 2 and 3. The mean percent difference for both 

tropospheric column comparisons and Toronto surface comparisons are all similar (-21% to -24%). 

The Barrie station has a smaller bias of -5.43% and NRMSE of 0.85, however this may be impacted 

by the upward trend seen in September (see Table 5.2 and Figure 5.11g). 

GM-FW PM2.5 shows a mean overestimation of 52% at Toronto, and a mean underestimation of 

52% in Barrie, which results in a near 0 mean difference when the results from the two locations 

are combined (see Table 5.2 and Figure 5.11h). The GM points in Figure 5.11 also show this 

difference, which suggests there is an overestimation of urban emissions, and underrepresentation 

of rural emissions within the model. However, the timing in PM2.5 enhancements from smoke is 

captured within the model, though with inconsistent magnitudes. The PM2.5 biases may be 

influenced by the above-mentioned differences in NH3 (see Table 5.2 and Figure B.11c). 
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Figure 5.11: Daily mean surface values from OMECP, GM, and GM-FW for (a) CO (Toronto 

West), (b,d) O3 (Toronto Downtown and Barrie) and (c,e) PM2.5 (Toronto Downtown and 
Barrie), with the CAAQS marked by a red line.  (f-h). The percent difference between GM-FW 

and OMECP (100×(GM-FW – OMECP)/OMECP). The mean differences in panels f-h is for all 
the points combined. 

5.4.3.3 Satellite Comparisons 

Figure 5.12 shows the GM-FW and MOPITT mean total column XCO over Canada for each event 

period, where the location of TAO and CARE is marked with a cyan circle. Although the model 

has a higher spatial resolution than the satellite (22 km × 22 km for MOPITT vs. 10 km × 10 km 

for GM-FW) potentially leading to larger peak values, overall, the regions with notable 

enhancements are comparable. This indicates that the model effectively represents the long-range 

transport of CO during the smoke events, which indirectly indicates that the fire plume height of 

the emissions is probably accurate. 
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Figure 5.12: Mean total column CO (ppbv) during each of the three events (May 16-23, June 3-
9, and June 17-30, 2023), from GM-FW (a, c, e) and MOPITT (b, d, f). The general area of TAO 

and CARE is marked with a cyan circle. Note scales differ between GM-FW and MOPITT. 

Figure 5.13 shows the same information as Figure 5.12, but zoomed into Southern Ontario, 

including Toronto and Egbert. Panels a and b show that for Event 1, when both TAO and CARE 

CO were underestimated by the model (as seen in Figure 5.7), the model vs. MOPITT results are 

spatially consistent. This implies that the model’s event-averaged plume was in the correct 

location, however, overall, the model is underestimating the mean CO over Event 1. Panel a and 

b in Figure 5.13 may indicate that this is related to resolution, where MOPITT measurements are 

coarser. For Event 2, Figure 5.7 showed that the model overestimated CO at TAO, but 

underestimated CO at CARE. From Figure 5.13c-d, it looks like the event-averaged plume was 

not actually over either site during Event 2 – according to MOPITT, it was to the east of both sites 

– but GM-FW located it further to the south, thus causing the overestimation at TAO, but not at 

CARE. Finally, for Event 3, Figure 5.7 implied that the model CO matched well for TAO, but was 

a little underestimated for CARE. Figure 5.13e-f is again consistent with Figure 5.7, and shows 

that this underestimation was because the area of reduced CO in GM-FW was closer to CARE 

than to TAO, while that reduced CO area was located even further west in the MOPITT 

measurements. 
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Figure 5.13: Same as Figure 5.12, zoomed into the area of Southern Ontario (CARE marked 

with the cyan 'X', TAO marked with the cyan '+'). Note that the scales have changed from Figure 
5.12 and differ between panels. 

5.5 Conclusions  
The unprecedented intense wildfire season of 2023 in Canada burned approximately 4% of 

Canada’s forested area, resulting in widespread evacuations and air quality warnings (Jain et al., 

2024). Above-average heat anomalies and prolonged dry conditions contributed to what is the 

largest burn season in Canadian history. Understanding how long-range transport of wildfire 

plumes affects atmospheric composition and air quality is crucial, particularly in a changing 

climate. Despite the distance from the fires, Southern Ontario experienced several smoke plume 

events, some of which led to degraded air quality (see Table B.2 for comparisons of CO, O3 and 

PM2.5 with 5-year means). The trace gases CO, C2H6, CH3OH, HCN, and HCOOH were found to 

be enhanced in the troposphere in relation to long-range transport from fires in Western Canada 
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and Quebec. Profile analysis using the relative enhancement of CO measured by the TAO FTIR 

and the NRB from a MiniMPL shows that the smoke layer in Toronto was at an altitude of 

approximately 5 km for early season events, and reached altitudes below 1 km at the peak of 

severity. Back-trajectories indicate that enhancements came from both Western Canada and 

Quebec, with similar patterns of long-range transport for the areas of Toronto and Egbert. Three 

events were examined in detail, where Event 1 (May 16-23) primarily came from fires in the Prairie 

region, with smoke residing at about 5 km and having little impact on air quality. Event 2 (June 3-

9) shows air coming from Quebec in both the 1 km and 5 km layers, resulting in moderate air 

quality degradation. Event 3 (June 17-30) shows 1 km air coming from Quebec and 5 km air 

traveling from the west, resulting in the most significant poor air quality event for the Toronto 

region, during the summer of 2023.  

The comparisons presented in this chapter provide information that can be used to improve the 

GM-FW model, which ultimately supports operational air quality monitoring in Canada. When 

compared to the tropospheric column measurements of CO, NH3 and O3, GM-FW has an overall 

negative bias, indicating that anthropogenic emissions may be underestimated. During the smoke 

events examined, GM-FW shows instances of both overestimating and underestimating the 

magnitude of the tropospheric column. This study provides a novel vertical profile comparison 

between GM-FW and CO, NH3 and O3 with ground-based FTIR, which showed that GM-FW 

simulated the peak altitudes well, confirmed on large spatial scales with MOPITT data, although 

small differences in high-resolution downwind plume locations can impact site-specific results. 

NH3 was highly overestimated during fire events, indicating that the NH3 lifetime is likely too 

high, and chemical loss/conversion needs to be improved. The model was unable to capture the O3 

profile variability. When compared to OMECP surface values, GM-FW has a high bias for CO 

and a low bias for O3, with a high bias for PM2.5 in the urban area of Toronto and a low bias in the 

more rural area of Barrie. The biases for both surface and tropospheric comparisons were greater 

than the respective measurement uncertainties. Compared with MOPITT total column satellite 

measurements, GM-FW effectively captures the distribution of CO during smoke events, the small 

differences shown in the location of the plumes help explain the FTIR-model comparison results. 

Overall, the model-measurement comparisons show that the GEM-MACH FireWork model is able 

to represent tropospheric, ground-level, and wide-spread enhancements from wildfire emissions, 

although the magnitude of these enhancements has room for improvement. 
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Uncertainties in several parameters, such as emission estimates, plume chemistry, and plume 

dynamics, are still present and impact modelling capabilities. This evaluation of the operational 

air quality model used for the AQHI and air quality alerts in Canada presented in this study offers 

insights for modelers to identify areas of improvement, specifically addressing extreme events, 

long-range transport, and altitude-dependent enhancement distribution. Further assessment of the 

sensitivity of the model simulations to variations in emissions and atmospheric lifetimes can help 

resolve inconsistencies between source and downwind atmospheric composition. Future research 

could expand on this study by incorporating more years of data and conducting a model sensitivity 

analysis to assess specific shortcomings in the GM-FW model. 
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Chapter 6  
 

 Assessing the Impact of Wildfire Emissions on 
the Seasonal Cycle of CO and Emergency 
Room Visits in Alberta and Ontario, Canada 

This study uses a decade and a half (2004-2019) of satellite and ground-based carbon monoxide  

measurements to evaluate a change in its seasonal cycle due to wildfire emissions. To determine 

whether the observed increase in CO has implications for public health, emergency room 

admissions for nine cardiovascular and respiratory diseases were examined over the same time 

period. Monthly emergency room admissions from Alberta and Ontario for the diseases were 

assessed with a difference in difference analysis, using MOPITT XCO as the exposure metric. The 

findings are suggestive of a link between enhanced wildfire-related CO concentrations after 2012 

and worsening health outcomes, with statistically significant results for six of the eighteen disease-

province pairings. This work has been submitted to GeoHealth (Flood et al., 2025b) and is under 

review.  

6.1 Introduction  
Long-term monitoring of both environmental and health impacts of wildfires is increasingly 

important as both the frequency and severity are anticipated to rise in Canada (Hanes et al., 2018). 

This study is motivated by the work of Buchholz et al. (2022), who found a change in the CO 

seasonal cycle in the Pacific Northwest using MOPITT data. This trend was also reported in 

Central USA and Northeast North America. The change was observed when comparing the 

monthly average CO column from MOPITT from 2002-2011 with that from 2012-2018, revealing 

a new emerging peak in August that was attributed to an increase in wildfires in the area. A similar 

pattern was with aerosol optical depth (AOD) from MODIS using the same time period. The split 

of the time periods was selected by a consistent change between the time period in the regions 

examined for both CO and AOD. The work here builds on these findings to assess CO trends over 

the provinces of Alberta and Ontario, Canada and for the highly populated area of Toronto, 

Ontario, which occasionally experiences long-range transport of air pollution from wildfires.  
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Over the decade from 2009 to 2019, the average burn area by province and territory is led by the 

Northwest Territories, then Saskatchewan, followed by Alberta, with Ontario ranking 8th out of 13 

in this list (CWFIS, 2024). Although Ontario, specifically the densely populated area of Southern 

Ontario, is less proximate to wildfire-prone regions, it can still experience degraded air quality 

from long-range transport of smoke plumes (Flood et al., 2025a). Alberta has an active wildfire 

season locally, and also experiences long-range transport from the surrounding provinces and 

territories.  

In Canada from 2013-2015 and 2017-2018, acute health impacts from wildfire smoke exposure 

have been estimated to cost up to CDN $1.8 billion, while the cost of chronic health impacts may 

be as much as CDN $19 billion (Matz et al., 2020). In the same study, the continued exposure to 

wildfire PM2.5 was estimated to reduce life expectancy in Canada (depending on the location) by 

0.05 to 0.42 years. During the summer of 2015, the city of Calgary, Alberta experienced an episode 

of poor air quality resulting from the long-range transport of wildfire smoke from wildfires in the 

Pacific Northwest. Outpatient data showed an elevated risk of respiratory disease morbidity of 

33% during and after the event, related to increased PM2.5 (Mahsin et al., 2022). Children (ages 0-

9) were found to have an increased risk particularly for asthma, acute bronchitis and acute 

respiratory infection, while seniors were at a higher risk of congestive heart failure and ischemic 

heart disease (Mahsin et al., 2022). A study focused on an area of southeast British Columbia 

during the wildfire season of 2003, found an increase in respiratory-related physician and hospital 

visits linked to wildfire smoke exposure using ground-based PM10 monitoring, a dispersion model, 

and satellite imagery (Henderson et al., 2011). The authors note the agreement between the results 

using PM10 and using satellite monitoring, suggest that it can be effective exposure metric 

alternative to surface monitoring. 

Studies commonly use PM2.5 as a gauge for smoke exposure related to health effects, although 

Wettstein et al. (2018) identified the need for studies to incorporate other fire-related emissions as 

exposure metrics. CO has been well established as a useful tracer for the transport of wildfire 

plumes using both space-based measurements (e.g., Edwards et al., 2004; Pope et al., 2021) and 

ground-based measurements (e.g., Viatte et al., 2013; Franklin et al., 2014; Lutsch et al., 2020; 

Flood et al., 2025a). Henderson et al. (2011) highlight the value of assessing acute and chronic 

exposure from wildfires using remote-sensing data, particularly for rural and isolated areas where 

surface air quality monitoring may not exist. While correlations have been sought for long-term 



129 

 

exposure in proximate populations, it is important to also consider the impacts of the long-range 

transport of pollutants from wildfires, which can be tracked using remote-sensing data and has the 

advantage of providing both long-term data sets and widespread coverage.  

Based on the wildfire health impact studies in Canada discussed above, there is a deficiency in 

research that incorporates long-term monitoring and long-range effects, along with assessments 

that do not rely on the use of particulate matter (PM10 or PM2.5). This study aims to address this 

gap and contribute to a framework that may support similar studies in the future. To evaluate if the 

reported increase of wildfire-related CO emissions has an impact on the health care system in 

Canada, emergency room admissions for cardiovascular and respiratory diseases are assessed 

using the same portioning (pre/post 2012) discussed in Buchholz et al. (2022), as records are 

available. The objective is to assess whether emergency care utilization for respiratory and 

cardiovascular diseases in Ontario and Alberta, Canada is correlated with atmospheric CO from 

wildfires, and in turn, whether CO can be a useful exposure metric for health effects. The structure 

of this chapter is as follows: Section 6.2 describes the datasets and the methods used to analyze 

them, Section 6.3 presents the results and discussion, and Section 6.4 provides conclusions.  

6.2 Data Sets and Methods 

6.2.1 CO Measurements  

6.2.1.1 MOPITT 

The MOPITT instrument was introduced in Section 5.2.3; the data used here are the TIR/NIR v9 

L3 product (Deeter et al., 2022). The joint TIR-NIR product provides larger DOFS, better vertical 

resolution, and higher sensitivity to CO in the lower troposphere, compared to TIR or NIR alone 

(Deeter et al., 2013). Retrieval biases for the V9 TIR-NIR product range from 1.90% at the surface 

with a peak bias of -5.82% around 500 hPa (Deeter et al., 2022). MOPITT validation using 

NDACC data found that at Toronto the TIR-NIR DOFS were 1.63 (over land), with a column 

AVK that peaks in the mid-troposphere and can be considered similar for other mid-latitude areas 

(i.e., Ontario as a whole, and Alberta) (Buchholz et al., 2017).  

MOPITT data are extracted for the areas which encompass the provinces of Alberta and Ontario. 

To obtain a column-averaged dry-air mole fraction (XCO in ppbv), the daytime retrieved total 

column CO is divided by the daytime dry-air column, provided in the MOPITT data files. To 
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account for the change in background atmospheric CO over the study period, CO is detrended 

using the North American average change of -0.57±0.3%  per year (derived from 2002-2018) 

(Buchholz et al., 2021), prior to seasonal cycle analysis. To coincide with the available health data, 

MOPITT data from 2004 to 2019 are used in this study. 

6.2.1.2 FTIR Spectroscopy  

The TAO CO total column 2002-2020 average DOFS is 2.16 ± 0.29 and percent uncertainty is 

2.97% (Yamanouchi et al., 2023). The column measurements are dominated by the troposphere, 

in both column density and retrieval sensitivity. This allows for CO enhancements measured at 

TAO to provide an indicator for the presence of wildfire smoke (e.g., Lutsch et al., 2016; 

Yamanouchi et al., 2020; Flood et al., 2025a). For consistency with the MOPITT data, the TAO 

FTIR columns from 2004 to 2019 are made into monthly averages and detrended with the same 

North American average trend of -0.57±0.3% per year (Buchholz et al., 2021). 

6.2.2 Health Data 

The hospital emergency room data used in this work were provided by the Canadian Institute for 

Health Information (CIHI) National Ambulatory Care Reporting System (CIHI, 2024). The data 

were aggregated such that one count for each month in each health district was provided for each 

of the ICD-10 (International Classification of Diseases 10th revision) code groupings, as listed in 

Table 6.1. The ICD-10 codes are of relevant cardiovascular and respiratory diseases, selected 

following Hahn et al. (2021) and Magzamen et al. (2021). The data contain no identifying 

information such as age or gender, and cell values less than 5 were suppressed by CIHI (a 

placeholder value of 4 was set, with only two instances of this). The hospital records were obtained 

for Alberta and Ontario based on CIHI data holding availability, records were not accessible for 

other provinces or territories prior to 2012, and as such were not reviewed in this work.  

There are five zones in the Alberta Health Service (AHS) network (North, Edmonton, Central, 

Calgary and South), and emergency room admission data were provided from 2010 to 2020 (as 

shown in Figure 6.1). There are 14 zones in the Ontario Public Health (PHO) network (Erie St. 

Clair, South West, Waterloo Wellington, Hamilton-Niagara Haldiman Brent, Central West, 

Mississauga-Halton, Toronto-Central, Central, Central-East, South-East, Champlain, North-

Simcoe-Muskoka, North-East, North-West), and the data were provided for 2004 to 2020 (as 
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shown in Figure 6.2). The emergency room counts were normalized by population (admissions per 

100,000), to account for population changes over the time period studied (AHS & PHO, last access: 

30 August 2024). Data from 2020 were obtained but not included in the analysis due to anomalies 

in emergency care usage as a result of the COVID-19 pandemic. The emergency room admissions 

are used as a point of reference for the health care utilization over time. Figure 6.3 shows the time 

series data for all nine diseases in each province to provide context for the admission rates (per 

100,000 people) in each province. 

 

Table 6.1: Name and ICD-10 codes for the diseases examined. 
Disease ICD-10 Codes 

Hypertension I10-I13, I15 
Ischemic Heart Disease I20-I25 

Arrhythmia I46-I49 
Heart Failure I50 

Cerebrovascular Disease I61-I69, G45 
Pneumonia J12-J18 

Acute Lower Respiratory Infections J20-J22 
Chronic Obstructive Pulmonary Disease (COPD) J40-J44, J47 

Asthma J45 

 
Figure 6.1: Map of Alberta provincial health districts from which emergency room admission 

data were obtained (STATS CAN, 2018a). 
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Figure 6.2: Map of Ontario provincial health districts from which emergency room admission 

data were obtained (STATS CAN, 2018b). 

 
Figure 6.3: Time series of monthly hospital emergency room (ER) admissions per 100,000 for 

each province (Ontario in orange, Alberta in maroon), for the nine diseases studied. 
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6.2.3 Difference in Difference Analysis 

A difference in difference (DiD) analysis was applied to the hospital admissions data and MOPITT 

measurements. This approach compares a “pre-treatment” (2004-2011 for Ontario, 2010-2011 for 

Alberta) and “post-treatment”  (2012-2019) period, where the change in trends between the two 

periods is the “difference-in-differences.” In the absence of a change, the two regressions would 

remain the same. Unlike other DiD applications, the exposure metric and outcome metrics used in 

this work are not binary; although there are “before” and “after” periods, there is no available 

control group that did not experience the change in CO. The equation and parameters, presented 

in Table 6.2, are adapted from the DiD analysis in Card and Krueger (1993) and Zahran et al. 

(2014). The model assesses the monthly hospital admissions per 100,000 residents in each health 

district (𝑁𝑁𝑚𝑚𝑚𝑚), where exposure is the XCO (ppbv) in a given month, with an interaction term (𝑖𝑖𝑐𝑐𝑐𝑐) 

of before (0) and after (1) January 1, 2012 (corresponding to the timeframes discussed in Buchholz 

et al., 2022), and covariant controls for month (m) and health region (R). The coefficients are 

determined by using an ordinary least squares approach to minimize the sum of squared residuals 

with the change in 𝑁𝑁𝑚𝑚𝑚𝑚, when only the respective variable is changed. The DiD was performed 

for each province individually. In short, we consider the pre-2012 population by health region and 

province as the appropriate counterfactual for the post-2012 (inclusive) population. 

The resultant is measured as hospitalizations (per 100,000), and the interaction term is dictated by 

before vs. after 2012, to identify the difference in the hospitalization rate-XCO relationship 

between the two time periods. The month and region are included to control for potential 

differences in XCO and hospitalizations that may occur regionally or temporally. Within the DiD, 

the 𝛽𝛽4 and 𝛽𝛽5 coefficients represent the change in hospital admissions compared to the month and 

region, respectively, when holding everything else constant. Since month and region do not 

interact with the other covariates, 𝛽𝛽4 and 𝛽𝛽5 can be interpreted independently of other variables in 

the model and are not relevant to the discussion of the relationship between XCO, hospital 

admissions, and period. Coefficient 𝛽𝛽1 is related to the variable XCO and represents the change in 

hospital admissions per 1 ppbv increase in XCO when the period is pre-2012, and 𝛽𝛽3 is related to 

the interaction term (ico) and represents the change in the effect of 1 ppbv increase in XCO on 

hospitalizations before 2012 vs. after 2012 (inclusive). Therefore, the combined sum of 𝛽𝛽1 + 𝛽𝛽3 is 

the change in hospitalizations, per 1 ppbv increase in XCO, in the post 2012 period. 
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 The 𝛽𝛽1 and 𝛽𝛽3 terms resulting from the DiD analysis are evaluated with two statistical 

parameters, the 95% confidence interval (CI) and the p-value. The 0.025 to 0.975 range of the 

confidence interval indicates the range over which 95% of the data is normally distributed, where 

a significant result will not contain a null value. The p-value signifies the probability of the variable 

having no influence on the dependent variable (𝑁𝑁𝑚𝑚𝑚𝑚), and that the observed correlation happens 

by chance, where a lower value (<0.05) is indicative of a better relationship. A further breakdown 

of the equation is provided in Appendix C. 

 

Table 6.2: Summary of DiD equation and variables. 

𝑁𝑁𝑚𝑚𝑚𝑚 = 𝛽𝛽0 + 𝛽𝛽1𝑋𝑋𝐶𝐶𝐶𝐶 + 𝛽𝛽2𝑡𝑡 + 𝛽𝛽3𝑖𝑖𝑐𝑐𝑐𝑐 + 𝛽𝛽4𝑚𝑚 + 𝛽𝛽5𝑅𝑅 

Variable Definition Coefficient Relevance 

𝑁𝑁𝑚𝑚𝑚𝑚 
Total admissions in a month for 
each health district (per 100,000 

population) 
- - 

- - 𝛽𝛽0 Intercept 

𝑋𝑋𝐶𝐶𝐶𝐶 “Exposure”, detrended monthly 
mean from MOPITT in ppbv 𝛽𝛽1 The change in hospitalizations per 1 ppbv 

increase in XCO when the period is pre-2012 

𝑡𝑡 
Period: 

0 for pre-2012,  
1 for post-2012 

𝛽𝛽2 Change in hospitalizations post-2012 vs. pre-
2012 when XCO is held constant 

𝑖𝑖𝑐𝑐𝑐𝑐 CO interaction term  
(= 𝑡𝑡 ∗ 𝑋𝑋𝐶𝐶𝐶𝐶) 𝛽𝛽3 

The change in the effect of a 1 ppbv increase 
in XCO on hospitalizations post-2012 vs. pre-

2012 

m Month indicator (only July, 
August, September) 𝛽𝛽4 Change in hospitalizations per month, when 

the rest of the variables are held constant 

𝑅𝑅 Health region indicator 𝛽𝛽5 Change in hospitalizations per health region, 
when the rest of the variables are held constant 

 

6.3 Results and Discussion  
Following the findings in Buchholz et al. (2022), the analysis is performed for two periods, defined 

as “pre-2012” (start to December 31, 2011) and “post-2012” (January 1, 2012 to end). All the 

datasets end with 2019 for consistency with the health data, and are analyzed from 2004 to match 

the available Ontario health data, with the exception of the Alberta hospitalization data, which are 

only available from 2010 onwards.  

6.3.1 CO Seasonal Cycle 

To assess if a change in the CO seasonal cycle is detected in the study regions, MOPITT and TAO 

FTIR CO data are examined pre-2012 and post-2012. Figure 6.4 shows the mean XCO measured 
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by MOPITT in August over Canada, for the two corresponding time periods, 2004-2011 and 2012-

2019. The post-2012 period in Figure 6.4b shows large areas across the country with a higher 

monthly mean XCO than the pre-2012 period displayed in Figure 6.4a. Figure 6.4c shows the 

difference between the two periods (2012-2019 minus 2004-2011), where yellow and orange 

represents a decrease in XCO, white is no change (0 difference), and red to black is an increase in 

XCO from the earlier period to the later period. 

 
Figure 6.4: MOPITT monthly mean August XCO for (a) 2004-2011 and (b) 2012-2019, and (c) 

the difference (2012-2019 mean minus 2004-2011 mean). 

To examine the differences for Alberta and Ontario, the detrended monthly mean XCO is plotted 

in Figure 6.5 by month, for 2004-2011 and 2012-2019, with ±1 standard deviation of the mean 

shaded. For both provinces, a larger value is seen in August (and a somewhat larger value in July 

and September) for the post-2012 period, compared to pre-2012, although with some overlap when 
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considering the standard deviation of the mean. Similarly, the detrended monthly mean total 

column CO from the TAO FTIR is plotted in Figure 6.6 to determine whether a change is detected 

from a ground-based instrument in downtown Toronto. Here, the mean CO total column in August 

(and less-so in July and September) is seen to be larger for 2012-2019, however the year-to-year 

variability represented by the standard deviation shows significantly more overlap with the mean 

total column for 2004-2011.  

 
Figure 6.5: Detrended monthly mean XCO from MOPITT for (a) Ontario and (b) Alberta, for 

2004-2011 (orange) and 2012-2019 (blue), with ±1σ indicated by the shading. 

 
Figure 6.6: Detrended monthly mean total column (TC) CO from the TAO FTIR for 2004-2011 

(orange) and 2012-2019 (blue), with ±1σ indicated by the shading. 
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6.3.2 DiD Results   

Table 6.3 summarizes the DiD regression statistics for each disease in each province, using the 

equation and definitions provided in Table 6.2, and Figure 6.7 shows the results in the form of a 

bar chart for Alberta (cool colours) and Ontario (warm colours), the top panel is β1 and β3 , where 

the error bars represent the confidence interval, and the lower panel is β1 + β3. The XCO β1 term 

represents the change in monthly hospitalizations per 100,000 associated with a 1 ppbv increase 

in XCO, in the pre-2012 period. The 𝑖𝑖𝑐𝑐𝑐𝑐 β3 term represents the change in the effect of a 1 ppbv 

increase in XCO on monthly hospitalizations per 100,000 between pre-2012 and post-2012. The 

significance column is determined by the confidence interval and p-value: “no” means that both 

the confidence interval and the p-value suggest that the coefficient is insignificant; “possibly” 

indicates that the coefficient may be significant (confidence interval contains the null but only 

minimally, and the p-value<0.10); and “yes” signifies that the coefficient is significant based on 

both the confidence interval and the p-value. If the β term is shaded red, the relationship is negative; 

if it is green, the relationship is positive. When the 𝑖𝑖𝑐𝑐𝑐𝑐 β3 is marked with an asterisk (*), this 

indicates that β3 is positive and larger in magnitude than the absolute value of β1, which means that 

the relationship between XCO and hospitalizations has gone from negative in the pre-2012 period 

to positive in the post-2012 period, and that the interaction between XCO and time period is 

significant. 

Twelve out of the eighteen disease-province pairs have a negative XCO β1 term and a positive 𝑖𝑖𝑐𝑐𝑐𝑐 

β3 term, meaning that the negative effect of 1 ppbv increase in XCO on hospitalizations is 

attenuated (a positive shift) in the post-2012 period, compared to the pre-2012 period. Of those, 

half (six) are considered significant (hypertension-ON, ischemic heart disease-ON, arrhythmia-

AB, arrhythmia-ON, cerebrovascular disease-ON and asthma-ON). In both Ontario and Alberta, 

XCO has a negative effect with arrhythmia hospitalizations in the pre-2012 period that is greatly 

attenuated in the post-2012 period, by a significantly positive interaction term. The interpretation 

of the 𝑖𝑖𝑐𝑐𝑐𝑐 β3 and XCO i1 terms is that the effect on monthly arrhythmia hospitalizations from a 1 

ppbv increase in XCO after 2012 is -0.002 (β1 + β3 = -0.127 + 0.125) admissions per 100,000 in 

ON and -0.036 (β1 + β3 = -0.521 + 0.485) admissions per 100,000 in AB. For hypertension in 

Ontario, the β3 coefficient is significant and greater than the absolute value of β1, which represents 

an inversion of the relationship between hospitalizations and XCO pre-2012 (β1 = -1.716) to post-
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2012 (β3 = 1.876), when a 1 ppbv increase in XCO is associated with 0.16 (β1 + β3 = -1.716 + 1.876) 

additional monthly hospitalizations per 100,000 people. 
 

Table 6.3: Summary of DiD Regression Statistics: the β term corresponds to β1 for XCO and β3 

for 𝑖𝑖𝑐𝑐𝑐𝑐, shaded red if it is negative and green if it is positive, and marked with * if β3 is positive 
and β3 >|β1|, and significant; the 95% confidence interval and p-value are used to determine 

significance, indicated with yes (bold font), no, or possibly. 

Disease Province Variable 

β1 for 
XCO, 
β3 for 

iCO 

95% Confidence 
Interval 

[0.025/0.975] 
P-Value Significant 

Hypertension 
ON 

XCO -1.716 -2.333 / -1.097 <0.001 yes 

𝑖𝑖𝑐𝑐𝑐𝑐 1.876* 1.181 / 2.57 <0.001 yes 

AB XCO -0.856 -3.50 / 1.79 0.523 no 
𝑖𝑖𝑐𝑐𝑐𝑐 0.961 -1.66 / 3.58 0.469 no 

Ischemic Heart 
Disease 

ON XCO -0.303 -0.458 / -0.148 <0.001 yes 
𝑖𝑖𝑐𝑐𝑐𝑐 0.387* 0.212 / 0.561 <0.001 yes 

AB XCO 0.417 -0.055 / 0.888 0.083 possibly 
𝑖𝑖𝑐𝑐𝑐𝑐 -0.439 -0.906 / 0.028 0.065 possibly 

Arrhythmia 
ON XCO -0.127 -0.21 / -0.045 0.003 yes 

𝑖𝑖𝑐𝑐𝑐𝑐 0.125 0.032 / 0.218 0.009 yes 

AB XCO -0.521 -0.889 / -0.153 0.006 yes 
𝑖𝑖𝑐𝑐𝑐𝑐 0.485 0.121 / 0.85 0.009 yes 

Heart Failure 
ON XCO 0.065 -0.017 / 0.148 0.121 no 

𝑖𝑖𝑐𝑐𝑐𝑐 -0.094 -0.186 / -0.001 0.048 yes 

AB XCO -0.198 -0.49 / 0.094 0.182 no 
𝑖𝑖𝑐𝑐𝑐𝑐 0.220 -0.069 / 0.509 0.134 no 

Cerebrovascular 
Disease 

ON XCO -0.228 -0.33 / -0.126 <0.001 yes 
𝑖𝑖𝑐𝑐𝑐𝑐 0.189 0.075 / 0.304 0.001 yes 

AB XCO -0.147 -0.394 / 0.100 0.241 no 
𝑖𝑖𝑐𝑐𝑐𝑐 0.139 -0.105 / 0.385 0.260 no 

Pneumonia 
ON XCO 0.119 -0.127 / 0.365 0.341 no 

𝑖𝑖𝑐𝑐𝑐𝑐 -0.218 -0.495 / 0.059 0.122 no 

AB XCO -0.477 -1.089 / 0.136 0.126 no 
𝑖𝑖𝑐𝑐𝑐𝑐 0.482 -0.124 / 1.088 0.118 no 

Acute Lower 
Respiratory 
Infections 

ON XCO -0.008 -0.1 / 0.083 0.860 no 
𝑖𝑖𝑐𝑐𝑐𝑐 -0.001 -0.104 / 0.102 0.982 no 

AB XCO -0.193 -0.595 / 0.209 0.344 no 
𝑖𝑖𝑐𝑐𝑐𝑐 0.141 -0.257 / 0.538 0.486 no 

Chronic 
Obstructive 

Pulmonary Disease 
(COPD) 

ON 
XCO -0.004 -0.201 / 0.193 0.969 no 

𝑖𝑖𝑐𝑐𝑐𝑐 -0.017 -0.238 / 0.204 0.880 no 

AB XCO -0.137 -0.779 / 0.505 0.673 no 

𝑖𝑖𝑐𝑐𝑐𝑐 0.164 -0.472 / 0.799 0.611 no 

Asthma 
ON XCO -0.138 -0.380 / 0.084 0.209 no 

𝑖𝑖𝑐𝑐𝑐𝑐 0.308* 0.048 / 0.568 0.021 yes 

AB XCO 0.369 -0.961 / 1.698 0.584 no 
𝑖𝑖𝑐𝑐𝑐𝑐 -0.271 -1.587 / 1.045 0.685 no 
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Figure 6.7: Graphical summary of DiD results from Table 6.3. 

To put those numbers into context, using the approximate population of Ontario of 12.9 million in 

2009 and 14.6 million in 2019, a 1 ppbv increase in XCO would correspond to 221 fewer 

hospitalizations in 2009 and 23 more hospitalizations in 2019. Cerebrovascular disease and 

hypertension in both provinces show an attenuated impact of XCO on hospitalizations, represented 

by a negative relationship with XCO (β1), and a smaller in magnitude, but positive 𝑖𝑖𝑐𝑐𝑐𝑐 coefficient 

(β3). In this case, both confidence intervals for Alberta contain the null value, indicating that the 

association and interaction are not statistically significant. In contrast, the coefficients for Ontario 

are significant, with low p-values and confidence intervals that do not contain null values. This 

may suggest that with a longer dataset for the pre-2012 period, the Alberta results could be 

significant. In cases where the 𝑖𝑖𝑐𝑐𝑐𝑐 β3  is negative while the XCO β1 term is positive, other 

underlying factors might be at play. However, for ischemic heart disease, heart failure, pneumonia, 

acute lower respiratory infections, COPD and asthma, the direction of the XCO β1 term and the 

𝑖𝑖𝑐𝑐𝑐𝑐 β3 term are different for Ontario and Alberta, indicating that there is not consistent evidence to 

support a conclusion in the scenario. To evaluate the sensitivity of the findings, the DiD was also 

tested with the raw XCO values (not detrended); although the β values differed, the overall 

directionality and significance remained generally the same. 
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6.3.3 Discussion  

The vast majority of epidemiological studies that investigate the impacts of wildfire smoke on 

health use base exposures to PM2.5, through either ground-based measurements of pollutants (Hahn 

et al. 2021), blended or fusion models that include ground-based measurements coupled with 

remote sensing data, such as aerosol optical depth or indication of smoke in the atmospheric 

column (Gan et al. 2017; Gan et al. 2020; Magzamen et al. 2021), chemical transport models (Maji 

et al., 2024), or solely remote sensing data that approximates PM2.5 in the atmospheric column 

(Wettstein et al., 2018). However, CO emissions are observed to increase during smoke periods 

(e.g., Buchholz et al., 2022) and ambient CO levels are associated with acute health outcomes in 

multiple settings. In Canada, ambient CO levels in Toronto were found to contribute 4.7% (95% 

CI: 3.4%–6.1%) of daily, non-accidental deaths, while total suspended particles (TSP), which 

includes PM10 and PM2.5, contributed an additional 1.0% (95% CI: 0.2–1.9%), based on changes 

in CO and TSP-equivalent to their average concentrations (Burnett et al., 1998). In a study of the 

Medicare population in the United States, Bell et al. (2009) found that ambient CO levels below 

the US Environmental Protection Agency (EPA) National Ambient Air Quality Standards 

(NAAQS) were positively and significantly associated with cardiovascular disease (CVD) 

hospitalizations, including ischemic heart disease, arrhythmia, heart failure, cerebrovascular 

diseases, and total CVD hospitalizations; these results remained robust, though attenuated with the 

addition of NO2 to the models (Bell et al., 2009). A study of daily emergency room visits from 

2013-2019 in Lanzhou, China shows that an increase in atmospheric CO is associated with a rise 

in visits for CVD (I00-I99), ischemic heart disease (I20-I25), heart rhythm disturbances (I44-I49), 

heart failure (I50), and cerebrovascular diseases (I60-I69) (You et al., 2023). Although these 

studies were linked with ambient CO, no study directly linked to CO emanating from wildfire 

activity.  

A systematic review of 36 publications on the long-term health impacts of wildfire smoke exposure 

found that such studies are limited and largely focus on mental health (Gao et al., 2023). The 

majority of the studies assessed the cohorts for one to two years after exposure; nine of the 36 

studies were based in Canada, where all but one was related to the 2016 Fort McMurray fires. The 

other Canadian report was a 20-year population-based cohort study that followed more than two 

million adults to examine the association between wildfire exposure and specific cancers related 

to wildfire emissions (Korsiak et al., 2022; Gao et al., 2023). Comparing health outcomes of 



141 

 

populations based on wildfire exposure area, defined by proximity to burned area, suggests that an 

increased risk of lung cancer and brain tumors is associated with long-term exposure to wildfires. 

Gao et al. (2024) applied a DiD analysis to cardiovascular mortality in relation to wildfire-related 

PM2.5 in Brazil, between 2010 and 2018, where an observed increase in wildfires occurred in the 

recent years. When controlling for seasonal temperature and socio-economic status, they reported 

that wildfire-related PM2.5 was statistically significant in causing mortality with a 1-year lag for 

all-cause cardiovascular disease (I00–I99, G45, G46), ischemic heart disease (I20–I25) and stroke 

(I60–I64, G45, I690–I694), but not for heart failure (I50), hypertension (I10–I13) or peripheral 

vascular disease (I70–I89). Use of a gas-phase marker of smoke like CO may obviate challenges 

in PM2.5 as a relevant smoke exposure as long-term satellite measurements are available in remote 

areas, and source apportionment (e.g., background vs. smoke PM2.5) is not required. 

Unlike most wildfire smoke studies, this study found that most respiratory hospitalizations were 

not significantly associated with column CO in either the pre-2012 or post-2012 periods. However, 

pneumonia, COPD, and acute lower respiratory infections were all higher in Alberta in the post-

2012 period. Given the relatively smaller time series available for Alberta, as well as the relatively 

lower incidence of respiratory disease in the warm-season months evaluated in this study, we 

interpret these findings to be suggestive of a relationship between increased column CO and these 

respiratory outcomes. Acute asthma events, the health outcome most consistently associated with 

wildfire smoke exposure, had a significant increase in the post-2012 period in Ontario, suggesting 

that there was a meaningful change in slope of the relation between CO and asthma. Hahn et al. 

(2021) report that the cardiovascular outcomes showed less significance compared to the 

respiratory diseases examined with the same population and wildfire events. When examining the 

CVD emergency room admissions within the population as a whole, Hahn et al. (2021) found that 

the risk went down on the day of exposure and showed an increase with a 2-3 day lag, while the 

odds of respiratory peaked on the first day and decreased thereafter, with the strongest effects 

observed for asthma. Increased morbidity from respiratory diseases due to wildfire smoke 

exposure is a common finding in studies, whereas correlations between cardiovascular diseases 

and health care utilization and wildfire smoke are less frequently reported (Henderson et al., 2011). 

This may be somewhat attributed to differences in exposure assessment and health data usage 

(Hahn et al., 2021), which would be particularly relevant to the methods applied in this work as 
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exposure and health metrics are aggregated on a monthly basis, while other studies have daily 

inputs. 

The biological plausibility of the relationship between column CO and cardiovascular diseases 

may contribute to our current findings that are predominated by positive and significant 

relationships between CO and CVD outcomes in the post-2012 period compared to the pre-2012 

period. Wettstein et al. (2018) found that smoke from 2015 wildfires in California were associated 

with a number of cardiovascular hospitalization outcomes, including myocardial infarction, 

ischemic heart disease, heart failure, dysrhythmia, pulmonary embolism, stroke, and transient 

ischemic attack (Wettstein et al. 2018). Exposure assessment was conducted using NOAA Hazard 

Mapping System (HMS) smoke polygons, classified as light, medium and heavy. The HMS 

polygons indicate if there is smoke in the atmospheric column, but does not indicate if the smoke 

is at the ground level. In a study spanning six wildfire seasons in Colorado, Magzamen et al. (2021) 

blended HMS polygon data with ground-based US EPA monitoring data for PM2.5 to indicate if 

smoke in the atmospheric column was present at ground level (Magzamen et al. 2021). This study 

indicated that all CVD hospitalizations (as well as hospitalizations for cerebrovascular disease, 

heart failure, and ischemic heart disease) in single-lag model were significantly associated with a 

10 μg/m3 increase in smoke PM2.5; in distributed lag models, smoke PM2.5 was significantly 

associated with ischemic heart disease, similar to findings in the current study.  

Further, the Colorado analysis demonstrated that 10 μg/m3 increase in wildfire smoke was 

significantly associated with cardiac arrest mortality (Magzamen et al., 2021). A study in 

California indicated that exposure to wildfire smoke was significantly associated with out-of-

hospital cardiovascular deaths over three seasons (Jones et al., 2020). An evaluation of the 2015 

wildfire season in Calgary, Alberta, found that smoke exposure was positively and significantly 

associated with outpatient physician visits for congestive heart failure and ischemic heart disease 

(Mahsin et al. 2022), similar to findings in our study.  

The scope of this analysis is limited by data availability and the aggregation thresholds of the CIHI, 

in frequency and duration. Alberta is in closer proximity to seasonal forest fires than Ontario, 

meaning the population has greater exposure to wildfire smoke and thus a greater potential for 

hospitalization records to reflect the change in wildfire frequency. However, Alberta 

hospitalization records were only available from 2010 onwards, which only provides two years in 
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the “before” period and can potentially constrain the DiD signal. Other provinces were not 

included as they did not have data available for the appropriate duration. If the data were available 

on a daily basis, this would allow for an analysis more similar to those in Hahn et al. (2021) and 

Magzamen et al. (2021). Another consideration for the significance of trends is the sample size, 

the entire population of Canada is comparable to the state of California (PPIC, 2024; STATS CAN, 

2024). Further, utilization of health care during fire events care may vary based on several 

confounding factors, such as smoke density and toxicity (can depend on proximity and severity of 

burning fire, temperature, ecoregion, etc.), human behavior (e.g., availability of medical treatment, 

ability to self-treat), and local intervention measures (e.g., evacuation orders, distribution of 

protective equipment) (Magzamen et al., 2021).  

The DiD uses the monthly average total column XCO as measured by MOPITT; as stated in 

Section 5.2.1.1, the TIR/NIR measurement is most sensitive to the middle troposphere. The change 

in seasonal cycle is observed in both the MOPITT data and the CO measurements from the TAO 

FTIR (as shown in Figure 5.5), which is sensitive to the lower troposphere, and it should be noted 

that enhancements in the surface level CO that more directly influence air quality, will vary from 

the column measurements. However, enhancements in the CO tropospheric column measured at 

TAO have been linked to episodes of degraded air quality as a result of long-range transport of 

wildfire plumes (Flood et al., 2025a). The overlap observed in the standard deviation of the 

monthly mean CO presented in Figures 5.2 and 5.3 may indicate that a longer time series is needed 

to better resolve the CO increase in Alberta and Ontario, which may also reflect the varying results 

of Table 6.3. Nonetheless, the prominence of a positive uptick in outcomes between the pre-2012 

and post-2012 periods is suggestive of a shift in the relationship between health outcomes and a 

more intense wildfire season, as marked by enhanced atmospheric CO columns. The wide 

confidence intervals can be somewhat attributed to the limitations as stated, and underscore need 

for further research. 

6.4 Conclusions 
This study investigated a change in the seasonal cycle of atmospheric CO from satellite 

measurements in the provinces of Alberta and Ontario, in addition to ground-based monitoring in 

Toronto, Ontario, partitioning measurements from before and after January 1, 2012. Monthly 

hospital emergency room admissions for nine cardiovascular and respiratory diseases were 
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obtained for the health districts in Alberta (2010 to 2019) and Ontario (2004 to 2019) and analyzed 

with respect to the satellite-derived monthly total column CO using a difference-in-difference 

approach. The objective was to assess whether the hospitalization records follow a similar pattern 

to that observed with the atmospheric CO and to evaluate whether CO can be used as an 

appropriate metric for exposure. 

A comparison of MOPITT XCO measurements across Canada shows areas of higher mean August 

values for 2012-2019 compared to 2004-2011, even without removing the overall North American 

downward trend of -0.57% CO per year. When assessing the detrended monthly mean XCO for 

Alberta and Ontario specifically, a positive shift is seen for the period from July to September, 

with a maximum in August. The TAO FTIR monthly mean CO total columns show a similar 

increase over the same time period. The standard deviations of the pre-2012 and post-2012 

monthly means overlap due to year-to-year variability. Overall, the findings are consistent with 

the results in Buchholz et al. (2022), which showed an increase in seasonal August CO observed 

by MOPITT in large areas of the United States when comparing pre-2012 and post-2012, attributed 

to an increase of wildfires in the Pacific Northwest. 

A DiD regression was applied to monthly hospital emergency room admission counts for nine 

cardiovascular and respiratory diagnoses to assess if the observed increase in column CO due to 

wildfire emissions is reflected in health diagnostics. Despite the sometimes-wide confidence 

intervals, several diseases show a significant change in the DiD regression when considering the 

interaction term between exposure and outcome. In the instances when the model shows a positive 

𝑖𝑖𝑐𝑐𝑐𝑐 β3 interaction term, an increasingly adverse effect is observed during the more intense wildfire 

years (post-2012). The positive 𝑖𝑖𝑐𝑐𝑐𝑐 β3 coefficients indicate how many more hospitalizations per 

100,000 are associated with a 1 ppbv increase in XCO after 2012 compared to before 2012 for the 

same month. This positive interaction is seen for hypertension (AB and ON), ischemic heart 

disease (ON), arrhythmia (AB and ON), heart failure (AB), cerebrovascular disease, (AB and ON), 

pneumonia (AB), acute lower respiratory infection (AB), COPD (AB) and asthma (ON). However, 

the interaction was only found to be statistically significant for hypertension (ON), ischemic heart 

disease (ON), arrhythmia (AB and ON), cerebrovascular disease (ON) and asthma (ON). Overall, 

these findings demonstrate the potential of satellite-derived CO as a metric for exposure in wildfire 

health analyses.  
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As climate change impacts the occurrence of wildfires, it is important to consider the effects of the 

increased emissions on human health, both locally and through long-range transport. 

Understanding the implications for the health care system can help build a framework for shaping 

policy, informed decision making, and effective risk mitigation. Establishing a connection between 

adverse health outcomes and satellite measurements of CO offers the potential to enhance public 

health advisories, leveraging the broader spatial coverage provided by satellites compared to 

regional ground-based monitoring methods. Studies examining the long-term and long-range 

health impacts of wildfires are limited, underscoring the importance of further research to expand 

upon the work done in this study. Further research, including broader geographical coverage, and 

longer-term finer-scale patient data will provide greater insight into the long-term impacts of long-

range wildfire emissions on human health. 
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Chapter 7  
 

 Conclusions 
7.1 Summary 
This thesis demonstrates the importance of reliable long-term measurements of the atmosphere, 

showcasing their diverse applications to address the scientific questions and to achieve the three 

scientific objectives stated in Chapter 1:  

(1) Maintain ongoing solar absorption FTIR measurements and trace gas retrievals at TAO, 

contributing to the NDACC DHF and CAMS and work towards establishing a new Canadian 

NDACC FTIR site at CARE.  

(2) Evaluate the performance of atmospheric models by leveraging FTIR datasets from the TAO, 

CARE, PEARL, and four other Arctic NDACC stations, as well as other relevant in situ and 

satellite measurements. 

(3) Investigate changes in atmospheric composition resulting from the long-range transport of 

wildfire emissions and assess the impact of this on local air quality and public health. 

The FTIR spectrometer at the University of Toronto Atmospheric Observatory continues to make 

regular measurements, contributing to its long time-series of observations, dating back to 2002. 

Trace gas profiles and columns of 16 gases (C2H2, C2H6, CH3OH, CH4, CHF2Cl, CO, H2CO, HCl, 

HCN, HCOOH, HF, HNO3, N2O, NH3, O3 and OCS) are contributed to NDACC.  

Project 1 (Chapter 4) addressed the question “How well do the SLCF model simulations in the 

AMAP 2021 Report represent historical measurements of CH4, CO and O3 from five Arctic 

FTIR sites, and what, if any, patterns arise in the discrepancies?”.  The evaluation of AMAP 

2021 SLCF models using high-latitude NDACC FTIR sites revealed key biases and discrepancies 

in the modelled tropospheric columns of CH4, CO, and O3 in the Arctic. This contributed to the 

first scientific objective by utilizing NDACC FTIR measurements to examine the performance of 

atmospheric models. The work provides an assessment of seasonal cycles, multi-model means, 

and overall differences, while offering insights on where and what the models may lack. Overall, 

the models have a negative bias for all locations and all species examined. The mean model bias 

is -9.7% for CH4 and is relatively consistent across the four years, -21% for CO with a maximum 
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negative bias in the spring and minimum in the summer, and -18% for O3 with a maximum 

difference centered around the summer. Model assessments using historical data serve as a crucial 

checkpoint for both improving models and for evaluating their uncertainties for applications which 

simulate into the future. The Arctic plays a key role in Earth’s climate system and is warming at a 

faster rate than the rest of the world, so predicting how changes will manifest is important for both 

local communities and policy building. However, constraints such as operational costs, remote 

locations and harsh conditions limit measurement coverage in the Arctic, therefore, evaluating 

models using all available metrics is highly beneficial. This project adds a new data set (column-

integrated NDACC FTIR measurements) to those used in the AMAP 2021 SLCF Report, and in 

doing so provides an evaluation of the models in the troposphere. 

Project 2 (Chapter 5) addressed the question “How significant were the impacts of the 2023 

Canadian wildfires on the air quality and composition in Southern Ontario, and how do the 

GEM-MACH Firework simulations compare to ground-based and satellite measurements in the 

region?”.  The impact of long-range transport from the intense 2023 Canadian wildfires was 

investigated by integrating several applicable measurements and models. This project supported 

the second and third scientific objectives by performing model assessment with the CARE and 

TAO FTIR data and by evaluating enhancements from wildfire-related gases and the respective 

air quality warnings during smoke events. The work provides an appraisal of the GM-FW model, 

which provided operational air quality analysis for the time of the events. The comparisons to 0-

10 km FTIR partial columns show the model has an overall negative bias in the troposphere across 

the whole summer, with a relatively overestimated response during smoke events. Assessing the 

profile enhancements during the three events provides information on how the model distributes 

the gases vertically, the shape of CO enhancements are well captured, while NH3 has large 

overestimations and O3 is variable. Although MOPITT satellite comparisons show that GM-FW 

has good spatial distribution during the events, surface comparisons show that the model has a 

general overestimation of CO, underestimation of O3, and an overestimation of urban (Toronto) 

PM2.5 and underestimation of rural (Barrie) PM2.5. FTIR CO profiles and Mini MPLNET NRB 

allowed for an assessment of the approximate height of the smoke layer, for which HYSPLIT 

back-trajectories were run to determine the path which brought smoke to the area at the time of 

the events. Correlations with CO were observed for C2H6, CH3OH, HCN and HCOOH, and were 

not present for NH3 and O3. Enhancement ratios were assessed for the three events, in conjunction 



148 

 

with back-trajectory analysis, contributes to a growing database of wildfire emission studies. This 

project provides a comprehensive analysis of the air composition and quality in Southern Ontario 

as a result of wildfire smoke transport events during the summer of 2023. Additionally, the 

evaluations of the GEM-MACH FireWork model provided a novel source for comparison with the 

operational model, which can support future air quality forecasting and model improvements.  

Project 3 (Chapter 6) addressed the question “Has an increase in wildfires changed the CO cycle 

in Ontario and Alberta, Canada? Does health care utilization for respiratory and cardiovascular 

diseases present a change related to the CO cycle and if so, can CO be used as an exposure 

metric?”. Long-term trends in CO concentrations in Ontario and Alberta were examined with 

respect to an increase in wildfire activity, to assess potential links between atmospheric column 

CO and health care utilization for respiratory and cardiovascular diseases. This evaluation of CO 

and public health as it relates to wildfires contributed to the third scientific objective. The work 

asserts that a similar increase in atmospheric CO, as reported in Buchholz et al. (2022), is observed 

in total column MOPITT XCO from Alberta and Ontario, and in total column CO from the TAO 

FTIR, when comparing 2004-2011 to 2012-2019. The use of a difference-in-difference analysis, 

with atmospheric CO as an exposure metric, offers a potential alternative to surface PM2.5 in health 

studies, leveraging its wider availability through observations (e.g., satellite). The difference-in-

difference approached allowed for controls of confounding factors, such as month and region, 

which may influence atmospheric CO and/or health outcomes. By analyzing long-term 

atmospheric CO measurements alongside health care utilization, results are suggestive of a 

statistically significant increase in hospitalizations for arrhythmia in Alberta and Ontario, and 

hypertension, ischemic heart disease, cerebrovascular disease, and asthma in Ontario. Establishing 

CO as a useful tracer for health impacts, in lieu of surface PM2.5, offers the potential to provide a 

more comprehensive coverage for health effects associated with air pollution.  

Collectively, these projects highlight the significance of the FTIR measurements made at TAO, 

and within NDACC, as a tool to evaluate atmospheric models, assess air composition as it relates 

to public health, and complement other atmospheric measurement techniques. They lay a 

foundation for future studies that can help improve atmospheric modelling and influence policy. 

These studies demonstrate the importance of long-term atmospheric measurements as they relate 

to a changing climate and atmospheric events, while also emphasizing the influence of long-range 

transport on air quality and the possible implications for human health, whether from wildfires or 
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the repercussions of Arctic warming. This contributes to the first scientific objective of continuing 

measurement acquisition and utilizing data for atmospheric studies, while underscoring the need 

for continued investment in long-term atmospheric monitoring and highlighting the critical role of 

collaborative research efforts. 

7.2 Future Work 
A fundamental component of this research is the utilization of the long-term database of consistent, 

high-quality measurements collected by the NDACC IRWG FTIR instruments. These datasets 

provide a valuable record of atmospheric composition that enables detailed trend analyses, model 

validation, and assessment of atmospheric events, such as those presented in this thesis. Following 

the first scientific objective, it is of the utmost importance that instrument maintenance continue, 

and measurements follow. Likewise, the submission of TAO retrievals to CAMS RD and the 

NDACC DHF should remain consistent (every 2-3 weeks and annually, respectively). A key 

priority in the continuation should be to update the TAO retrievals to the latest version of SFIT4, 

reprocess all the past spectra with this version, and update the data versions on the NDACC DHF. 

The IRWG has working groups for the harmonization of HCl, HF, CO, C2H6, HNO3, N2O, CH4, 

OCS, HCN, ClONO2 (not currently retrieved with TAO), and H2CO. When the recommended 

parameters are shared, the retrievals will need to be updated and applied to the complete timeseries, 

marked with the tag “irwg2023”, and submitted in GEOMS v3 HDF format, similar to the new O3 

retrievals (described in Section 3.3). Furthermore, there are species not currently retrieved at TAO 

that may be explored, such as C2H4 and PAN (Wizenberg, 2023). Possible improvements can be 

made to the TAO system by refining the currently over-modulated ILS (see Figure 2.7), placing 

the HBr and N2O cells on automated carousels in the sample chamber to allow more frequent ILS 

measurements, and installing a laser shutter to clear zero path difference selection problems.  

In recent years, substantial work has been undertaken to ensure that the CARE FTIR spectrometer 

is now capable of making regular measurements. The usefulness of having a complementary 

measurement location was shown in Project 2 and in past work such as Whaley et al. (2015). To 

use this dataset to its full advantage, retrievals should be initiated for all remaining species (C2H2, 
CH4, CHF2Cl, H2CO, HCl, HF, HNO3, N2O, and OCS), and at the same time these retrievals should 

be undertaken with the latest SFIT4 version. Efforts should be made to continue regular 

measurements and retrievals as this will be required to pursue formal NDACC certification for this 
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instrument. As the CARE FTIR dataset grows, a comprehensive analysis of the differences 

between the rural (CARE) and urban (TAO) sites, and the impacts of local and long-range sources, 

could be carried out. Improvements which have been noted for the CARE system include 

streamlining data transfer, automating end-of-day quality reports, fixing precipitation sensor 

reporting, replacing degraded sun-tracker mirrors, and placing the HBr and N2O cells on automated 

carousels in sample chamber to allow more frequent ILS measurements.  

To further the model evaluations performed in Project 1 (Chapter 4), performing various sensitivity 

analyses would provide more information regarding the shortcomings of the models. Additionally, 

including a broader range of sites (such as mid-latitude) may reveal if there are latitudinal gradients 

in model biases. Performing the comparisons on a longer time series can help distinguish 

interannual variability from long-term trends, providing a clearer picture of how the models 

respond to changes over time.  

To build on the work presented in Project 2 (Chapter 5), a reevaluation of the GEM-MACH 

FireWork with the latest version (not yet used operationally) could provide a checkpoint for the 

improvements that have been implemented by the modelling team. Additionally, comparisons 

could be extended to include more of the OMECP surface measurement locations, and even other 

provinces and territories. Another option would be to compare TAO FTIR measurements with the 

GM-FW model over an extended period of time to see how the model performs for other wildfire 

events for which TAO recorded trace gas enhancements and general background levels.  

Improvements could be made to Project 3 (Chapter 6) if hospitalization data can be obtained for 

more regions, on a finer time resolution and for a longer time. Due to limitations in the data 

agreement with CIHI, data were only available for Alberta from 2010, and Ontario from 2004, 

less-than monthly aggregation was discouraged, and other provinces did not have data available 

prior to 2012. Obtaining more locations, with more years prior to 2012 and a finer time resolution 

(ideally daily) would allow for a more robust difference-in-difference analysis. As is, the analysis 

could be furthered by comparing the results with XCO and the more widely used PM2.5 exposure 

metric. Combining this comparison with GEM-MACH FireWork, the difference between the 

tropospheric CO and surface PM2.5 could be assessed for the duration of the analysis. Additionally, 

an interesting case study could be performed by comparing hospitalizations and XCO from the 

extreme wildfire season of 2023 with the 2004-2019 DiD results, to see how they differ.
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Appendices  

A. Appendix for Chapter 4  
This appendix contains the supplementary figures for Chapter 4. Figures A.1-A.14 correspond to 

the additional figures for CH4, Figures A.15-A.25 are for CO, and Figures A.25-A.39 are for O3. 

The figures in each section are as follows: the complete time series for each site, showing all 

measurements and smoothed model partial columns for 2008, 2009, 2014 and 2015; the monthly 

mean values from the points in the previous figures for each site; and the model vs. measurement 

regression for all sites except Eureka (which is shown in the main text). 

I. Additional CH4 Figures  

 
Figure A.1: (a) FTIR (black) and smoothed model (colour) 0-7 km partial columns of CH4 by 
day of year, from Eureka.  Model data are the nearest in time to each FTIR measurement. (b) 
Model-measurement percent difference (∆𝑖𝑖) from Equation 3.2 by day of year. Each year is 

indicated by a different marker. 
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Figure A.2: Same as Figure A.1 but for Ny Ålesund. 

 

 
Figure A.3: Same as Figure A.1 for Thule. 
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Figure A.4: Same as Figure A.1 for Kiruna 

 

 
Figure A.5: Same as Figure A.1 for Kiruna. 
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Figure A.6: (a) Monthly mean FTIR (black) and smoothed model (colour) 0-7 km partial 

columns CH4 (𝑃𝑃𝑃𝑃𝐹𝐹,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗 and 𝑃𝑃𝑃𝑃𝑀𝑀,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗, respectively), from Eureka using model data that 
are the nearest in time to each FTIR measurement shown in Figure A.1. Error bars represent the 

standard deviation of the monthly mean. (b) Model-measurement mean percent difference by 
month (∆𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗). Error bars represent standard deviation of the monthly mean percent 

difference. The legend on panel (b) shows the overall mean percent difference (∆𝑂𝑂) with the 
standard deviation of the overall mean percent difference. 
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Figure A.7: Same as Figure A.6 for Ny Ålesund. 

 

 
Figure A.8: Same as Figure A.6 for Thule. 
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Figure A.9: Same as Figure A.6 for Kiruna. 

 

 
Figure A.10: Same as Figure A6 for Harestua. . 
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Figure A.11: Smoothed model vs. FTIR 0-7 km partial column of CH4 for Ny Ålesund, showing 

all available model-FTIR corresponding data. The black line is the line of best fit, where the 
equation and R2 are noted in the legend. The 1:1 line is shown in light grey. 

 

 
Figure A.12: Same as Figure A.11 for Thule. 

 

 
Figure A.13: Same as Figure A.11 for Kiruna. 
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Figure A.14: Same as Figure A.11 for Harestua. 

 

II. Additional CO Figures 

 
Figure A.15: (a) FTIR (black) and smoothed model (colour) 0-7 km partial columns of CO by 
day of year, from Eureka.  Model data are the nearest in time to each FTIR measurement. (b) 
Model-measurement percent difference (∆𝑖𝑖) from Equation 3.2 by day of year. Each year is 

indicated by a different marker. 
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Figure A.16: Same as Figure A.15 for Ny Ålesund. 

 

 
Figure A.17: Same as Figure A.15 for Thule. 
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Figure A.18: Same as Figure A.15 for Kiruna. 
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Figure A.19: (a) Monthly mean FTIR (black) and smoothed model (colour) 0-7 km partial 

columns of CO (𝑃𝑃𝑃𝑃𝐹𝐹,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗 and 𝑃𝑃𝑃𝑃𝑀𝑀,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗, respectively), from Eureka using model data 
that are the nearest in time to each FTIR measurement shown in Figure A.15. Error bars 

represent the standard deviation of the monthly mean. (b) Model-measurement mean percent 
difference by month (∆𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗). Error bars represent standard deviation of the monthly mean 

percent difference. The legend on panel (b) shows the overall mean percent difference (∆𝑂𝑂) with 
the standard deviation of the overall mean percent difference. 
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Figure A.20: Same as Figure 19 for Ny Ålesund. 

 

 
Figure A.21: Same as Figure A.19 for Thule. 
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Figure A.22: Same as Figure A.19 for Kiruna. 
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Figure A.23: Smoothed model vs. FTIR 0-7 km partial column of CO for Ny Ålesund, showing all 

available model-FTIR corresponding data. The black line is the line of best fit, where the 
equation and R2 are noted in the legend. The 1:1 line is shown in light grey. 

 

 
Figure A.24: Same as Figure A.23 for Thule. 
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Figure A.25: Same as Figure A.23 for Kiruna. 
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III. Additional O3 Figures 

 
Figure A.26: (a) FTIR (black) and smoothed model (colour) 0-7 km partial columns of O3 by day 
of year, from Eureka.  Model data are the nearest in time to each FTIR measurement. (b) Model-
measurement percent difference (∆𝑖𝑖) from Equation 3.2 by day of year. Each year is indicated by 

a different marker. 
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Figure A.27: Same as Figure A.26 for Ny Ålesund. 

 

 
Figure A.28: Same as Figure A.26 for Thule. 
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Figure A.29: Same as Figure A.26 for Kiruna. 

 

 
Figure A.30: Same as Figure A.26 for Harestua. 
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Figure A.31: (a) Monthly mean FTIR (black) and smoothed model (colour) 0-7 km partial 

columns of O3 (𝑃𝑃𝑃𝑃𝐹𝐹,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗 and 𝑃𝑃𝑃𝑃𝑀𝑀,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗, respectively), from Eureka using model data 
that are the nearest in time to each FTIR measurement shown in Figure A.26. Error bars 

represent the standard deviation of the monthly mean. (b) Model-measurement mean percent 
difference by month (∆𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑙𝑙𝑙𝑙,𝑗𝑗). Error bars represent standard deviation of the monthly mean 

percent difference. The legend on panel (b) shows the overall mean percent difference (∆𝑂𝑂) with 
the standard deviation of the overall mean percent difference. 
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Figure A.32: Same as Figure A.31 for Ny Ålesund. 

 

 
Figure A.33: Same as Figure A.31 for Thule. 
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Figure A.34: Same as Figure A.31 for Kiruna. 

 

 
Figure A.35: Same as Figure A.31 for Harestua. 
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Figure A.36: Smoothed model vs. FTIR 0-7 km partial column of O3 for Ny Ålesund, showing all 

available model-FTIR corresponding data. The black line is the line of best fit, where the 
equation and R2 are noted in the legend. The 1:1 line is shown in light grey. 

 

 
Figure A.37: Same as Figure A.36 for Thule. 
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Figure A.38: Same as Figure A.36 for Kiruna. 

 

 
Figure A.39: Same as Figure A.36 for Harestua. 
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B. Appendix for Chapter 5 
This appendix contains supplementary tables and figures for Chapter 5 to provide more context 

regarding the air quality throughout the summer of 2023. Tables B.1-B.3 provide information 

about the AQHI over the summer; the mean tropospheric and surface measurements of pollutants 

in the past, for 2023 and during the events; and comparisons of the enhancement ratios (shown in 

Figure B.9). Figures B.1-B.6 show the summer 2023 time series for the species for which 

enhancement ratios are reported. Figure B.7 shows the OMECP AQHI during the peak time of 

events across Ontario. Figure B.8 shows the HYSPLIT back-trajectories for CARE during the peak 

event times. Figure B.10 shows the summer of 2023 time series from the OMECP surface readings 

of CO, O3 and PM2.5. Figures B.11 and B.12 show measurement vs model regressions for the 

comparisons presented in Section 5.4.3.1 and 5.4.3.2, respectively. 
 

Table B.1: For each defined event, AQHI readings from Downtown Toronto, indicating the 
maximum value reached, the number of days which reached “moderate risk” and the number of 

days which reached “high risk”. 
Event Maximum 

AQHI 
Number of Days  

with Moderate Risk 
# of Days with High Risk 

1 May 16 – 23, 2023 5 6 0 
2 June 3 – June 9, 2023 6 5 0 
3 June 17 – June 30, 2023 9 9 3 

 

Table B.2: Mean summer (May-September) CO, O3 and PM2.5 values from the TAO FTIR and 
OMECP in situ instruments comparing the previous five years (2018-2022) and 2023. Where the 

difference is [100*({2023 mean (total or event)/ five-year summer mean}-1)]. 

Pollutant Source 

Five-year 
Summer 

Mean (2018-
2022) 

2023 Summer 
Mean Difference 2023 Events 

Mean Difference 

CO 

TAO FTIR 
(10 km partial 

column) 

1.80 x1018 
molec. cm-2 

2.28 x1018 
molec. cm-2 

27% 
higher 

2.53 x1018 
molec. cm-2 40% higher 

TOR. West 
OMECP 
(surface) 

0.23 ppm 0.30 ppm 30% 
higher 0.32 ppm 39% higher 

O3 

TAO FTIR (10 km 
partial column) 

1.05 x1018 
molec. cm-2 

1.10 x1018 
molec. cm-2 4% higher 1.22 x1018 

molec. cm-2 16% higher 

TOR. DT. OMECP 
(surface) 27.9 ppbv 31.4 ppbv 12% 

higher 30.3 ppbv 9% higher 

Barrie OMECP 
(surface) 25.9 ppbv 26.4 ppbv 2% higher 30.6 ppbv 18 % 

higher 

PM2.5 

TOR. DT. OMECP 
(surface) 8.16 μg/m-3 10.6 μg/m-3 30% 

higher 16.5 μg/m-3 202 % 
higher 

Barrie OMECP 
(surface) 6.92 μg/m-3 12.0 μg/m-3 73% 

higher 21.0 μg/m-3 303% 
higher 
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Table B.3: Comparison between enhancement ratios (slope) and respective R values for the 
Events individually (Figure 5.6) and together (Figure B.9). Note. The box is green if the slope/R 
value is higher for the event compared to the combined value, yellow if it is the same, and red if 

it is lower. 

Gas 
Slope R-value 

Combined Event 1 Event 2 Event 3 Combined Event 1 Event 2 Event 3 
C2H6 0.005 0.009 0.004 0.003 0.49 0.52 0.46 0.36 

CH3OH 0.017 0.028 0.016 0.021 0.79 0.82 0.64 0.87 
HCN 0.003 0.006 0.003 0.003 0.65 0.52 0.51 0.77 

HCOOH 0.013 0.030 0.012 0.013 0.67 0.86 0.66 0.87 
NH3 0.003 0.017 0.006 0.002 0.34 0.47 0.64 0.42 
O3 0.07 -0.199 -0.207 0.01 0.06 0.06 0.17 0.49 

 

 
Figure B.1: 0-10 km partial column C2H6 from TAO (orange) and CARE (yellow) for 2023 with 
the TAO baseline (BL) (black line) ±1σ (grey shaded), and the time of the events marked with a 

blue shading. 
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Figure B.2: Same as Figure B.1 for CH3OH. 

 

 
Figure B.3: Same as Figure B.1 for HCN. 
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Figure B.4: Same as Figure B.1 for HCOOH. 

 

 
Figure B.5: Same as Figure B.1 for NH3. 
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Figure B.6: Same as Figure B.1 for O3. 
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Figure B.7: OMECP AQHI readings for all Ontario stations, corresponding to the time of the 

HYSPLIT back-trajectory release (OMECP, 2024) for each of the three events. 
 



180 

 

 
Figure B.8: HYSPLIT 72-hour ensemble back-trajectories, initiated from CARE at the times 

listed, from 5000 m (a, c, e) and 1000 m (b, d, f). Red polygons represent the active fires at the 
time (CWFIS, 2024; Esri, 2020). 
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Figure B.9: 0-10 km partial column enhancement of biomass-burning-related species vs. CO 

(measured within ±3 hours) for TAO and CARE FTIR May - September 2023 (grey), with events 
marked by colour. Error-weighted slopes are shown for the combined TAO and CARE datasets 

with all events. 

 

 
Figure B.10: OMECP surface CO, O3, and PM2.5 air quality readings for Toronto 

Downtown/West (orange) and Barrie (yellow), with the CAAQS marked in red. 
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Figure B.11: (a) CO, (b) NH3, and (c) O3 0-10 km partial columns from GM-FW vs. FTIR at 

TAO (orange markers, red line) and CARE (yellow markers, maroon line), with a linear 
regression applied.  The slope and R of each fit is given in the legend, and the black line 

represents 1:1. 
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Figure B.12: (a) CO, (b) O3 and (c) PM2.5 daily mean surface measurements from GM-FW vs. 

OMECP at Toronto (orange markers, red line) and Barrie (yellow markers, maroon line), with a 
linear regression applied The slope and R of each fit is given in the legend and the black line 

represents 1:1. 
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C. Appendix for Chapter 6   
This appendix contains additional context for the DiD analysis presented in Chapter 6. The DiD 

interpretation was done with the guidance of Grace Kuiper and Dr. Sheryl Magzamen from the 

Department of Environmental and Radiological Health Sciences, Colorado State University. The 

following section breaks down an example of the DiD for each variable and shows how a 

generalized interpretation of the numbers would follow; this text was not included in Flood et al. 

(2025b).  

A difference-in-difference approach compares the trends between different groups; traditionally 

this would be a treatment and control group. Figure C.1 shows a graphical representation of a 

standard DiD where there are two groups before and after an intervention (CUMSPH, 2013). The 

difference in this application is that the x-axis would be XCO, the y-axis would be hospital 

admissions, and there would be one “pre intervention” group, which is the admissions prior to 

2012, and one “post intervention” group, which would be the admissions post-2011.  

 
Figure C.1: Graphical example of comparison groups in a difference-in-difference approach. 

(CUMSPH, 2013). 

The program used is the python statsmodel ols and was run individually for each disease and 

province (9 diseases × 2 provinces = 18 models). The program aims to predict a dependent variable 

(here 𝑁𝑁𝑚𝑚𝑚𝑚) with the input of independent variables (the rest of the inputs listed) . It creates a line 

of best fit using an ordinary least squares function (Statsmodels, 2025).  
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The inputs: 

● 𝑁𝑁𝑚𝑚𝑚𝑚 : a DataFrame that contains the number of hospitalizations for a disease in a 

particular health district in a month normalized to the is the dependent variable. 

● 𝑋𝑋𝐶𝐶𝐶𝐶 : the average MOPITT XCO total column (detrended) for the respective month in the 

area of the health district. 

● 𝑡𝑡 : period that corresponds to the year of the respective data, if it is before pre-2012 it is 

0, if it is 2012 and beyond it is 1. 

● 𝑖𝑖𝑐𝑐𝑐𝑐: this term will be the product of 𝑋𝑋𝐶𝐶𝐶𝐶 ∗ 𝑡𝑡, so either 𝑋𝑋𝐶𝐶𝐶𝐶 again or 0. 

● 𝑚𝑚 : this is an indicator for the month, it will be 1 for July, 2 for August, or 3 for 

September, depending on the respective data ( 𝑁𝑁𝑚𝑚𝑚𝑚 and 𝑋𝑋𝐶𝐶𝐶𝐶). This is not used as a 

number, this is used to distinguish between months as a variable.  

● 𝑅𝑅: this will be a number between 1-7 for Ontario or 1-5 for Alberta, which indicates the 

health district that came 𝑁𝑁𝑚𝑚𝑚𝑚 from. This is not used as a number, this is used to 

distinguish between regions as a variable.  

The outputs:  

● Each coefficient describes how “one unit change” of the dependent variable will change 

the respective independent variable.  

o Each output has a p-value which indicates the chance of the independent variable 

having no impact on the dependent variable, ideally this should be less than 0.05 

or 5%, and a 95% confident interval that indicates the bounds which 95% of the 

values are within, and to be significant will not contain a null value.  

● 𝛽𝛽0: this is the intercept of the formulated equation, it does not provide information 

towards the analysis of coefficients 

● 𝛽𝛽1: This is used as the exposure metric, it corresponds to the change in hospitalizations 

for 1 ppbv increase in XCO when the period is pre-2012 (see Equation 6.2). 
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o An example of an interpretation of a significant coefficient would be if 𝛽𝛽1  =

−0.52 - “Before 2012, an increase in XCO by 1ppbv is associated with a decrease 

in monthly hospitalizations due to arrhythmia by 0.52 per 100,000 people in 

Alberta.” 

● 𝛽𝛽2: This is the change in hospitalization post-2012 vs pre-2012 when XCO is held 

constant (see Equation 6.3). 

o An example of an interpretation of a significant coefficient would be if 𝛽𝛽2  =

−10.41: “When XCO is constant, there are 10.41 fewer monthly hospitalizations 

per 100,000 people due to cerebrovascular disease in Ontario, after 2012 than 

there were before 2012.” 

● 𝛽𝛽3: This is the change in hospitalization from 1ppbv increase in XCO post- vs pre-2012 

(see Equation 6.4) 

o An example of an interpretation of a significant coefficient would be if 𝛽𝛽3 =

0.308: “The effect on monthly asthma hospitalization in Ontario of a 1ppbv 

increase in XCO is 0.308 per 100,000 people more after 2012 versus before 

2012.” 

● The number that is of interest to the interpretation of these results is 𝛽𝛽3 + 𝛽𝛽1; this is what 

is described in the analysis and dictates if there is a change in frequency of 

hospitalization between the two time periods. 𝛽𝛽3 needs to be positive, and larger in 

magnitude than 𝛽𝛽1 for there to be an attenuation of hospitalizations associated with an 

increase in XCO between the time period of before 2012 and after 2012. The instances of 

these are marked in Table 6.3 with a green asterisk (*) 𝑖𝑖𝑐𝑐𝑐𝑐 term.   

o An example of an interpretation of a significant coefficient would be if 𝛽𝛽1 =

−1.72 and 𝛽𝛽3 = 1.8755: “The effect on monthly hypertension hospitalization in 

Ontario from a 1 ppbv increase in XCO after 2012 is 0.16 more per 100,000 

people, the positive outcome between 𝛽𝛽3 + 𝛽𝛽1 indicates an inverse in the 

relationship from before 2012 and after 2012.”  
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● 𝛽𝛽4: there is a value for the month August and September, these coefficients are compared 

to July, as the first month input. The term does not interact with other covariates so it can 

be interpreted independently of the others. 

o An example of an interpretation of a significant coefficient would be if 

𝛽𝛽4 [𝑇𝑇. 9] = 25.83: “Holding health region, XCO and pre- vs post-2012 constant, 

September had 25.83 hospitalizations per 100,000 people per month more due to 

asthma than August.” 

● 𝛽𝛽5: there is a value for n-1 health regions input, similar to the months, these are each 

compared to whatever health region was input as number 1. The term does not interact 

with other covariates so it can be interpreted independently of the others. 

o An example of an interpretation of a significant coefficient would be if 

𝛽𝛽5 [𝑇𝑇. 2] = −95.14: “Holding month, XCO and pre- vs post-2012 constant, 

Alberta health region #2 had 95.1 hospitalizations per 100,000 people per month 

less due to arrhythmia than Alberta health region #1.” 

The following section shows an example of how the DiD model assesses the beta coefficient 𝛽𝛽1, 

𝛽𝛽2 , and 𝛽𝛽3. The independent variables are changed by a factor of 1, while holding the other 

variables constant, to assess the resulting change in hospitalizations. The grey terms correspond 

to the terms that are cancelled out within the calculation (following the line above it). 

𝑁𝑁𝑚𝑚𝑚𝑚 = 𝛽𝛽0 + 𝛽𝛽1𝑋𝑋𝐶𝐶𝐶𝐶 + 𝛽𝛽2𝑡𝑡 + 𝛽𝛽3𝑖𝑖𝑐𝑐𝑐𝑐 + 𝛽𝛽4𝑚𝑚 + 𝛽𝛽5𝑅𝑅 (C. 1) 

Looking at 𝛽𝛽1 through a change in XCO by 1 ppbv, while everything else is held constant:  

𝛥𝛥ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 = [𝛽𝛽0 + 𝛽𝛽1(𝑋𝑋𝐶𝐶𝐶𝐶 + 1) + 𝛽𝛽2[0] + 𝛽𝛽3(𝑋𝑋𝐶𝐶𝐶𝐶 + 1)[0] + 𝛽𝛽4𝑚𝑚 + 𝛽𝛽5𝑅𝑅] 

− [𝛽𝛽0 + 𝛽𝛽1(𝑋𝑋𝐶𝐶𝐶𝐶) + 𝛽𝛽2[0] + 𝛽𝛽3(𝑋𝑋𝐶𝐶𝐶𝐶)[0] + 𝛽𝛽4𝑚𝑚 + 𝛽𝛽5𝑅𝑅]  

𝛥𝛥ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 = [ 𝛽𝛽0 + 𝛽𝛽1(𝑋𝑋𝐶𝐶𝐶𝐶 + 1) + 𝛽𝛽2[0] + 𝛽𝛽3(𝑋𝑋𝐶𝐶𝐶𝐶 + 1)[0] + 𝛽𝛽4𝑚𝑚 + 𝛽𝛽5𝑅𝑅] 

− [𝛽𝛽0 + 𝛽𝛽1(𝑋𝑋𝐶𝐶𝐶𝐶) + 𝛽𝛽2[0] + 𝛽𝛽3(𝑋𝑋𝐶𝐶𝐶𝐶)[0] + 𝛽𝛽4𝑚𝑚 + 𝛽𝛽5𝑅𝑅]  

𝛥𝛥ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 = 𝛽𝛽1(𝑋𝑋𝐶𝐶𝐶𝐶 + 1) − 𝛽𝛽1(𝑋𝑋𝐶𝐶𝐶𝐶)
𝛥𝛥ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 = 𝛽𝛽1 (C. 2) 
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Looking at 𝛽𝛽2 through a change in period before [0] or after 2012 [1], while everything else is 

held constant:  

𝛥𝛥ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 = [𝛽𝛽0 +  𝛽𝛽1[0] + 𝛽𝛽2[1] + 𝛽𝛽3[0][1] + 𝛽𝛽4𝑚𝑚 + 𝛽𝛽5𝑅𝑅] 

− [𝛽𝛽0 + 𝛽𝛽1[0] + 𝛽𝛽2[0] + 𝛽𝛽3[0][0] + 𝛽𝛽4𝑚𝑚 + 𝛽𝛽5𝑅𝑅]  

𝛥𝛥ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 = [𝛽𝛽0 +  𝛽𝛽1[0] + 𝛽𝛽2[1] + 𝛽𝛽3[0][1] + 𝛽𝛽4𝑚𝑚 + 𝛽𝛽5𝑅𝑅] 

− [𝛽𝛽0 + 𝛽𝛽1[0] + 𝛽𝛽2[0] + 𝛽𝛽3[0][0] + 𝛽𝛽4𝑚𝑚 + 𝛽𝛽5𝑅𝑅]   

𝛥𝛥ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 = 𝛽𝛽2[1]
𝛥𝛥ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 = 𝛽𝛽2 (C. 3) 

Looking at 𝛽𝛽3 through a change in 1 ppbv XCO when the period is after, while everything else is 

held constant:  

𝛥𝛥ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 = [𝛽𝛽0 + 𝛽𝛽1(𝑋𝑋𝐶𝐶𝐶𝐶 + 1) + 𝛽𝛽2[1] + 𝛽𝛽3(𝑋𝑋𝐶𝐶𝐶𝐶 + 1)[1] + 𝛽𝛽4𝑚𝑚 + 𝛽𝛽5𝑅𝑅] 

− [𝛽𝛽0 + 𝛽𝛽1(𝑋𝑋𝐶𝐶𝐶𝐶) + 𝛽𝛽2[1] + 𝛽𝛽3(𝑋𝑋𝐶𝐶𝐶𝐶)[1] + 𝛽𝛽4𝑚𝑚 + 𝛽𝛽5𝑅𝑅]  

𝛥𝛥ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 = [ 𝛽𝛽0 + 𝛽𝛽1(𝑋𝑋𝐶𝐶𝐶𝐶 + 1) + 𝛽𝛽2[1] + 𝛽𝛽3(𝑋𝑋𝐶𝐶𝐶𝐶 + 1)[1] + 𝛽𝛽4𝑚𝑚 + 𝛽𝛽5𝑅𝑅] 

− [𝛽𝛽0 + 𝛽𝛽1(𝑋𝑋𝐶𝐶𝐶𝐶) + 𝛽𝛽2[1] + 𝛽𝛽3(𝑋𝑋𝐶𝐶𝐶𝐶)[1] + 𝛽𝛽4𝑚𝑚 + 𝛽𝛽5𝑅𝑅]  

𝛥𝛥ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 = 𝛽𝛽1(𝑋𝑋𝐶𝐶𝐶𝐶 + 1) + 𝛽𝛽3(𝑋𝑋𝐶𝐶𝐶𝐶 + 1)[1] − 𝛽𝛽1(𝑋𝑋𝐶𝐶𝐶𝐶) − 𝛽𝛽3(𝑋𝑋𝐶𝐶𝐶𝐶)[1]
𝛥𝛥ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 = 𝛽𝛽1 + 𝛽𝛽3 (C. 4) 
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