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Outline 
 

 Land cover classification  

 Geological mapping  

 Fast magnitude determination of the seismic events 

 Climate change and sea level rise 

 Weather forecasting  

 Inverse problems in the planetary mantle 

 The thermal state of the planetary mantle  
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Review of Lecture 9 

gini(D) = 1 -  𝑷𝟐𝑪
𝒄=𝟏 c 

∆ 𝒈𝒊𝒏𝒊 𝑺 = 𝒈𝒊𝒏𝒊 𝑫 − 𝒈𝒊𝒏𝒊𝑺 (𝑫) 
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Land cover classification and change analysis of the Twin Cities (Minnesota) 

The accurate and timely information describing the nature and extent of land 

resources and changes over time is important, especially in rapidly Growing 

metropolitan areas. 

 

 

Land Cover Classification  

Fig. 4. Twin Cities Metropolitan Area urban growth from 1986 to 2002 with 

2000 MUSA boundary. Rural land cover (agriculture, forest and wetland) that 

was converted to urban from 1986 to 1991, from 1991 to 1998, and from 

1998 to 2002 are highlighted in green, red and yellow, respectively. 
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Geological Mapping Using Machine Learning Algorithms 

Geological mapping  

 
a) Remotely sensed spectral imagery 

b) Geophysical (magnetic and gravity) data  

c) Geodetic (elevation) data  

are useful in a number of Earth science applications such as environmental monitoring and 

mineral exploration. 

 

Remotely sensed imagery has many applications in Earth science applications such as 

environmental monitoring (Munyati, 2000), land coverage studies (Yuan et al., 2005), 

and mineral exploration (Hewson et al., 2006; Sabins, 1999).  

So improving the techniques used in exploration and lithological identification is important for 

understanding of regional geology. 

 

As the volume of data increase: 

1) manual interpretation cannot maintain the pace with the amount of incoming data and  

2) manual image interpretation is generally subjective and can be inconsistent among 

interpreters 

 

Machine learning techniques can be employed in geological mapping and interpretation 

(Harvey & Fotopoulos, 2016) as a rapid approach of geological mapping in contrast to 

conventional field expedition techniques. 

 

 

 



 Harvey and Fotopoulos (2016)  

Features 

Training data 
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Geological Mapping Using Machine Learning Algorithms 

Figure 1. Map showing major stratigraphy groups and other major units in the Sudbury region (Ontario Geological Survey, 2011).  
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Geological Mapping Using Machine Learning Algorithms 

 

All the inputs features: 

 

Total magnetic intensity 

Elevation 

Gravity 

Spectral images 

 

  

are used to create a digital signature for each rock-type  



Class labels 
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Geological Mapping Using Machine Learning Algorithms 
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Fast Magnitude Determination 



The problem with this method: 

The density of stations in some high seismic risk areas 

is not enough to make such localization calculations 

fast. 

 

An alternative solution: 

The seismological records of previous events recorded 

at one single station can be used to localize and 

estimate the magnitude of the event.   

Early warning systems employ dense seismological networks to localize and 

determine the magnitude of the earthquake using at least 3 stations. 

42 stations transmitting in real time 
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Early Earthquake Warning System  



The main task: 

Estimation of magnitude and source location of an 

earthquake in a short period of time accurately  

  

863 records of historical earthquakes are used in 

training of a Support Vector Machine Regression 

(SVMR)–model to calculate (predict) local magnitude 

(Ml) using only five seconds of signal after the P wave 

onset of one three component seismic station. 

 

SVMR–model  

10-fold cross validation  

Polynomial kernel 

Implementation of an early earthquake warning system for the city of Bogota, 

Colombia 

 

Seismic early warning systems (SEWS) emit an alert, few seconds after the event 

initiates, from few seconds to a few tens of seconds before the stronger shaking 

movement arrives. 
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Early Earthquake Warning System  
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Early Earthquake Warning System  

Historical data: 

The seismic catalogue with 2164 seismic events, selected between Jan. 1st,1998 and 

Oct. 27th, 2008, located at less than 120 km from the seismic station. 

 

 

 

 

 

 

 

 

 

 

 

 
The parameters for Gutenberg -Richter relation change from one seismic region to another which should be 

taken into account in the training machine leaning models for different regions.   
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Early Earthquake Warning System 

SVM-Regression Model   

 

Tainting data:  

 

  

 

 

Noise filtering: 

High-pass filter with a cut-off frequency of  

0.075 Hz  

low-pass filter with a cut-off frequency of  

150 Hz. 

 

Three-component raw waveforms 

recorded directly at seismic station 

863 historical data from seismic events 

(2164 events filtered to exclude Ml < 2) 

and anomalous values  
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Climate Change and Sea Level Rise 

(Alahmadi & Kolmas, 2015) 

Features 
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Weather Forecasting using Incremental K-means Clustering 

Unsupervised Learning 

Cluster 3 
Cluster 1 

Cluster 2 

RPM: Respirable particulate matter 

Chakraborty et al., 2014 
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K-Means Clustering 

Algorithm: 

 
1) Assign random means (centroids) for K-cluster 

(orange points): 𝒎(𝟏)
𝟏, 𝒎

(𝟏)
𝟐, …    … 𝒎(𝟏)

𝐤 

 

2) Assign each data point to the cluster whose mean has 

the least squared Euclidean distance (the "nearest" 

mean) 

3) Calculate the new mean (centroid) for each cluster 

 𝒎(𝒕+𝟏)
𝒊 = 

 𝒙𝒋
𝒏𝒊
𝒋=𝟏

𝒏𝒊
       𝟏 ≤ 𝒊 ≤ 𝒌 

4) Iterate  until the centroids do not change significantly. 
 

Wiki  

Cluster k 

Cluster 2 

Cluster 1 

Cluster 2 

Cluster 1 

Cluster k 

𝒎(𝟏)
𝟏 

𝒎(𝟏)
𝟐 

𝒎(𝟏)
𝐤 

Initial centroids (Start)  Final centroids (End)  

https://en.wikipedia.org/wiki/File:K-means_convergence.gif
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Inverse Problem in Geodynamics 



(a) density in kg/m3, (b) thermal expansivity in 1/K, (c) bulk 

modulus in GPa, in Fp [Wu et al., 2009, Shahnas et al., 2011] 
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The effect of spin transition on the bulk 

modulus of Pv. Fe3+ Al: Catalli et a. 

(2011),Fe2+ : (Lundin et al. (2008), Al: Yagi 

et al. (2004), Fe3+ : Catalli et al. (2010), 

Mg-Pv: Lundin et al. (2008), PREM: 

Dziewonski and Anderson (1981) [Catalli 

et al, 2011]. 
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Iron Spin Transition in the Lower Mantle 



Mid-mantle stagnations are prevalent globally in seismic tomographic 

inversions, but previous explanations for their existence are not satisfactory.  

 

Iron spin transition in the lower mantle minerals can significantly influence the 

thermoelastic properties of the mantle material.  

 

Numerical experiments explore how the electronic spin transition in iron 

modifies the mantle flow, and in particular the fate of sinking cold slabs and 

rising plumes [Shahnas et al. JGR, 2011; Shahnas et al., G3, 2016; Shahnas et 

al. GJI, 2017; Shahnas et al. EPSL, 2017; Li et al., 2018]. 

  

 
(a) Mid-mantle slabs in the South America 
region, (b) Pacific superplume [Kaneshima 

and Helffrich, 2010] 

Red line: The histogram of the number of mid-

lower mantle S-to-P scatterers in the western 

Pacific as a function of depth (Kaneshima,2016)  

Tomographic results displayed in three vertical sections (a-c) along the lines indicated 

in the maps, showing the P-wave velocity anomalies under India and adjacent areas. 

[Van der Voo, 1999]. 

 

(a)  

(b)  
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Mid-mantle Seismic Heterogeneities  



Responsible Mechanisms: 

1 – Viscosity 

2 – Composition 

3 – Phase Transition  

4 – Dissociation Transition 

5- Other Material Property Changes  

Tackling the Problem 

a) Inverse Problem Approach  

b) Machine Learning Approach  

60 Myr  80 Myr  100 Myr  

[Shahnas et al., EPSL, 2017] 
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Flow Stagnation  



∆𝜌𝑆𝑇𝑜𝑡(𝑚) = ∆𝜌𝑠𝐹𝑝 + ∆𝜌𝛼𝐹𝑝  + ∆𝜌𝐾𝐹𝑝  +𝑚𝛽∆𝜌𝐾𝑃𝑣  
  

∆𝜌𝐾𝑃𝑣  = ∆𝜌𝐾𝐹𝑝  ,  𝛽 = 0.01,  0 ≤ 𝑚 ≤ 299.   

Raw Data 

[Wu and Wentzcovitch, 2009; Catalli, 2010; Shahnas et al., 2011, 2017] 21 

Testing and Training Samples 



2D to 1D array 

n images, one per line 

1 

2 

3    

…    

… 

 …   

 

 

 

 

 

… 

n 

n samples (images) 

1 

 

2 

 

3 

 

4 

 

 

 

 

 

n 

T 

2D: m x m pixels 

1D: m2 

m2 
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Elaborating the Problem 

https://www.google.ca/imgres?imgurl=https://sebastianraschka.com/images/faq/logisticregr-neuralnet/schematic.png&imgrefurl=https://sebastianraschka.com/faq/docs/logisticregr-neuralnet.html&docid=lnO5ZG1vpMPnuM&tbnid=RvKwGvrU7xDiLM:&vet=10ahUKEwiYhaKbhZHcAhWq5oMKHa0dB4gQMwhOKBEwEQ..i&w=485&h=200&bih=633&biw=1536&q=one layer machine learning diagram pictures&ved=0ahUKEwiYhaKbhZHcAhWq5oMKHa0dB4gQMwhOKBEwEQ&iact=mrc&uact=8


Raw Data 

Meaningful Features 
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Feature Reduction 



𝑇𝐶  < 𝑇𝑎𝑣𝑒
𝑢𝑝
− 60𝑜 1200 ≤ 𝑑𝑢𝑝 ≤ 1600  𝑘𝑚  Cold material  

𝑇𝐻  > 𝑇𝑎𝑣𝑒
𝑑𝑛 + 60𝑜  1600 ≤ 𝑑𝑑𝑛 ≤ 2000  𝑘𝑚 

Hot material  

∆𝑉𝐶 = [0.0, 1.0] 

Scale 

∆𝑉𝐻 = [0.0, 1.0] 

Scale 
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Feature Reduction 
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Class Labels in Inverse Problem 
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The Thermal State of the Planetary Mantle  

𝜃 =
𝑔 𝑓

1+𝑓
−
3
2

+ 𝐶(𝑓, 𝑅𝑎𝐵) 
1+𝑓+𝑓2 𝐻/3

𝛼

𝑅𝑎𝐵
𝛽   

𝑄 = 𝛼𝑅𝑎𝐵
𝛽
𝜃𝛾  

Shahnas & Pysklywec, 2019 



27 

The Thermal State of the Planetary Mantle  


