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Review of Lecture 7 
 



4 

Principal Component Analysis 

Principal component analysis (PCA) 
A statistical procedure that uses an orthogonal transformation to convert a set of observations of 

possibly correlated variables into a set of values of linearly uncorrelated variables called 

principal components. 

 

 
Feature 1 

Feature 2 

Feature 3 

 

 

 

How can we take three or more features (three or 

more dimensional feature data) and make a lower 

PC representation (lower dimension)? 

  Mouse 1 Mouse 
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Mouse 3 Mouse 4 Mouse 5 Mouse 6 

Gene 1 10 11 8 3 2 1 
Gene 2 6 4 5 3 2.8 1 
Gene 3 12 9 10 2.5 1.3 2 

Gene 3 

Gene 2 

Gene 1 
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Principal Component Analysis 

Let’s assume we have only two genes (two features): 
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Feature 2 

 

 

 

  Mouse 1 Mouse 

2 

Mouse 3 Mouse 4 Mouse 5 Mouse 6 

Gene 1 10 11 8 3 2 1 
Gene 2 6 4 5 3 2.8 1 

Gene 2 

Gene 1 
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Principal Component Analysis 

Let’s assume we have only two genes (two features): 

 
 
Feature 1 

Feature 2 

 

 

 

  Mouse 1 Mouse 

2 

Mouse 3 Mouse 4 Mouse 5 Mouse 6 

Gene 1 10 11 8 3 2 1 
Gene 2 6 4 5 3 2.8 1 

Gene 2 

Gene 1 

Gene 2 

Gene 1 
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Principal Component Analysis 

Let’s assume we have only two genes (two features): 

 
 
Feature 1 

Feature 2 

 

 

 

  Mouse 1 Mouse 

2 

Mouse 3 Mouse 4 Mouse 5 Mouse 6 

Gene 1 10 11 8 3 2 1 
Gene 2 6 4 5 3 2.8 1 

Gene 2 

Gene 1 

Gene 2 

Gene 1 

Gene 2 

Gene 1 
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Principal Component Analysis 

Let’s assume we have only two genes (two features): 

 
 
Feature 1 

Feature 2 

 

 

 

  Mouse 1 Mouse 

2 

Mouse 3 Mouse 4 Mouse 5 Mouse 6 

Gene 1 10 11 8 3 2 1 
Gene 2 6 4 5 3 2.8 1 

Gene 2 

Gene 1 

Gene 2 

Gene 1 

Gene 2 

Gene 1 

Gene 2 

Gene 1 

X  
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Principal Component Analysis 

Let’s assume we have only two genes (two features): 

 
 
Feature 1 

Feature 2 

 

 

 

a) Find the center of mean 

 

 

  Mouse 1 Mouse 

2 

Mouse 3 Mouse 4 Mouse 5 Mouse 6 

Gene 1 10 11 8 3 2 1 
Gene 2 6 4 5 3 2.8 1 

Gene 2 

Gene 1 

X  
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Principal Component Analysis 

  Mouse 1 Mouse 

2 

Mouse 3 Mouse 4 Mouse 5 Mouse 6 

Gene 1 10 11 8 3 2 1 
Gene 2 6 4 5 3 2.8 1 

Let’s assume we have only two genes (two features): 

 
 
Feature 1 

Feature 2 

 

 

 

a) Find the center of mean 

b) Move the center to the origin 

 

Gene 2 

Gene 1 

X  
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Principal Component Analysis 

  Mouse 1 Mouse 

2 

Mouse 3 Mouse 4 Mouse 5 Mouse 6 

Gene 1 10 11 8 3 2 1 
Gene 2 6 4 5 3 2.8 1 

Let’s assume we have only two genes (two features): 

 
 
Feature 1 

Feature 2 

 

 

 

a) Find the center of mean 

b) Move the center to the origin 

 

Gene 2 

Gene 1 
X  
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Principal Component Analysis 

  Mouse 1 Mouse 

2 

Mouse 3 Mouse 4 Mouse 5 Mouse 6 

Gene 1 10 11 8 3 2 1 
Gene 2 6 4 5 3 2.8 1 

Gene 2 

Gene 1 
X  

Let’s assume we have only two genes (two features): 

 
 
Feature 1 

Feature 2 

 

 

 

a) Find the center of mean 

b) Move the center to the origin 

c) Fit the data points to a line (minimize b or maximize c) 

Max  𝒄𝒊
𝟐

𝒊  

c b  

a  

PC1  
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Principal Component Analysis 

  Mouse 1 Mouse 

2 

Mouse 3 Mouse 4 Mouse 5 Mouse 6 

Gene 1 10 11 8 3 2 1 
Gene 2 6 4 5 3 2.8 1 

Gene 2 

Gene 1 
X  

Let’s assume we have only two genes (two features): 

 
 
Feature 1 

Feature 2 

 

 

 

a) Find the center of mean 

b) Move the center to the origin 

c) Fit the data points to a line (minimize b or maximize c) 

Max  𝒄𝒊
𝟐

𝒊  

 

 

PC1: principal component 1, which is a  

linear combination of feature 1 and 2. 

 

A unit vector along PC1 is an Eigenvector for PC1. 

SSD = Max  𝒄𝒊
𝟐

𝒊     Eigenvalue for PC1 

𝑺𝑺𝑫     Singular value for PC1 

 

SSD: Sum of squares od distances 

c b  

a  

PC1  
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Principal Component Analysis 

𝑺𝑺𝑫𝑷𝑪𝟏

𝒏−𝟏
      variation for PC1 

 

𝑺𝑺𝑫𝑷𝑪𝟐

𝒏−𝟏
      variation for PC2 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

For example if: 
𝑺𝑺𝑫𝑷𝑪𝟏

𝒏−𝟏
 = 16,        

𝑺𝑺𝑫𝑷𝑪𝟐

𝒏−𝟏
 = 2       Var(PC1) + Var(PC2) = 18, 

 

PC1 accounts for 16/18 = 89% of variations (information)  around PC’s . 
 

 

 

 

 

Gene 2 

Gene 1 
X  

PC1  

PC2 

PC1 
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Dimensionality Reduction 

Singular Value Decomposition (SVD) 

 

A[mn] = U[mr] 𝚺[rr] V[nr]
T 

 

m: number of rows 

n: number of columns 

 

A: Input data 

U: The left-singular vectors of A are a set of orthonormal eigenvectors of AAT. 

V: The right-singular vectors of A are a set of orthonormal eigenvectors of ATA. 

𝚺 : Singular values 

 

The non-zero singular values of A (found on the diagonal entries of Σ) are the square 

roots of the non-zero eigenvalues of both AAT and  ATA. 
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Dimensionality Reduction 

It is always possible to decompose a real matrix A into A = U 𝚺 VT ,where  

  

U, 𝚺, V: unique (decomposition is unique)  

U,V: orthonormal (UTU = I; VTV = I) 

𝚺 : diagonal 

Entries are (singular values) are positive (𝝈𝟏 ≥ 𝝈𝟐 ≥ …. 𝝈𝒓 ≥0). 

 

Example:  

Netflix users ranking the movies 
SciFi  

Romance  
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Dimensionality Reduction 

What do we learn from SVD decomposition?  

 

                                         A                   U 

                                         

                  𝚺                                                                                

 

 

 

                                                                                                  VT 

 

 

 

    

 

 

The first four users strongly correspond to SciFi – concept, 

The last three users heavily correspond to Romance – concept, 

 

U: “user-to-concept” similarity matrix 

V: “movie-to-concept” similarity matrix 

 

Romance – concept  
SciFi – concept  

Columns; Concept 

Remaining– concept  

Strength of SciFi lovers 

Noise 

SciFi-concept 

Romance-concept 

Remaining  

movies 
concepts 

movies 
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Principal Component Analysis 

 

 

 

 

 

 
         784                         331                         154                            87                           59               Components 

 

 

 

 

 

 

 

       original                     99%                      95%                         90%                       85%            Explained Variance 
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Example 1: Reduction of the number of features in Iris-problem from 4 to 2:  

 

Standardization  

   

 

 

 

 

PCA 

 

 

 

 

 

Concatenating 

PCA for Visualization 
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PCA for Visualization 



21 

PCA for Visualization 
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PCA for Visualization 


