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ABSTRACT

This study describes a 1D variational continuous assimilation (VCA) algorithm for assimilating tropical rainfall
data using moisture/temperature time-tendency corrections as the control variable to offset model deficiencies.
For rainfall assimilation, model errors are of special concern since model-predicted precipitation is based on
parameterized moist physics, which can have substantial systematic errors. The authors examine whether a VCA
scheme using the forecast model as a weak constraint offers an effective pathway to precipitation assimilation.

The particular scheme investigated employs a precipitation observation operator based on a 6-h integration
of a column model of moist physics from the Goddard Earth Observing System (GEOS) global data assimilation
system (DAS). In earlier studies, a simplified version of this scheme was tested, and improved monthly mean
analyses and better short-range forecast skills were obtained. This paper describes the full implementation of
the 1DVCA scheme using background and observation error statistics and examines its impact on GEOS analyses
and forecasts of prominent tropical weather systems such as hurricanes.

Assimilation experiments with and without rainfall data for Hurricanes Bonnie and Floyd show that assimilating
6-h Tropical Rainfall Measuring Mission (TRMM) Microwave Imager (TMI) and Special Sensor Microwave
Imager (SSM/I) surface rain accumulations leads to more realistic analyzed storm features and better 5-day
storm track prediction and precipitation forecasts. These results demonstrate the importance of addressing model
deficiencies in moisture time tendency in order to make effective use of precipitation information in data
assimilation.

1. Introduction

Precipitation estimates from spaceborne passive mi-
crowave instruments such as the Tropical Rainfall Mea-
suring Mission (TRMM) Microwave Imager (TMI) and
Special Sensor Microwave Imager (SSM/I) have been
assimilated using a variety of techniques to improve
global atmospheric analyses and forecasts (e.g., Krish-
namurti et al. 1993; Tsuyuki 1997; Hou et al. 2000a;
Treadon et al. 2002; Marecal and Mahfouf 2002). Cur-
rently, operational global weather forecast systems typ-
ically use a multidimensional variational scheme to op-
timize the initial condition of a forecast but do not ad-
dress deficiencies in the forecast model. Since rainfall
in global models is based on parameterized moist phys-
ics with simplifying assumptions, which can have sig-
nificant systematic errors (Randall et al. 2003), it is
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important to consider model errors in precipitation as-
similation. There is ample evidence that analyses in the
Tropics are sensitive to the treatment of diabatic pro-
cesses (e.g., Trenberth and Olson 1988), suggesting that
deficiencies in moist physics schemes can be an im-
portant source of analysis errors, especially in regions
with sparse observations.

Since systematic model errors can lead to poor fore-
casts even with perfect initial conditions, the influence
of model errors needs to be considered in order to as-
similate precipitation information effectively in the
presence of model biases. Typically, errors in physical
parameterizations are projected as state-dependent sys-
tematic errors in forecast tendencies, which are difficult
to quantify without dense observation networks. The
challenge of developing assimilation algorithms to ac-
count for systematic model errors is very much hindered
by the lack of a priori knowledge of the nature of these
errors. In the coming years more microwave rainfall data
will become available from operational and research
satellites, culminating in a constellation of eight or more
satellites to provide global rain measurements every 3
h with the proposed Global Precipitation Measurement
(GPM) mission. The ability to assimilate rainfall infor-
mation effectively in the presence of forecast model
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biases will be crucial for realizing the full benefit from
these observations.

This study extends our earlier research (Hou et al.
2000a,b, 2001) to examine an alternative rainfall assim-
ilation strategy using forecast tendency corrections as a
control variable within the general framework of vari-
ational continuous assimilation (VCA; Derber 1989) to
compensate for model deficiencies. Since model-pre-
dicted precipitation is diagnostically linked to the time
rate of change in temperature and in moisture associated
with parameterized moist physics, the VCA approach
offers a natural framework for assimilating precipitation
data using moisture and temperature tendencies as the
control variables. We have been exploring the effec-
tiveness of such a strategy using a 1DVCA algorithm
to assimilate 6-h accumulated TMI and SSM/I tropical
rainfall in the Goddard Earth Observing System (GEOS)
global data assimilation system (DAS). The forward
model for precipitation is based on a 6-h integration of
a column model of the GEOS moist physics with pre-
scribed large-scale forcing from the full GEOS DAS.

In previous studies (Hou et al. 2000a,b, 2001), before
quantitative error estimates for microwave-based rain
retrievals became available, we had examined the
1DVCA scheme with several simplifications: (i) the cost
function consisted only of the observation term, (ii) the
correction was applied only to the model’s moisture
tendency, and (iii) the moisture tendency correction had
a prescribed vertical structure mimicking the Jacobian
of the 6-h rain accumulation to moisture perturbations.
Results showed that, even with these simplifications,
assimilating TMI and SSM/I tropical rain rates together
with total precipitable water (TPW) estimates using this
procedure is effective in improving GEOS analyses and
aspects of short-range forecasts. Notably, it improves
not only 6-h averaged analyses of precipitation and
moisture but also related climate parameters such as
clouds and atmospheric radiation fluxes, as verified
against the top-of-the-atmosphere radiation measure-
ments from Clouds and the Earth’s Radiation Energy
System (CERES) sensors and brightness temperatures
for moisture-sensitive channels of the High Resolution
Infrared Radiation Sounder (HIRS).

This paper describes the full implementation of the
1DVCA scheme using background and observation er-
ror information together with an extended control var-
iable that includes both moisture and temperature time-
tendency corrections without imposed vertical structures
as done in Hou et al. (2001). In our previous work, we
assessed the impact of precipitation assimilation on the
monthly mean 28 3 2.58 GEOS analyses and forecasts
(Hou et al. 2001). The present investigation focuses on
the impact of assimilating 6-h tropical TMI and SSM/
I rain accumulation on 18 3 18 GEOS version 3 (GEOS-
3) synoptic analyses and forecasts of two hurricanes,
Bonnie (1998) and Floyd (1999). Section 2 outlines the
general methodology. Section 3 discusses implemen-
tation details and data usage in the GEOS-3 DAS. Sec-

tion 4 describes the Bonnie and Floyd assimilation ex-
periments. Sections 5 and 6 evaluate the impact of pre-
cipitation assimilation on GEOS-3 analyses and fore-
casts, respectively. Section 7 summarizes the main
results.

2. Methodology

Variational algorithms for precipitation assimilation
typically seek to minimize a functional that measures
the misfit between the model-predicted rain and the ob-
served rain with respect to a control variable to which
the model rain is sensitive. The control variable may be
the initial condition (as in a conventional 4D variational
scheme), a model attribute (such as the forecast time
tendency in a VCA scheme), or some combination of
both (e.g., Zupanski et al. 2002). Since analysis tech-
niques are built upon the assumption that the underlying
error statistics are random, unbiased, stationary, and
normally distributed, it is crucial that biases in the fore-
cast model be removed (Dee and Todling 2000). How-
ever, in the case of precipitation, errors in the model-
predicted rain derived from parameterized physics are
invariably systematic and state dependent. In this sec-
tion we describe a 1DVCA procedure to assimilate ob-
served surface rain rates to estimate and correct for
systematic errors in time tendencies of temperature and/
or moisture within a 6-h assimilation cycle. The func-
tional to be minimized is

T 21 o T 21 oJ(dw) 5 (dw) Q (dw) 1 (y 2 y ) R (y 2 y ), (1)

where y 5 log[H(dw)], with H being the precipitation
observation operator, and yo the logarithm of the ob-
served rain, with the logarithmic singularity removed
with a minimal threshold value of 0.01 mm day21; R
is the ‘‘observation’’ error covariance, which includes
nonsystematic errors in both observations and the for-
ward model. Since precipitation is a nonnegative quan-
tity, a logarithmic transformation is used so that the
observation error in terms of the relative error defined
as «o 5 yo/yt (where yt is the true rain rate) has an
approximately lognormal distribution. With this trans-
formation, for an unbiased observation, ^«o& 5 1, and
Rij 5 log^ &, where i and j are row and column indiceso o« «i j

(Cohn 1997). The control variable, dw 5 (dq/ , dT)T,bqs

which is held constant within a 6-h window, consists of
a temperature time-tendency correction, dT, and a mois-
ture time-tendency correction on the pseudo–relative
humidity, dq/ , where is the background saturationb bq qs s

specific humidity, and the background can be a forecast
or a preanalysis (see section 3). The transformation from
specific humidity to pseudo–relative humidity is con-
sistent with the treatment of moisture in the GEOS-3
analysis to obtain better background error covariance
models (Dee and da Silva 2003). The vector dimension
of dw is 2N, where N is the number of vertical model
levels; Q is the error covariance for a prior estimate of
dw.
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For assimilating 6-h rain accumulation averaged over
a model grid, the model rain is obtained from a 6-h
integration of a nonlinear column model of GEOS-3
moist physics, M, as a function of the state vector of
temperature and specific humidity, x 5 (T, q):

]x 5 Mx 1 F 1 dx, (2)

where ] t denotes the partial derivative with respect to
time, and F is the net time tendency due to processes
other than moist physics prescribed from a 3-h assim-
ilation by the full GEOS-3 DAS from the beginning of
the analysis cycle (see Hou et al. 2000a for details).
Included in F are contributions from dynamics, turbu-
lence, radiation, and incremental analysis update (IAU)
forcing due to all observations except precipitation.
Since moist convection schemes used in global models
are parameterized to represent ensemble averages of
cloud and precipitation over a convective life cycle,
some temporal and spatial averaging of the instanta-
neous observations at satellite footprint scales is nec-
essary in constructing the precipitation forward model
for physical consistency. The observation operator for
6-h surface rain accumulation, H, may be written as

Dt h

H(dw) 5 2 r] q(dw) dz dt, for ] q , 0, (3)E E t t

0 0

where ] tq is the moisture time tendency in specific hu-
midity, Dt is the width of the analysis window, and h
is the model top.

Consistent with the use of a column model for pre-
cipitation, rain rates are assumed to be uncorrelated hor-
izontally, in which case R reduces to a scalar, R, given
by the variance of relative observation errors in retrieved
rain rates (assuming negligible random errors in the for-
ward model), namely, R 5 log[1 1 (so)2], where so is
the error standard deviation given by ^(«o 2 1)2&1/2 for
rain rates greater than 0.1 mm h21. Bauer et al. (2002)
estimated that the error standard deviation of instanta-
neous TMI retrievals averaged to 60-km grids ranges
from 20%–50% at low rain rates (e.g., 0.1 mm h21) to
5%–20% at high rain rates (e.g., 20 mm h21). For 100-
km averages, the errors are estimated to be less than 30%
at low rain rates and 10% at high rain rates. Taking into
account of additional errors arising from undersampling
by TRMM overpasses in a 6-h interval on the order of
20%–60% (Bell et al. 1990), so is assumed to be 15%–
50% for 6-h TMI rain averaged to 18 latitude by 18 lon-
gitude grids. In this study so is taken to be 0.3 for rain
rates greater than 0.1 mm h21, below which so is set to
0.7, reflecting greater uncertainties in relative errors at
very low rain rates. These values are by no means de-
finitive but provide a reasonable starting point. These
same so values are also used for SSM/I rain rates, even
though TMI retrievals are expected to be of higher quality
due to its lower orbit. But the differences between TMI
and SSM/I retrievals are likely smaller than uncertainties

in the intrinsic errors in each (W. Olson 2002, personal
communication).

The specification of the 1D model error covariance
matrix, Q, requires a quantitative knowledge of errors
in temperature and moisture tendencies of the forecast
model beyond our current understanding. Until better
information becomes available, a starting point for mod-
eling Q is to parameterize it in terms of the background
temperature and moisture errors based on the statistics
of observation-minus-forecast (O–F) residuals. As dis-
cussed in Dee and da Silva (2003), transforming the
moisture variable from specific humidity to pseudo–rel-
ative humidity has the advantage of rendering Q more
homogeneous in space and time, and therefore more
consistent with the underlying statistical assumptions of
the analysis method.

The solution to (1) is obtained by minimizing J(dw)
with respect to dw using a quasi-Newton method. For
a nonlinear observation operation, the gradient of J giv-
en by

21 21 o=J 5 Q dw 1 []y/](dw)]R (y 2 y ), (4)

which must be computed at each iteration, with the ver-
tical structure of dw given by Q and the updated Ja-
cobian of H. An advantage of the limited dimension of
a column model is that =J may be computed numeri-
cally using a standard perturbation method.

Compared with other techniques, the 1DVCA scheme
differs from nudging or physical initialization in that it
is a statistical analysis within the optimal estimation
framework, even though they all explicitly modify the
prognostic equations. As implemented in the GEOS
DAS, the VCA scheme effectively operates as an online
model bias estimation and correction for precipitation
and moisture every 6 h, similar in principle to the bias
correction procedure described in Dee and Todling
(2000). The main differences are that in our case the
bias estimation and correction are carried out throughout
the model integration and that, unlike the moisture anal-
ysis per se, there is no a priori assumption that system-
atic errors in moisture tendencies associated with pre-
cipitation processes are slowly varying. By assimilating
6-h rain accumulation with online bias corrections, the
VCA scheme has the advantage of virtually eliminating
situations with zero background rain, which is an issue
in assimilating instantaneous rain rates within a static
one-dimensional variational data assimilation/three-di-
mensional variational data assimilation (1DVAR/
3DVAR) framework since the observation operator is
inactive (Fillion and Errico 1997; Treadon et al. 2002).
In its generalization to four dimensions, the VCA
scheme is similar to four-dimensional variational data
assimilation (4DVAR) schemes that employ the forecast
model as a weak constraint. However, as a technique
for precipitation analysis, the VCA scheme differs from
other schemes in that the VCA-based precipitation es-
timate is not a forecast product but is determined by the
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TABLE 1. GEOS-3 background error standard deviations for q/qb
s

and T used to prescribe the error standard deviations for Dw 5
(Dq/q , DT ). For reference, the values of pseudo–relative humidityb

s

are converted to specific humidity using a typical saturation specific
humidity profile for the Tropics.

Pressure
(h Pa) q/qb

s q (g kg21) T (K)

327
392
462
535
609

0.18
0.20
0.20
0.19
0.19

0.25
0.50
1.00
1.10
1.70

0.40
0.40
0.42
0.34
0.30

680
748
808
858
899

0.19
0.17
0.16
0.15
0.13

1.90
2.40
2.40
2.40
2.40

0.32
0.40
0.54
0.68
0.82

930
954
971
983
991
995

0.11
0.10
0.09
0.08
0.08
0.08

2.20
2.10
2.00
1.90
1.90
1.90

0.86
0.90
0.94
0.96
0.96
1.00

6-h rain accumulation from a continuous 4D data as-
similation constrained by precipitation observations.

3. Implementation and data usage in GEOS-3
DAS

The 1DVCA procedure may be implemented as an
online bias estimation/correction scheme to improve the
first guess in an intermittent data assimilation system.
But, in the GEOS-3 DAS, which uses an IAU scheme
to distribute the influence of analysis increments as a
constant forcing over the analysis time window (Bloom
et al. 1996), it is natural to use the VCA scheme to
estimate model time-tendency corrections based on pre-
cipitation data to be added to the IAU forcing due to
other data types. This is accomplished by performing
the 1DVCA precipitation assimilation after a preanalysis
within a 6-h assimilation cycle using the standard Phys-
ical-space Statistical Analysis System (PSAS; Cohn et
al. 1998), which consists of a multivariate analysis of
wind, height, and surface pressure and a univariate anal-
ysis of moisture using conventional observations, SSM/
I surface wind speed and TPW data, and online tem-
perature and moisture retrievals from Television Infra-
red Observation Satellite (TIROS) Operational Vertical
Sounder (TOVS). This preanalysis provides the large-
scale forcing and IAU tendencies for the column model
(2) and the background rain for quality control deci-
sions. The final GEOS-3 assimilation consists of a time
integration of the forecast model under incremental IAU
tendency forcing over 6 h to provide instantaneous anal-
yses of prognostic variables and 6-h averaged diagnostic
quantities (e.g., precipitation) at analysis times (0000,
0600, 1200, 1800 UTC).

A distinctive feature of the GEOS-3 DAS is that the
IAU scheme virtually eliminates the need for an explicit

initialization and any spinup in the precipitation and
evaporation fields (Schubert et al. 1993). The GEOS-3
DAS is an upgraded GEOS system that uses an inter-
active mosaic-type land surface model and online tem-
perature and moisture retrievals using TOVS radiances.
The model rain consists of convective precipitation gen-
erated by the relaxed Arakawa–Schubert (RAS) scheme
(Moorthi and Suarez 1992) with a Kessler-type reeva-
poration of falling rain and large-scale precipitation
from supersaturation (Kessler 1969).

In the GEOS-3 DAS, precipitation assimilation is im-
plemented subject to the constraint that the column
moisture does not depart by more than a few percent
from the preanalyzed TPW, which includes contribu-
tions from SSM/ITPW data. This is accomplished by
solving (1) with the additional term (sTPW)22(dZ)2,
where,

Dt h

dZ 5 dq(z) dz dt, (5)E E
0 0

and sTPW is assigned a small value of 0.05 to effectively
preserve the preanalyzed TPW value. The quasi-Newton
minimization algorithm typically converges between 5
and 25 iterations.

a. Sensitivity to temperature and moisture time-
tendency adjustments

In the general formulation of the VCA scheme, time-
tendency corrections of temperature and moisture, the
two inputs for updating the moist physics at each time
step, may be used as the control variable in minimizing
(1). In earlier studies (Hou et al. 2000a,b, 2001), only
dq was used. Here we investigate whether a better mod-
el-observation fit in 6-h rain can be obtained by in-
cluding dT in the control variable. But, as discussed in
section 2, there is as yet insufficient knowledge to fully
specify the model error covariance matrix. In this study,
Q is simplified to consist of only diagonal elements
given by the error variances of the background state.
Specifically, Dq and DT (i.e., the total dq and dT
summed over 6 h, respectively) are assumed to have the
same error standard deviations as q and T in the GEOS-
3 DAS, as given in Table 1. Note that for this diagonal
Q matrix, the Hessian is positive definite, which guar-
antees convergence.

We performed three offline tests to examine the sen-
sitivity of the minimization solution to temperature and
moisture tendency adjustments within the limitations of
the simplified Q. The experiments compared three dif-
ferent configurations of the control variables: one with
dq and dT, one with only dq, and one with only dT.
Table 2 shows that, in terms of the misfit in 6-h rain
between the model and observations, using both dq and
dT as the control variable gives virtually the same result
as using only dq, whereas using dT alone is much less
effective in minimizing the misfit. Thus, the 6-h rain



2098 VOLUME 132M O N T H L Y W E A T H E R R E V I E W

TABLE 2. Rms errors in 6-h rain rate at a sample analysis time.

Control variable
No. of
cases

O–B
(mm h21)

O–A (mm h21)

dq 1 dT dq dT

O–B , 0 cases
O–B . 0 cases

310
140

0.92
1.33

0.46
0.78

0.44
0.74

0.68
1.22

FIG. 1. Jacobians of 6-h column model rain to persistent perturbations in time tendencies of moisture
and temperature; Dq and DT are the total perturbations in moisture and temperature tendencies summed
over 6 h, respectively. The solid line is for a model grid location with only convective rain (Rc 5 1.3 mm
h21). The dashes are for a location dominated by large-scale rain (RLS 5 5.6 mm h21; Rc 5 0.4 mm h21).

accumulation is more sensitive to incremental dq ad-
justments than dT adjustments. This relative insensitiv-
ity to small incremental dT adjustments over 6 h is in
contrast to the behavior of precipitation over one physics
time step (10 min), which can be more responsive to
initial temperature adjustments within one error stan-
dard deviation of the background temperature.

However, unlike the 6-h rain, the solution for dw,
whose vertical structure depends upon both Q and the
sensitivity of H to time-continuous temperature and
moisture tendency perturbations, is affected by the pres-
ence of dT. The RAS type of convective scheme has
previously been shown to be responsive to both moisture
and temperature perturbations (Fillion and Errico 1997;
Fillion and Mahfouf 2000). Figure 1 shows the Jacobian
of H for 6-h total (convective and large scale) rain to
persistent perturbations in moisture and temperature
time tendencies at two locations: one consisting of only
convective rain from RAS and the other with mostly
large-scale rain from supersaturation. The perturbation
amplitude at each time step is 5 3 1029 g kg21 s21 for
dq and 5 3 1029 K s21 for dT. Both perturbations are
applied up to 300 hPa, the highest level of moisture
analysis. The sensitivity to dq perturbations peaks at the
cloud base near the surface for convective precipitation,
in contrast to a more uniform response in height with
a maximum aloft in the case of the large-scale rain. The
rain Jacobian to dT perturbations also shows significant
responses at all levels for both convective and large-
scale processes.

In Fig. 2, solutions for the ensemble-mean Dq and
DT from the three offline tests are shown separately for
310 negative observation-minus-background (O–B) cas-
es and 140 O–B . 0 cases, collected over tropical lo-
cations in one 6-h analysis window. The background
rain is obtained from (3) with dw 5 0. The solution for
Dq (with or without DT in the control variable) shows
a concentrated low-level maximum, similar to the Ja-
cobian for 6-h convective precipitation in Fig. 1, sug-
gesting that the tendency corrections are dominated by
convective rain events. The ad hoc assumption that Dq
decreases with height used in earlier investigations (e.g.,
Hou et al. 2001) is therefore a reasonable approximation
for the GEOS system, though clearly inappropriate for
locations where the large-scale rain dominates. In the
present study the rain Jacobian is explicitly computed
in solving (1), which eliminates this pitfall. The inclu-
sion of DT reduces the burden on Dq in minimizing (1),
leading to a smaller low-level maximum and a broad-
ening of the vertical profile in Dq, as seen in Fig. 2.
However, unlike Dq, which is considerably larger than
the model error standard deviations at the low levels,
DT adjustments are small at all heights relative to the
prescribed error standard deviations given in Table 1.
Figure 2 also shows that the actual Dq values used in
online assimilation experiments are significantly smaller
than the offline solutions as a result of the added TPW
constraint in the cost function and quality control. More-
over, the net changes in moisture over 6 h in online
experiments tend to be less than Dq because of feed-
backs from the model physics (see Hou et al. 2000a,
section 3e). However, online Dq values can lead to 6-
h changes in q greater than two standard deviations of
the background moisture, which are rejected by the af-
ter-analysis quality control (QC) check (see section 3b
and Table 3).

The above results show that dq is much more effective
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FIG. 2. Offline minimization solutions to (1) for the results shown in Table 2. (a) Solid lines are ensemble-mean Dq for 310 cases of O–
B , 0 (closed symbols) and 140 cases of O–B . 0 (open symbols). The circles are solutions obtained using Dq 1 DT as the control variable.
The squares are solutions using only Dq as the control variable. The dashes show typical Dq values from an online assimilation. (b)
Corresponding ensemble-mean DT using Dq 1 DT as the control variable, with closed circles for O–B , 0 cases and open circles for O–
B . 0 cases. The closed and open squares show solutions obtained using only DT as the control variable for O–B , 0 and O–B . 0 cases,
respectively.

TABLE 3. Data usage at tropical TMI1SSM/I observation locations
at 1200 UTC 20 Aug 1998.

Obser-
vation

Back-
ground

No. of
obser-

vations*

|O–B|
. 0.17

(mm h21)

|O–B|
, 5.0

(mm h21)

Accepted by
|q6h 2 qb|
QC check

Rain
Rain
No rain
Subtotal

Rain
No rain
Rain

1905
201

5781
7887

1102
58

1182
2342

1072
56

1182
2310

944
47

796
1787

* Total number of 18 3 18 observations: 10 480. Nonraining grids in
both observations and the model: 2593.

than dT in bringing the model rain closer to observations
and thus is a key variable for assimilating 6-h precip-
itation using the 1DVCA algorithm. The addition of dT
in the control variable does not improve the precipitation
or directly alter the temperature appreciably in the anal-
ysis but can have a significant impact on dq, which
would, in turn, affect how rainfall assimilation influ-
ences other analysis variables. However, the true influ-
ence of dT on dq cannot be determined without knowing
the cross correlation between the two variables or con-
sidering their vertical correlations. Given the ad hoc
nature of the simple Q matrix used in this study, results
of these offline tests are suggestive of the importance
of considering dT adjustments but can not capture the
true influence of dT on the analysis. With this in mind,
we will limit the scope of the remaining study to ex-
amining the 1D VCA rainfall assimilation scheme using
only dq, which effectively reduces the dimension of the
control variable by half for greater computational effi-
ciency.

b. Data usage

The single footprint, instantaneous surface rain re-
trievals from the TMI and two SSM/I (F13 and F14)
sensors using the Goddard Profiling (GPROF) algorithm
(Kummerow et al. 1996; Olson et al. 1996) are accu-
mulated over 6 h centered at analysis times and averaged
to 18 3 18 GEOS-3 grids. As microwave retrievals over
land are less reliable than those over oceans, we restrict
the data usage to oceanic areas within 308N and 308S,
subject to two online QC checks based on the O–B
residual in 6-h rain accumulation. First, a gross check
is used to eliminate outliers with O–B residuals greater
than 5 mm h21, as the minimization procedure would
fail for excessively large O–B values. Data rejected by
this criterion typically account for less than 0.5% of all
valid observations. Second, if the O–B residual is less
than 1 mm in 6 h (i.e., 0.17 mm h21), no minimization
is performed so that data are used only when the back-
ground rain is appreciably different from the observed.
Since low rain rates account for much of the observed
and model precipitation, this minimum threshold has
the practical advantage of reducing the computational
cost without compromising the quality of the analysis.

With a nonlinear precipitation observation operator,
it is possible for the minimization procedure to produce
large moisture tendency corrections concentrated at the
low levels for a moderate change in surface rain. Instead
of using a Jacobian-based preanalysis QC check on
moisture (e.g., Treadon et al. 2002), an after-analysis
check is applied to the solution to (1) to prevent moisture
at the end of the 6-h column model integration, q6h,
from deviating from the background values by more
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FIG. 3. (a) Background rain vs observations at 1200 UTC 20 Aug 1998. Shown are rain rates at 1072
grid locations accepted by O–B QC checks for minimization. Not included are locations with no rain in
either the background or the observation. (b) Analyzed rain rates given by (1) accepted by after-analysis
QC checks vs observations. The scatter at very low rain rates reflects the large error standard deviations
assigned to observed rain rates below 0.1 mm h21 (see section 2).

than a certain amount. The cutoff value is two standard
deviations of the tropical-mean O–F bias in specific hu-
midity in negative O–B cases and three standard de-
viations in positive O–B cases. These cutoff values are
obtained empirically from online assimilation experi-
ments based on root-mean-square (rms) error reductions
in daily tropical precipitation (relative to TMI and SSM/
I rain rates) and all-sky outgoing longwave radiation
(against CERES measurements). The larger threshold
value for positive O–B cases reflects that the VCA
scheme is more effective in reducing than enhancing
the background rain. Typically, 20% of the number of
minimizations performed are rejected by this after-anal-
ysis check.

The data usage at a single analysis time is illustrated
in Table 3 for 1200 UTC 20 August 1998. Of 10 480
valid TMI and SSM/I tropical observations averaged to
18 3 18 model grids, the O–B residual is nonzero at
7887 locations, including 5545 locations at which the
model rain is within 0.17 mm h21 of the observed value
and no minimization is performed. Of the 2310 mini-
mization solutions, 1787 are accepted by the after-anal-
ysis QC check. Altogether, 555 of the 7887 observations
(7%) are rejected by the two QC checks. The relatively
low data ingestion ratio of 23% reflects that, over 70%
of the 7887 data points, the 6-h observation operator
produces rain accumulations sufficiently close to ob-
servations so as not to invoke minimization. This data
usage ratio will likely increase as observations are as-
similated with a higher temporal frequency, as done at
operational NWP centers (e.g., Marecal and Mahfouf
2000; Treadon et al. 2002). Table 3 also shows that the
VCA scheme is effective in assimilating rain rates at
locations of zero background rain. However, for the
GEOS-3 DAS, the benefits are limited by the fact that

the background rain is zero at only 10% of all locations
with observed rain.

Figure 3 compares the column-model background
rain and analyzed rain from (1) against observations.
Figure 3a shows the background rain plotted against
observations at 1072 ‘‘raining’’ grid locations at which
the minimization was performed—excluded are loca-
tions of zero rain in either the background or the ob-
servation. Figure 3b shows that the 944 analyzed rain
rates accepted by the after-analysis QC check lie pre-
dominantly along the diagonal against observations,
with smaller observation-minus-analysis (O–A) resid-
uals than the corresponding O–B residuals in Fig. 3a.
The positive bias in O–A reflects that turning off the
model rain is easier than enhancing it since the value
of dq is bounded from above by the high relative hu-
midity in the Tropics. These results confirm that the
continuous application of moisture time-tendency cor-
rections over 6 h is effective in overcoming systematic
errors in the column model to produce analyzed rainfall
that better matches observations. One notable exception
is the scatter at observed rain rates below 0.1 mm h21.
This is a direct consequence of the larger errors assigned
to these low rain rates preventing the solution from ov-
erfitting less reliable data (see section 2). The associated
sharp transition in Fig. 3b suggests that the minimization
solution is indeed responsive to observation error spec-
ifications and that the usage of rainfall data could be
further improved as better observation error estimates
become available.

4. Bonnie and Floyd assimilation experiments

A prominent atmospheric feature difficult to capture
accurately in current global models and analyses is the
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FIG. 4. Analyzed 12-h positions of the minimum surface pressure of (left) Bonnie and (right) Floyd (rendered to the closest integer degree
in latitude and longitude) from CNTRL and PRECIP analyses, compared with NOAA best-track locations. The first analysis time of the
track is marked for each storm.

tropical cyclone system with fine structures that require
a resolution better than one-sixth of a degree to ade-
quately resolve (Kurihara et al. 1990). Yet, an accurate
depiction of such systems in analyses is crucial for pro-
viding realistic initial conditions for numerical weather
forecasts and boundary forcing for nested regional mod-
els. Since intense rainfall is associated with hurricane
events, precipitation assimilation may be expected to
directly affect the representation of hurricanes in global
systems. In this study we examine how assimilating
tropical TMI and SSM/I surface rain rates over oceans
affects 18 3 18 GEOS-3 analyses and forecasts of two
distinctly different Atlantic storm systems—Hurricanes
Bonnie and Floyd—from the 1998–99 period. As a trop-
ical storm, Bonnie was characterized by a notably asym-
metric vortex with a wind maximum to the northeast of
the center, while Floyd was much less asymmetric in
its early stages of development. For each storm, we
performed two parallel assimilation experiments—one
(PRECIP) with and one (CNTRL) without TMI and
SSM/I rain rates—for a 2-week period centered around
the time when the system became a hurricane.

Bonnie reached tropical storm intensity at 1200 UTC
20 August 1998 and subsequently became a hurricane
with a nearly complete eyewall by 0000 UTC 22 August
(Avila 1998). It eventually made landfall near Wil-
mington, North Carolina, on 27 August. The period for
Bonnie CNTRL and PRECIP assimilation experiments
extends from 15 to 29 August. Floyd can be traced to
a tropical depression east of the Lesser Antilles on 7
September 1999. The system intensified to a tropical
storm at 0600 UTC 8 September and was upgraded to
a hurricane by 1200 UTC 10 September near the north-
ern Leeward Islands (Pasch et al. 1999). Floyd made
landfall near Cape Fear, North Carolina, on 16 Septem-
ber, then moved on to New England. The Floyd CNTRL
and PRECIP assimilation experiments extend from 3 to
17 September.

5. Impact on analyses

Hurricane vortices in global analyses with limited
spatial resolution are generally weak, overly smooth,
and not as sharply defined compared with observations
(Pu and Braun 2001). Rainfall assimilation is not ex-
pected to overcome such inherent limitations in model
resolution. This section examines the extent to which
assimilating TMI and SSM/I surface rain rates may im-
prove the synoptic features of Bonnie and Floyd as re-
alized in the 18 3 18 GEOS-3 analyses.

a. Track trajectory and intensity

Figure 4 compares analyzed positions of the minimum
surface pressure of Bonnie and Floyd at 12-h intervals
with the ‘‘best track’’ published by the Hurricane Re-
search Division (HRD) of National Oceanic and At-
mospheric Administration (NOAA). Each track traces
the system from the tropical storm stage to the time just
before landfall. The GEOS-3 tracks of Bonnie and
Floyd, with or without rainfall data, are in general agree-
ment with the best track to within the 18 accuracy of
their analyzed positions, which are rendered to the clos-
est integer degree in latitude and longitude. There are
instances that rainfall assimilation improves the storm
position by more than 18, as for Bonnie at 1200 UTC
20 August 1998 (the first plotted position) shown in Fig.
4a.

The along-track sea level pressure (SLP) minimum
and 850-hPa vorticity are shown in Fig. 5. As noted
earlier, hurricanes in global analyses are typically weak.
In the early stages when Bonnie and Floyd are tropical
storms, the minimum pressures in the CNTRL analyses
are within 5 hPa of the best-track values. But as the
storms intensified to hurricane strengths, the limited res-
olution of 18 3 18 analyses cannot capture the rapid
surface pressure deepening seen in point observations
(Bonnie reached 954 hPa at 0000 UTC 24 August 1998,
and Floyd reached 921 hPa at 1200 UTC 13 September
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FIG. 5. (a) Minimum SLP in mm day21 along the track of Tropical Storm Bonnie (dotted lines) and
Hurricane Bonnie (solid lines). The open circles show the CNTRL analysis and the crosses are the PRECIP
analysis. (b) Same as (a), but for Floyd. (c) The 850-hPa vorticity in units of 1024 s21 along the Bonnie
track. (d) Same as (c), but for Floyd.

FIG. 6. (a) Rms errors and spatial correlation of daily averaged rain rate over a 208 latitude 3 308 longitude moving domain along Bonnie’s
track. The black and white bars refer to CNTRL and PRECIP analyses, respectively. Combined TMI and SSM/I daily rain rates are used
for verification. (b) Same as (a), except for Floyd.

1999). Figure 5 shows that rainfall assimilation yields
slightly lower pressure minima and enhanced low-level
cyclonic vorticity, suggestive of some positive impact
on the storm intensity throughout the hurricane stage.
However, rainfall assimilation does not necessarily lead
to a lower sea level pressure minimum or stronger low-
level vorticity for a variety of reasons. For one, its im-
pact may be to relocate the storm center instead of
strengthening a correctly positioned storm, as in the case
of Bonnie at 1200 UTC 20 August 1998. Also, assim-
ilation of rain rates from a partial satellite coverage that
misses a major section of the storm (as during the early
stages of Tropical Storm Floyd) can lead to aliasing
problems by modifying the latent heating only in the

observed portion of the storm, thereby misrepresenting
the circulation pattern. These issues will require further
scrutiny beyond the scope of this study.

b. Precipitation and sea level pressure

The impact of assimilating TMI and SSM/I rainfall
data on precipitation analyses is manifest in Fig. 6,
which shows reduced daily mean rms errors and im-
proved spatial correlations within a 208 latitude 3 308
longitude moving domain along the storm tracks. The
one exception is the result for Bonnie on 26 August, at
which time the storm was entirely north of 308N, beyond
the domain of rainfall assimilation in these experiments.
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FIG. 7. (a) Combined TMI and SSM/I observations of Floyd surface rain in mm h21 at 1200 UTC 10 Sep
1999. (b) Surface rain in mm h21 (shaded) and SLP in hPa (contours) in CNTRL at the same analysis time.
(c) Same as (b), except for PRECIP analysis. (d) Changes between PRECIP and CNTRL analyses in 500-
hPa omega velocity in hPa d21 (shaded, with negative values indicating rising motion), divergence in s21

(contour interval of 2 3 1025 s21 with zero omitted), and horizontal winds in m s21 at 200 hPa. The vector
scale for 10 m s21 is given for reference. Note that the heavy observed rainfall maximum in Fig. 7a is
flagged by the preanalysis QC check since the background rain is zero at this location (Fig. 7b) and the O–
B exceeds 5 mm h21.

These results show an overall improvement in both the
intensity and spatial pattern of precipitation associated
with the storm system. For rain rates averaged over the
entire Tropics for the 2-week assimilation period, the
improvements are even greater. For example, in the case
of Bonnie, rainfall assimilation yields a bias reduction
of 61% and a smaller error standard deviation by 33%,
averaged over the entire Tropics.

Illustrated in Fig. 7 are improved rainfall intensity
and structure for Floyd at 1200 UTC 10 September
1999. The storm center in the CNTRL analysis coincides
with the best-track position and remains unchanged with
the addition of rainfall data. Relative to TMI and SSM/
I observations, the rms error of the CNTRL rainfall
analysis is 1.03 mm h21 over the domain shown in Fig.
7. Rainfall assimilation reduces the runs error in the
PRECIP analysis by 21% and increases the spatial cor-
relation from 0.14 to 0.64. The VCA algorithm is ef-
fective in removing the spurious rainfall centered around
198N and 668W in the CNTRL (Fig. 7b) and enhancing
precipitation in the east and south quadrants of the hur-
ricane vortex (Fig. 7c), consistent with observations.
However, the observed heavy rainfall maximum in Fig.

7a was not assimilated since the O–B value exceeded
5 mm h21 relative to the zero background rain shown
in Fig. 7b and the data did not pass the preanalysis QC
check. Within the IAU analysis framework, precipita-
tion assimilation can directly alter the vertical motion
field over 6 h and substantially modify the large-scale
circulation. Averaged over the domain shown in Fig.
7d, the spatial correlation between changes in the sur-
face rain field and the 500-hPa omega velocity is 20.71.
Note that not all changes in Fig. 7d are the result of
rainfall assimilation within the 6-h analysis window
since they are the differences between two sequential
analyses that started a week earlier on 3 September. But
in the immediate neighborhood of the improved 6-h rain
accumulation, there is clear evidence of increased hor-
izontal divergence at 200 hPa to the south and east of
the storm center and enhanced subsidence at 500 hPa
in the surrounding areas away from the hurricane vortex.
A more realistic subsidence environment not only pro-
motes a more confined hurricane structure but is also
crucial for preventing the low-level moisture from pre-
cipitating outside the storm, which is a common problem
in global systems (as in the CNTRL). Typically, rainfall
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FIG. 8. Analyses of 850-hPa geopotential height in m (thick line) and wind speed in m s 21 (shaded). (a) CNTRL analysis at 1200 UTC
21 Aug 1998 for Bonnie. (b) Same as (a), but for PRECIP analysis. The thin contours show PRECIP minus CNTRL differences in 850-
hPa geopotential height. (c) CNTRL analysis for Floyd at 00 UTC 11 Sep 1999. (d) Same as (c), but for PRECIP analyses with the thin
lines showing 850-hPa geopotential height differences between PRECIP and CNTRL.

assimilation can modify, through continuous dq forcing
over 6 h, the horizontal divergent winds at 200 hPa by
as much as 10 m s21, which can have a large impact
on short-range forecasts, as will be shown in section 5.

c. Storm structures

Figure 8a shows CNTRL analyses of the 850-hPa
geopotential height and wind speed for Bonnie at 1200
UTC 21 August, 12 h before Bonnie gained hurricane
strength. The storm center inferred from the minimum
wind speed is in agreement—to within 18 of horizontal
resolution—with the best-track position of 19.58N and
64.58W. The system is, however, too weak with overly
broad features compared with observations (Avila
1998). The same quantities from the PRECIP analysis
are shown in Fig. 8b, superimposed with the geopoten-
tial anomaly between the two analyses, which is neg-
ative at the storm center and positive to the east and
west, reflecting a deeper and more contracted system

with increased horizontal winds to the north of the storm
center. This north–south asymmetry is consistent with
wind observations from ships and high-resolution low-
cloud wind analysis (Avila 1998). Changes in these
fields at other levels indicate an overall intensification
of the storm in the lower troposphere and a slight weak-
ening above the midtroposphere, leading to a more re-
alistic structure typical of tropical storm systems. These
changes are evident in the vertical structure of a me-
ridional cross section through the center of Bonnie
shown in Figs. 9a, 9b, and 9c. Compared with the
CNTRL, the PRECIP analysis shows a better-defined
vortex structure with a distinct eyelike feature (identified
by a column of low wind speed), a more pronounced
warm core in the midtroposphere, and an enhanced low-
level vorticity maximum (by more than 40%), all char-
acteristic of hurricane structures inferred from in situ
observations (e.g., Anthes 1982). Again, Fig. 9c shows
that the observed north–south asymmetry of Bonnie is
also better captured in the PRECIP analysis, with stron-
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FIG. 9. (a), (b) The meridional–vertical cross sections at 658W through the center of Bonnie at 1200 UTC 21 Aug 1998 from the CNTRL
and PRECIP analyses, respectively. Displayed are wind speed in m s21 (shaded), relative vorticity in s21 (thick lines at intervals of 3 3
1025, with the zero contour omitted), and temperature in 8C (thin lines). (c) The difference between PRECIP and CNTRL analyses, with
wind speed shaded at intervals of 6(2, 4, and 8) m s21 and vorticity contours at intervals of 2 3 1025 s21, with the zero contour omitted.
(d), (e) Similar cross sections for Floyd at 608W and 0000 UTC 11 Sep 1999, with the difference shown in (f ).

ger low-level winds to the north of the storm center and
weaker winds to the south.

Hurricane vortices in global models are generally too
weak at the low levels yet too strong at the upper levels,
leading to an incorrectly placed wind maximum in the
analysis compared with observations. Rainfall assimi-
lation acts to strengthen the low-level winds and weaken
winds between 700 and 400 hPa, as shown in Fig. 9c,
although it is even more evident in the zonal cross sec-
tion (not shown). This downward displacement of the
wind maximum (and the kinetic energy maximum) is
similar to what is often achieved by imposing an arti-
ficial ‘‘bogus’’ vortex to improve hurricanes in analyses
(e.g., Lord 1991). However, the bogusing technique has
several well-known limitations: It can be applied only
to mature hurricanes; it does not perform well for highly
asymmetric storm systems; and specifying a moisture
field consistent with the imposed vortex is often prob-
lematic (Pu and Braun 2001). Precipitation assimilation

using the VCA scheme offers an alternative to bogusing
that is more consistent with model physics and appli-
cable in early stages of storm development regardless
of the azimuthal asymmetry. However, the benefit of
rainfall assimilation is currently limited by model res-
olutions. As models continue to evolve to finer reso-
lutions, precipitation assimilation has the potential of
being an effective method for improving the realism in
storm analyses and early-warning capabilities.

In the case of Floyd, similar improvements are even
more evident. Figure 8c and 8d show the 850-hPa geo-
potential height and wind speed at 0000 UTC 11 Sep-
tember 1999, shortly after Floyd reached hurricane
strength. The PRECIP analysis shows a substantially
stronger storm, with a clearly defined center coinciding
with the best-track position at 20.88N and 60.48W. The
850-hPa height anomaly is negative to the north of the
storm center in the CNTRL, signifying a deepening and
a northward shift, with an overall increase in intensity
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FIG. 10. Five-day Bonnie track forecasts. Triangles and squares mark forecasts (dashes) initialized with CNTRL and PRECIP analyses,
respectively. The storm positions rendered to the closest integer degree in latitude and longitude are plotted every 12 h. The circles show
positions of the best track (solid). (a) Forecasts issued from 1200 UTC 20 Aug 1998. (b) Forecasts issued from 1200 UTC 21 Aug 1998.

and compactness of the hurricane at the low levels. Fig-
ures 9d, 9e , and 9f show a clear downward displacement
and intensification of the low-level wind maximum. The
double maxima at 900 and 700 hPa to the north of the
center in the CNTRL analysis disappears, leaving only
one enhanced maximum near 900 hPa in the PRECIP
analysis. Figures 9d and 9e also show that the PRECIP
case has a more pronounced warm core and a better-
defined eyelike feature in the column of low-speed
winds. Analysis of horizontal winds between 200 and
300 hPa shows that the upper-level wind anomaly in
Fig. 9f corresponds to a northward shift of a south-
westerly jet (to the northwest of the storm center) by a
stronger anticyclonic outflow from Floyd in the PRECIP
analysis. This increased upper-level outflow is manifest
in the anticyclonic vorticity anomaly at 200 hPa in Fig.
9f, which also shows a secondary anticyclonic vorticity
anomaly at 400 hPa reflecting a downward shift of the
low-level cyclonic vorticity, whose strength effectively
doubles between 1000 and 500 hPa above the storm
center, as evident in Figs. 9d and 9e. The impact of
these improved structures on the forecast is examined
in the next section.

6. Impact on forecasts

Results in the previous section showed that rainfall
assimilation can significantly modify moisture, wind,
and temperature analyses. To assess the impact of these
changes on the forecasts, we perfomed parallel Bonnie
and Floyd forecasts initialized with PRECIP and
CNTRL analyses, with and without rainfall data, re-
spectively. The initial conditions are from the early stag-
es of hurricane formation starting with the first analysis
level with a well-formed inner core, namely, 1200 UTC
20 August 1998 for Bonnie, which had just gained trop-
ical storm intensity (Avila 1998) and 1200 UTC 10
September 1999 for Floyd, which had just become a

hurricane (Pasch et al. 1999). Four forecasts were issued
12 h apart for each storm over the subsequent 2-day
period.

Comparisons of storm track forecasts with the NOAA
best-track analysis are shown in Fig. 10 for Bonnie and
Fig. 11 for Floyd. The impact ranges from positive to
near neutral. Hurricanes in forecasts initialized with
CNTRL analyses consistently move too fast along paths
that are displaced eastward and northward relative to
the best track. In the best cases (Figs. 10a and 11b),
forecasts initialized with PRECIP analyses show sig-
nificant reductions in both spatial and temporal dis-
placement errors. These tend to be associated with initial
conditions with significant improvements in both the
storm intensity and position. In other cases, forecast
improvements reflect mostly reduced errors in spatial
locations rather than temporal displacements, as in Figs.
10b and 11a. Other forecasts issued during the 2-day
periods show similar improvements that fall within the
ranges shown in Figs. 10 and 11.

To verify that the improvements shown in Figs. 10
and 11 result directly from assimilating rainfall infor-
mation in the initial conditions, we varied the assigned
weighting for the TMI and SSM/I rain rates in the VCA
procedure to investigate how the resulting analyses af-
fect storm forecasts. In addition to CNTRL and PRECIP
analyses (for which the precipitation observation error
standard deviation, so, is effectively infinity and 30%,
respectively), we obtained two more PRECIP analyses
with so 5 80% and 250% and performed additional
forecasts using them as initial conditions. Results for
the 5-day Bonnie forecast issued from 1200 UTC 20
August 1998 are shown in Fig. 12. As the initial analysis
is weighted more toward the TMI and SSM/I rain rates,
there is a systematic improvement in the track forecast
(Fig. 12a) and an overall increase in the spatial corre-
lation between the 5-day precipitation forecast and ob-
servations (Fig. 12b). The exception is the rain forecast
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FIG. 11. Five-day Floyd track forecasts. Triangles and squares mark forecasts (dashes) initialized with CNTRL and PRECIP analyses,
respectively. The storm positions rendered to the closest integer degree in latitude and longitude are plotted every 12 h. The circles show
positions of the best track (solid). (a) Forecasts initialized from 1200 UTC 10 Sep 1999. (b) Forecasts issued from 0000 UTC 11 Sep 1999.

FIG. 12. Sensitivity of a 5-day Bonnie forecast from 1200 UTC 20 Aug 1998 to TMI and SSM/I rainfall information retained in the initial
condition. (a) Comparison of 5-day track forecast with the NOAA best-track analysis. (b) Spatial correlations between 5-day precipitation
forecasts and combined TMI and SSM/I daily rain rates. The legend identifies the forecasts by the error standard deviation for rain (so) in
the analysis used for initial condition.

within the first 24 h, in which case the forecast differ-
ences are likely too small to overcome measurement
and sampling uncertainties in rainfall observations. The
overall results indicate a systematic increase in forecast
skills as more rainfall information is retained in the
initial state, suggesting that the improvements are di-
rectly attributable to the use of rainfall data in the initial
condition.

Shown in Fig. 13 are two examples of the rms errors
and spatial correlations in 5-day precipitation forecasts
issued from analyses with and without TMI and SSM/
I rain rates. The Bonnie forecast (Figs. 13a and 13c)
was issued from 1200 UTC 20 August 1998. The Floyd
forecast (Fig. 13b and 13d) was initialized from 0000
UTC 11 September 1999. In each case, the statistics are
for a 208 latitude by 308 longitude moving domain along
the analyzed storm track. Results show a general re-

duction in rms errors and a marked increase in spatial
correlations. These improvements are also apparent in
terms of the improved threat scores for different rain
thresholds commonly used to assess quantitative pre-
cipitation forecast (QPFs; Wilks 1995) skills.

7. Summary and discussion

We have described a VCA algorithm for assimilating
surface precipitation using a 1D forecast model as a
weak constraint and examined its effectiveness in using
6-h TMI and SSM/I tropical rain rates to improve
GEOS-3 analysis and forecasts. This 1D variational con-
tinuous rainfall assimilation scheme, in its full imple-
mentation, uses temperature and moisture time-tendency
corrections to compensate for model deficiencies. But
the current understanding of the error characteristics of
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FIG. 13. Rms errors and spatial correlations of 5-day precipitation forecasts initialized with CNTRL
analysis (black) and PRECIP analysis (white). (a) Bonnie forecast issued from 1200 UTC 20 Aug 1998.
(b) Floyd forecast issued from 0000 UTC 11 Sep 1999. The statistics are for a 208 latitude by 308 longitude
moving domain along the analyzed storm track. (c), (d) QPF threat scores for the day 3 precipitation forecast
for Bonnie and Floyd, respectively. A higher threat score indicates greater forecast skills.

the 1D moist process model is very limited, making it
premature to attempt a data impact assessment using the
full scheme with both temperature and moisture ten-
dency corrections. Since the model-predicted rain is di-
agnostically linked to the time rate of change of the
atmospheric moisture, corrections on the moisture time
tendency alone can be an effective control variable for
assimilating rainfall data. This is the focus of this study.

In earlier studies we have shown that assimilating
TMI and SSM/I rain rates improves the precipitation
analysis and related climate parameters such as radiative
fluxes and cloud forcing in the GEOS analysis. The
present research focused on the impact of rainfall as-
similation on 18 3 18 GEOS-3 analyses and forecasts
of synoptic features of prominent tropical weather sys-
tems using Hurricanes Bonnie and Floyd as case studies.
For each storm, we performed two parallel assimilation
experiments with and without rainfall data. Results
show that assimilating TMI and SSM/I surface rain us-
ing the 1DVCA scheme with moisture time-tendency
corrections yields more realistic analyzed storm struc-
tures. Forecast experiments show that the improved
analyses also provide better initial conditions for 5-day
track and QPF scores for Bonnie and Floyd. The im-
proved forecast skills have been substantiated in a sen-
sitivity study that showed a systematic increase in fore-
cast skills as more rainfall information was retained in
the initial condition.

Results of this study show that addressing model de-
ficiencies is an important consideration in precipitation
assimilation. They also suggest that the full benefit of

precipitation assimilation can be realized only if anal-
yses of wind, temperature, moisture, and pressure are
allowed to respond to an improved rainfall analysis
within an assimilation cycle. Understandably, as a mod-
el-diagnosed quantity, precipitation affects forecasts
only through its influence on the model’s prognostic
variables. In the GEOS-3 DAS, the prognostic variables
continually adjust to changes in precipitation and the
associated latent heating field over a 6-h assimilation
window, in a manner similar to dynamic initialization.
Results show that assimilating rainfall data through
time-continuous corrections of moisture tendencies is
effective for improving the instantaneous state variables
used to initialize the forecasts.

As a technique for rainfall assimilation, the 1DVCA
scheme differs from nudging or physical initialization
in that it is a statistical analysis within the optimal es-
timation framework, even though they all modify the
model’s prognostic tendencies. As implemented in the
GEOS-3 DAS, the VCA scheme effectively operates as
an online model bias estimation and correction for pre-
cipitation and moisture every 6 h. Given its nonstatic
nature, the VCA scheme is suitable for assimilating
time-accumulated precipitation and is thus less restricted
by the problem of ‘‘zero background rain’’ as compared
to static 1DVAR/3DVAR of instantaneous rain rates.
More generally, VCA time-tendency corrections may be
included as a part of an augmented control variable
within the 4DVAR framework or as a model error es-
timator in sequential analysis schemes.

Last, we note that in our work thus far, the 1DVCA
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scheme has been shown to be effective for assimilating
rainfall data in the Tropics, where the model precipi-
tation is known to be sensitive to parameterized moist
physics in a vertical column. The effectiveness of 1D
VCA approach to rainfall assimilation in the extratrop-
ics, where atmospheric processes are governed by mul-
tivariate quasigeostrophic dynamics, will require further
investigation.
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