
 

Studies of Atmospheric Ozone and Related Constituents 
in the Arctic and at Mid-latitudes 

 by  

Xiaoyi Zhao 

A thesis submitted in conformity with the requirements 
for the degree of Doctor of Philosophy 

Graduate Department of Physics 
University of Toronto 

© Copyright by Xiaoyi Zhao 2017 



 

ii 

 

Studies of Atmospheric Ozone and Related Constituents 
in the Arctic and at Mid-latitudes 

Xiaoyi Zhao 

Doctor of Philosophy 

Graduate Department of Physics 

University of Toronto 

2017 

Abstract 

Two UV-visible differential absorption spectroscopy (DOAS) ground-based spectrometers 

(GBSs) were installed at the Polar Environment Atmospheric Research Laboratory (PEARL) in 

the Canadian High Arctic (80.1 N, 86.4 W). These two instruments have been used to measure 

stratospheric trace gases since 1999 and 2006 respectively. In 2010 and 2014, two solar-tracking 

systems were integrated with the GBSs to make tropospheric trace gas measurements.   

One goal of this work was to study surface ozone depletion events (ODEs) in the Arctic, using 

data from the GBSs. The measurements of ozone and BrO, combined with model results, 

indicate that both high wind/blowing snow and low wind/stable boundary layer are favorable 

environmental conditions for bromine explosion events, and in some cases, the combination of 

these two conditions will extend the lifetime of a bromine explosion event. In addition, during a 

strong surface ODE (ozone VMR < 1 ppbv), BrO concentration can be significantly controlled 

by the ozone concentration. The HDO depletions observed during two blowing-snow-induced 

ODEs were found to be weaker than those modelled using pure Rayleigh fractionation. This 
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work provided evidence of a blowing-snow sublimation process, which is a key step in 

producing bromine-enriched sea-salt aerosol. 

This work also evaluated the performance of the recently developed Pandora spectrometer by 

comparing it with the Brewer world reference triad. Statistical analysis was used to determine the 

quality of the total colum ozone (TCO), with all Pandora and Brewer instruments shown to meet 

the Global Atmosphere Watch requirement for a precision better than 1%. However, there is a 

1% seasonal difference and a 3% bias between the standard Pandora and Brewer TCO data, 

which is related to the temperature dependence and difference in ozone cross sections. A 

statistical model was developed to correct Pandora data, reducing the seasonal difference to 

0.25% and the bias to 0.04%.  
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Chapter 1  

 Introduction 1

Ozone is one of the most well-known atmospheric trace gases. It was first made in the laboratory 

in the 1830s (Schönbein, 1837) and identified in the atmosphere in the 1860s (Rubin, 2001). 

Although monitoring of atmospheric ozone can be traced back to 1926 (Dobson, 1968a), it came 

into wide public interest in the 1980s when the ozone hole over the Antarctic was discovered 

(Farman et al., 1985). Ozone is essential to human life as it has several important roles: in the 

stratosphere, the ozone layer absorbs harmful UV radiation, thus protecting humans, animals, 

and plants; in the troposphere, ozone is one of the major oxidizing agents to initiate the chemical 

removal of methane and other hydrocarbons from the lower atmosphere, although its oxidizing 

properties are harmful to human health. In addition, ozone has important links to climate: 

tropospheric ozone causes warming through the absorption of long-wave radiation, while 

stratospheric ozone has a slight cooling effect, as it prevents solar short-wave radiation from 

reaching the surface (IPCC, 2013). This chapter will describe the general motivation and 

scientific objectives of this thesis in the context of ozone depletions in both the troposphere and 

stratosphere.  

1.1 Motivation and Scientific Objectives 

From 1999 to the present, ozone and related trace gases have been measured by UV-visible 

spectrometers at Eureka, Nunavut, Canada (80.05°N, 86.41°W). These spectrometers are now 

part of the Canadian Network for the Detection of Atmospheric Change (CANDAC), which was 

formed in 2005. CANDAC is a network dedicated to studying the changing atmosphere over 

Canada, and a suite of instruments are installed at Eureka to measure atmospheric constituents 

and parameters. CANDAC’s research theme, “Arctic Middle Atmospheric Chemistry” (AMAC, 

2005-2011), had the goal to improve understanding of the processes controlling the Arctic ozone 

budget and its future evolution using observations made at Eureka. The UV-visible 

spectrometers were key instruments for achieving AMAC research objectives.  

In 2013, CANDAC started a new research program, “Probing the Atmosphere of the High 

Arctic” (PAHA), which is funded by the Natural Sciences and Engineering Research Council 
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(NSERC). A new research project under the PAHA “Composition Measurements” (CM) theme 

is “Ozone and Related Species” (CM-O3), which has several scientific objectives that provide 

the foundation for this thesis: 

1) To acquire a High Arctic dataset of partial and total column measurements of ozone and 

ozone-related trace gases, including tropospheric and stratospheric columns of BrO.  

2) To unravel the coupled processes controlling Arctic stratospheric composition and 

quantify the contributions from dynamics, chemistry, and climate change to ozone 

depletion and recovery. 

3) To combine measurements of tropospheric ozone and BrO to investigate the origin and 

occurrence of bromine explosions and their impact on the surface ozone budget at 

Eureka.  

4) To improve our understanding of chemistry-climate processes by combining the 

measurements with atmospheric models to facilitate both improved modelling of the 

atmosphere and the interpretation of the measurements. 

In addition to these general scientific objectives, the following sections (1.1.1 and 1.1.2) will 

describe the motivation of this thesis in the context of specific scientific questions, which will be 

addressed and answered in Chapters 3, 4, and 5. 

1.1.1 Tropospheric Ozone 

In the 1980s, around the same time of the discovery of the ozone hole over the Antarctic, severe 

surface ozone depletion events (ODEs) in the Arctic were discovered (Bottenheim et al., 1986; 

Barrie et al., 1988). These events have since been linked to extremely high concentrations of 

bromine and are reviewed by Simpson (2007b; 2015) and Abbatt et al. (2012). After three 

decades, tropospheric ODEs are still not fully understood. Many aspects of this phenomenon 

remain open questions. For example, the optimum meteorological conditions for the occurrence 

of these events remain uncertain. A stable shallow boundary layer and blowing snow conditions 

have both been proposed. One of the motivations behind this thesis is to better understand the 

mechanisms generating tropospheric ODEs.  

This work focussed on addressing the following scientific questions, using the data collected by 

the UV-visible spectrometers at Eureka (combined with ozonesondes, radiosondes, lidar, radar, 

satellite, and modelled data): 
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 What is the source of the extremely high concentrations of bromine in the polar 

troposphere? Do we have observations at Eureka that provide evidence that the blowing-

snow induced sea-salt aerosol is one of the bromine sources?   

 What are the differences between high-wind-condition and low-wind-condition ODEs? 

What meteorological conditions can enable bromine explosion events at Eureka?  

 How well do the satellite measurements of tropospheric BrO agree with ground-based 

measurements at Eureka?  

 Do our current ODE modelling results agree with ground-based measurements at Eureka? 

How well can models simulate BrO, ozone, and sea-salt aerosol (compared to 

measurements)? 

 The lifetime of reactive bromine is only a few hours in the absence of recycling. Do we 

have evidence of this recycling over aerosol or blowing-snow/ice particles at Eureka? 

 The blowing-snow sublimation process is a key step in producing bromine-enriched sea-

salt aerosol. Can we use isotopologue measurements at Eureka to provide evidence of this 

sublimation process? 

These questions are critical to our understanding of reactive bromine sources, and for meaningful 

prediction/modelling of future halogen activation, boundary-layer ozone depletion, and mercury 

deposition. In the context of a rapid changing Arctic, these questions are also crucial to 

environmental change and human health. For example, the decline of the Arctic sea ice extent 

and thickness has been confirmed (Comiso et al., 2008; Kurtz et al., 2011), however, how this 

sea-ice melting trend will affect ODEs is not clear (Abbatt et al., 2012). The activated 

halogenated species in ODEs can remove gas-phase mercury and deposit the product on snow 

(Calvert and Lindberg, 2004a, 2004b; Steffen et al., 2008; Calvert et al., 2015). The deposited 

mercury can ultimately reach deep sediments and/or bioaccumulate into wildlife and eventually 

into humans (Simpson et al., 2007b). Studies show that 40-320 tons of mercury can be deposited 

to the Arctic over a period of one year due to ODEs (Ariya et al., 2004; Skov et al., 2004; 

Dastoor et al., 2008; Durnford et al., 2012; Dastoor et al., 2015). However, without knowledge to 

predict ODEs in the rapid changing Arctic, meaningful prediction of mercury deposition is 

difficult. The multi-year dataset (17 years of zenith-sky and seven years of multi-axis scattered 

sunlight measurements) acquired at Eureka, can contribute to determining the ODE trends in the 

Arctic, improving ODE modelling, validating satellite ODE observations, and facilitating studies 

related to rapid environmental change in the Arctic region.  
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1.1.2 Stratospheric Ozone 

Another scientific focus of this thesis is related to stratospheric ozone. This thesis evaluates the 

performance of total column ozone (TCO) (mainly stratospheric ozone) measurements from the 

recently developed Pandora spectrometer by comparing it with the Brewer world reference triad. 

Stratospheric ozone has been an important scientific topic since the 1970s and became a matter 

of intense interest with the discovery and subsequent studies of the Antarctic ozone hole (Farman 

et al., 1985; Solomon et al., 1986; Stolarski et al., 1986) and ozone depletion on the global scale 

(Stolarski et al., 1991; Ramaswamy et al., 1992). To improve their accuracy and to automate the 

TCO measurements, the Brewer spectrophotometer was developed in the early 1980s (Kerr et al., 

1981; 1988), and was designated as the World Meteorological Organization (WMO) Global 

Atmosphere Watch (GAW) standard for total column ozone measurement in 1988. By 2014, 

there were more than 220 Brewer instruments installed around the world, with most still in 

operation today. The Pandora system was developed at NASA’s Goddard Space Flight Center 

and first deployed in the field in 2006. Pandora instruments are suitable candidates for both 

direct-sun (DS) and zenith-sky (ZS) measurements of total column ozone and other trace gases 

(Herman et al., 2009; Tzortziou et al., 2012). By 2015, several long-term Pandora sites had been 

established in the United States and worldwide (including Austria, Canada, Canary Islands, 

Finland, and New Zealand).  

The ground-based TCO measurements from Brewer and Pandora instruments have been used for 

satellite validation (Balis et al., 2007; Antón et al., 2009; Loyola et al., 2011; Tzortziou et al., 

2012; Labow et al., 2013) and modelling/trend analysis work (Bojkov et al., 1995; Fioletov et al., 

2002; Austin and Wilson, 2006; Austin et al., 2010), for example, to predict stratospheric ozone 

recovery (IPCC, 2013; WMO, 2014). However, it has been found that Pandora TCO data have a 

bias relative to Brewer TCO data (Tzortziou et al., 2012). It is important to understand and 

evaluate the difference between the TCO datasets from these two generations of ozone 

monitoring networks. Using the co-located TCO measurements from two Pandora instruments 

and the Brewer world reference triad (six Brewer instruments in total) in Toronto, the following 

scientific questions were addressed in this thesis: 

 What is the cause of the difference between Brewer and Pandora TCO measurements? 
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 What are these instruments’ measurement precisions and accuracies? How do the 

differences between the Brewer and Pandora instruments (optical design, retrieval 

algorithm, etc.) affect the precision and accuracy of their TCO measurements?  

 Are the TCO measurements by Brewer and Pandora meeting the GAW requirement? 

 Can the Pandora TCO data quality be improved in a way that makes it comparable to 

Brewer TCO data (given that the Brewer is designed to produce high-quality TCO data)? 

These questions are important, as answering them is needed to evaluate the quality of the TCO 

datasets generated from both instruments. For instance, our statistical analysis indicates the 

quality of the TCO, with all Pandora and Brewer instruments meeting the GAW requirement for 

a precision better than 1%. However, there is a 1% seasonal difference and a 3% bias between 

the standard Pandora and Brewer TCO data. Thus the users who need TCO datasets from these 

instruments to perform other scientific studies (for example, ozone recovery trends, satellite 

validation, etc.) must take these findings/differences into account.  

To maintain the measurement stability and characterize each individual Brewer instrument, the 

Brewer network uses a calibration transfer scheme. In general, each field instrument needs to be 

regularly calibrated against the travelling standard reference instrument. Then the travelling 

standard itself is calibrated against the Brewer world reference triad (three Brewer single 

spectrometers, known as the old reference triad). Individual Brewer instruments of the triad are 

independently calibrated at Mauna Loa, Hawaii every 2-6 years (Fioletov et al., 2005). 

The performance of the old reference triad was last reported ten years ago using data to 2004 

(Fioletov et al., 2005). A new reference triad (three Brewer double spectrometers) for MKIII 

Brewer instruments has also been in operation since the 1990s. Thus, this thesis also provides a 

new assessment of the performance of both the old and new Brewer world reference triads in 

recent years. 

The following sections in this chapter review tropospheric and stratospheric ozone depletion, 

with a focus on current understanding and open scientific questions. The ozone remote sensing 

monitoring networks are also described. Finally, the outline of the thesis and scientific 

contributions are given in the last section. 
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1.2 Tropospheric Ozone Depletion 

In the 1980s, it was discovered that Arctic surface ozone concentrations occasionally drop from 

typical levels of 30-40 ppbv to below 10 ppbv, or even below the detection limit (Bottenheim et 

al., 1986; Oltmans and Komhyr, 1986; Barrie et al., 1988). These episodes of ODEs can last for 

periods of several hours to several days. Bottenheim et al. (1986) first reported strong ODEs at 

Alert without being able to explain these observations. Two years later, Barrie et al. (1988) found 

a strong negative correlation between surface ozone and “filterable bromine” (f-Br) data in 

spring 1986 at Alert (see Figure 1.1), and hypothesised that the ozone depletion involves a 

bromine-catalyzed chain reaction. 

  

Figure 1.1: The first published observation of the anticorrelation between surface ozone and filterable 

bromine, measured at Alert. Filled squares show filterable Br (f-Br) in μg/m
3
, from 24 h filter packs, and 

open squares show daily averaged ozone in nmol/mol (ppbv). (Figure adapted from Simpson et al. 

(2007b), which reprinted the original figure of Barrie et al. (1988)). 

Later on, many field campaigns were carried out in the Arctic and Antarctic dedicated to 

studying the ODEs, e.g., (Bottenheim et al., 1990; Yokouchi et al., 1994; Platt and Lehrer, 1996; 

Hopper et al., 1998; Bottenheim et al., 2002; Beine et al., 2003; Domine et al., 2004; Jones et al., 

2008; Frieß et al., 2011). Large-scale observations of ODEs began in 1997 with the launch of the 

Global Ozone Monitoring Experiment (GOME) aboard the European ERS-2 satellite (Richter et 

al., 1998; Burrows et al., 1999). With the help of satellite observations, it became clear that the 

ODEs are frequent phenomena in both hemispheres in polar spring, covering large areas mainly 

over sea ice and along the coasts (Wagner et al., 2001; Hollwedel et al., 2004; Simpson et al., 

2007b). It is now clear that bromine photochemistry has the central role in ODEs, and that 

halogen activation causes chemical destruction of surface ozone and changes the oxidising 
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capacity of the troposphere. The activated halogenated species in ODEs can remove and deposit 

gas-phase mercury, and affect the oxidation of organic gases (Simpson et al., 2007b).  

Simpson et al. (2007b) reviewed the relationship between active halogen and ODEs in the polar 

boundary layer. Abbatt et al. (2012) reviewed the issue with a focus on a molecular level 

description of the role that ice and snow substrates play in promoting the formation and 

transformations of reactive halogenated species in the troposphere. Following Simpson et al. 

(2007b), the key chemical reactions and reaction cycles involved in ODEs are described briefly 

here. The initial release of bromine radicals from ions 

HOBr + Braq
− + Haq

+
mp
→  Br2 + H2O                                                 (R1) 

Br2
ℎ𝑣
→ 2Br                               (R2) 

Br + O3 → BrO + O2                                                           (R3) 

(where mp indicates a multiphase reaction) can be followed by self-reaction (BrO + BrO), cross 

reaction (BrO + IO/ClO), and catalytic cycles involving  HO2 and CO (Simpson et al., 2007b). 

However, these three reaction pathways do not increase the abundance of the BrOx family (Br + 

BrO), and thus do not speed up the depletion of ozone. The widely accepted mechanism for the 

bromine explosion cycle proceeds via the reaction 

BrO + HO2 → HOBr + O2.                                                    (R4) 

Combining reactions R1-R4 gives the net reaction  

Br + Braq
− + Haq

+ + O3 + HO2
mp,ℎ𝑣
→   2Br + 2O2 + H2O.                        (R5) 

Followed by rapid ozone depletion in some conditions, this cycle can result in the conversion of 

particle-phase inactive bromide (Br
-
) to gas-phase reactive bromine (BrOx), thus further speeding 

up the cycle. This is the widely known bromine explosion reaction sequence (Fan and Jacob, 

1992; McConnell et al., 1992; Wennberg, 1999). In addition, the reaction of gas-phase reactive 

bromine (BrOx) with gas-phase elemental mercury can lead to toxic mercury deposition in polar 

ecosystems (Schroeder et al., 1998; Calvert and Lindberg, 2004b; Steffen et al., 2008).  
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The Br atoms resulting from R5 will cycle between the atomic form and its oxides via the 

reactions  

Br + O3 → BrO + O2                                                          (R6) 

BrO
ℎ𝑣
→ Br + O.                                                               (R7) 

The typical conversion time via R6 is on the order of 1 s at 40 ppbv O3, and the 

photodissociation rate of R7 (in typical springtime Arctic daytime) is ~4×10
-2

 s
-1

 (Simpson et al., 

2007). Thus the partitioning of BrOx is controlled by a balance between R6 and R7. Modeling 

studies have revealed that ODEs have a highly non-linear nature (Simpson et al., 2007b), and the 

partitioning of BrOx and Bry (total inorganic Br) plays a key role in speeding up or slowing down 

ODEs (Evans et al., 2003; Sander et al., 2003; Simpson et al., 2007b; Piot and von Glasow, 

2008; Piot and Von Glasow, 2009; Toyota et al., 2011a; Fernandez et al., 2014; Toyota et al., 

2014). In general, during the day and at high ozone concentrations (> 10 ppbv), BrO is the 

prevalent BrOx species; however, at low ozone concentrations (< 1 ppbv), Br is more abundant 

than BrO (Simpson et al., 2007). For example, Evans et al. (2003) used a photochemical box 

model to investigate this partitioning as a function of ozone concentration in a simulation 

initialized on April 15 at 73N, at local noon at 100 m altitude. Figure 1.2 shows the evolution of 

the concentrations of halogen species as the ozone concentration decreases. Note that the ozone 

scale in the figure is from 0.1 to 100 ppbv, but the simulation only extends from 0.8 to 40 ppbv, 

which represents the typical range of ozone surface concentrations in the Arctic. This figure 

illustrates the highly non-linear nature of BrOx and Bry partitioning as a function of ozone 

concentration. 

Although bromine explosion events have been extensively studied over the past three decades, 

many questions remain. Figure 1.3 demonstrates the physical nature and composition of different 

substrates upon which halogen activation may occur in the polar boundary layer, as summarised 

by Abbatt et al. (2012). In general, studies of the surface on which reaction R1 proceeds have 

suggested that this surface may be sea salt deposited on the snowpack and ice (McConnell et al., 

1992; Simpson et al., 2007a; Dibb et al., 2010; Pratt et al., 2013), acidified background sea-salt 

aerosol (Vogt et al., 1996), brines concentrated on frost flowers that form on young sea ice 

(Rankin et al., 2002; Kaleschke et al., 2004), and bromine in blowing snow (Yang et al., 2008; 

Jones et al., 2009). Brines concentrated on frost flowers are no longer considered as a pathway 



 

9 

 

for bromine activation primarily due to their high pH, which is not favourable for Br2 formation 

(Abbatt et al., 2012; Pratt et al., 2013; Wren et al., 2013). The optimum meteorological 

conditions for the occurrence of bromine explosion events also remain uncertain. A stable 

shallow boundary layer (Wagner et al., 2001; Frieß et al., 2004; Lehrer et al., 2004) and blizzard 

conditions (Yang et al., 2008; Jones et al., 2009; Frieß et al., 2011) have both been proposed. 

These different meteorological conditions can lead to different transport patterns for the low-

ozone airmass, thereby changing the oxidative capacity of the Arctic troposphere.  

 

Figure 1.2: Modelled evolution of halogen concentrations for a simulation with 43 pptv of initial bromide, 

as a function of the ozone concentration. Figure adapted from Evans et al. (2003).  

1.2.1 High-Wind ODE 

In blowing snow (wind speed > 12 m s
-1

), the salty snow that is aloft in the air could produce 

sea-salt aerosol (SSA) through sublimation. The bromine-enriched SSA is thought to act as both 

source and substrate for bromine chemistry (Yang et al., 2008; Abbatt et al., 2012). In addition, 

May et al. (2016) report that sea-salt mass concentrations increased in the presence of nearby 

leads and wind speeds greater than 4 m s
−1

. SSA produced from leads has the potential to alter 

cloud formation (May et al., 2016), as well as the chemical composition of the tundra snowpack 

(Simpson et al., 2005; Pratt et al., 2013). Given the thinning of Arctic sea ice and decreasing 
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multiyear sea ice extent (Cavalieri and Parkinson, 2012; Stroeve et al., 2012), wind-driven 

production of SSA from blowing snow and leads could further increase the frequency of wind-

driven surface ODEs in polar spring. On the other hand, assuming the complete loss of sea ice 

will result in a large surface ozone increase in spring, also attributed mainly to bromine 

chemistry (Voulgarakis et al., 2009). While the connections between the presence of sea ice and 

halogen chemistry are not yet fully understood and it is unlikely that all sea ice will disappear in 

the springtime, Abbatt et al. (2012) point out that a decrease in ice and snow has the potential to 

alter atmospheric composition. As another complication, Maslanik et al. (2007) found that in 

addition to less multi-year sea ice overall in the Arctic, the fraction of younger and thinner sea 

ice has increased. In general, the changing of sea ice cover or character in the Arctic will impact 

halogen chemistry, which can further impact atmospheric oxidation and may impact the lifetime 

of pollution transported to the Arctic regions (Abbatt et al., 2012).  

 

Figure 1.3: Sources of halides in the polar boundary layer. A range of salinity values is indicated: frost 

flowers (Rankin et al., 2002), brine, new ice (Ehn et al., 2007), multi-year ice (Timco and Weeks, 2010), 

basal snow (Toyota et al., 2011b), snow < 0.2m (Toyota et al., 2011b), background snow (Massom et al., 

2001), frost flower (FF) contaminated snow (Obbard et al., 2009). Figure adapted from Abbatt et al. 

(2012). 

To understand the high-wind ODE mechanism, measurements of SSA are important. However, 

direct observation of the aerosol in blowing snow is challenging due to the meteorological 

conditions (strong winds and low visibility). Lidar measurements provide a means of looking 

through the ice clouds and aerosol layer and can provide important particle information, for 

example, size, density, and vertical profile. Examples of using lidar and radar measurements for 

high-wind ODEs are described in Chapter 3 (radar only) and 4 (lidar and radar). 
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In addition to aerosol measurements, isotopologue measurements can be a useful proxy to 

identify the lifetime of the airmass and aerosol. Measurements of atmospheric hydrogen-

deuterium oxide (HDO), which is heavier than H2O, contain information about the history of the 

airmass. Simultaneous observations of tropospheric water isotopologues can provide information 

on processes related to moisture uptake, exchange, cloud formation, transport/mixing, and 

temperature upwind of the detected airmass (Schneider et al., 2016). An airmass from the open 

ocean surface typically contains more HDO than an airmass from the frozen ice-covered ocean at 

high latitude. For example, in Eureka, from February to April, airmasses with low HDO content 

are usually from the ice-coved Arctic Ocean, whereas airmasses with high HDO content are 

usually from ice-free region of the Atlantic Ocean. Thus the transportation history of the airmass 

can be evaluated by its water isotopologue ratio. In general, the water isotopologue ratios are 

typically expressed in the δ notation, which relates the observed ratio to the standard ratio of 

ocean water. For instance, the HDO/H2O ratio is normally expressed as the relative deviation 

(δD) from the HDO content of the Vienna Standard Mean Ocean Water (VSMOW) (Craig, 

1961), as shown in Eq. (1.1) 

δD = (
𝑅𝑚

𝑅VSMOW
− 1) × 1000‰ ,                                                  (1.1) 

where R is the HDO/H2O ratio, subscript m denotes the measurement, and RVSMOW (0.00031152) 

(Craig, 1961) is the HDO/H2O ratio in Vienna Standard Mean Ocean Water.  

In the polar regions, ice cloud formation and precipitation can change the HDO/H2O ratio. As 

with the formation of liquid clouds, when ice cloud form, HDO is condensed into the ice more 

efficiently than H2O, and the air becomes HDO depleted. Thus the scavenging of HDO 

(removing of the ice condensate) leaves the air depleted in HDO (low δD values) and provides 

information about the ice cloud formation (Rayleigh process)  (Rayleigh and Ramsay, 1894). In 

addition, blowing snow events can contribute to atmospheric δD change.  

During blowing snow events, large numbers of snow particles may get into the air. If the air is 

not saturated, water can sublime from the particles (dependent on wind speed, temperature, 

relative humidity, snow type, etc.) (Déry and Yau, 1999, 2001), which reduces their size and 

eventually leads to the formation of SSA. Yang et al. (2008) parameterised the production of 

SSA, through this process, as a function of the amount of sublimation, snow salinity, and a few 

other factors, including snow age. The sublimation process is normally considered as a non-



 

12 

 

fractionation process and does not change δD. This is because of a low coefficient of self-

diffusion of water molecules in ice. When sublimation from ice/snow crystals happens layer by 

layer, the sublimated molecules have the same δD as when they were frozen in the snow/ice 

crystals. However, sublimation of blowing snow can change the atmospheric δD through mixing. 

For example, in Eureka, the monthly mean precipitation δD in March is -265‰ (2005-2013, data 

provided by F. A. Michel and X. Feng, personal communication), while the monthly mean 

atmospheric δD is -442‰ (see Section 4.3.1). Thus, mixing of the sublimed HDO-enriched water 

vapour from blowing-snow particles (-265‰) with tropospheric background water vapour (-

442‰) can increase the atmospheric HDO content, thus contributing to the change in 

atmospheric δD; and high atmospheric δD (compared to Rayleigh fractioning model, see Section 

4.1.2) should be expected when observing blowing-snow SSA. This process is similar to the 

phenomenon that δD of water vapour entering the tropical tropopause layer (TTL) is higher than 

that suggested by Rayleigh model (Moyer et al., 1996; Smith et al., 2006; Blossey et al., 2010). 

This enrichment of HDO in the TTL is associated with deep convection and sublimation of δD-

enriched ice from the lower troposphere (Blossey et al., 2010). In summary, the water 

isotopologue ratio can be used to study SSA formation and transport, and to facilitate the study 

of blowing-snow ODEs. 

Case studies of ODEs initiated from cyclones in the Beaufort Sea are presented in Chapters 3 and 

4. The δD measurements show that HDO was also depleted during those ODEs. HDO depletion 

observed during these two blowing-snow ODEs is found to be weaker than that simulated by 

pure Rayleigh fractionation. Thus, this thesis provides evidence support for a blowing-snow 

sublimation process, which is a key step in producing bromine-enriched SSA. 

1.3 Stratospheric Ozone Depletion 

The effort to understand the ozone vertical profile in the atmosphere started in the early 1910s 

(see Platt and Stutz, 2008; Calvert et al., 2015). By late 1920s, it was well established that 

column ozone levels were several mm and that most of the ozone was located in the stratosphere. 

The first explanation of the presence of the stratospheric ozone layer was made by Chapman 

(1930). The Chapman cycle comprises a set of oxygen-only (atom oxygen, oxygen molecules, 

and ozone) reactions, starting with the photolysis of oxygen molecules by UV photons. The cycle 

was found to significantly over-predict ozone concentrations in the lower stratosphere. 

Deficiencies in the Chapman cycle include the neglect of further catalytic cycles and other 
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chemicals. Later research identified ozone-destroying catalytic cycles via hydrogen, nitrogen, 

and halogen species (chlorine, bromine, and iodine) (Bates and Nicolet, 1950; Crutzen, 1970; 

Johnston, 1971; Molina and Rowland, 1974; Wofsy et al., 1975; Yung et al., 1980; Solomon et 

al., 1994).  

1.3.1 Chemical and Dynamical Ozone Change 

The amount of ozone, more specifically TCO, is controlled by both chemical and dynamical 

process. TCO declined over most of the globe during the 1980s and early 1990s, by about 2.5% 

in the global mean, but has remained stable since 2000. There are indications of an increase in 

global-mean TCO over 2000–2012, consistent with model predictions (WMO, 2014). However, 

a TCO increase that would be attributable to restrictions on the emissions of ozone-depleting 

substances decreases has not yet been observed (WMO, 2014). 

Ozone loss in the middle stratosphere is dominated by reactive nitrogen. A common catalytic 

cycle involves the following reactions: 

X + O3 → XO + O2 ,                                                            (R8) 

XO + O → X + O2 .                                                              (R9) 

The net effect of these two reactions is 

O3 + O → 2O2  .                                                              (R10) 

Examples of catalysts X in the stratosphere are nitric oxide (NO), chlorine (Cl), bromine (Br), 

and hydroxyl radical (OH). The catalytic cycle is terminated when these catalysts are converted 

to unreactive reservoir species, such as dinitrogen pentoxide (N2O5), nitric acid (HNO3), 

hydrochloric acid (HCl), chlorine nitrate (ClONO2), and hydrobromic acid (HBr). More serious 

ozone loss in the polar regions is due to reaction with chlorine monoxide (ClO). This involves 

the formation of polar stratospheric clouds (PSCs), which remove reactive nitrogen from the gas 

phase but also activate chlorine, which destroys ozone more effectively than NOx (NO and NO2). 

For example, exceptionally low Arctic ozone levels were observed in the spring of 2011 

coincident with evidence of PSCs over Eureka (Adams et al., 2012a; Lindenmaier et al., 2012).   
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There are two major dynamical processes that govern Arctic ozone variability. The first is the 

Brewer-Dobson circulation, named after Alan Brewer (Brewer, 1949) and Gordon Dobson 

(Dobson, 1956), which involves an upward motion of the airmasses from the troposphere into the 

stratosphere at low latitudes,  poleward motion in the lower stratosphere of each hemisphere, and 

a slow descent back into the troposphere in the middle and high latitudes (Andrews, 2010). 

Although the Brewer-Dobson circulation is now used to describe the transport structure of ozone, 

it was first inferred by Brewer from observations of water vapour and helium over southern 

England. Brewer found that the helium content was constant up to 20 km but water content 

dropped rapidly just above the tropopause. He proposed that the observed distributions could be 

explained by the existence of a circulation in which air enters the stratosphere at the equator, 

where it is dried by condensation, travels in the stratosphere to temperate and polar regions, and 

sinks into the troposphere (Brewer, 1949). Dobson linked the circulation proposed by Brewer to 

ozone. From observations of ozone distribution (although ozone is mainly formed in the 

equatorial stratosphere, significant amounts of ozone are found at high latitudes), Dobson 

inferred that the transportation of ozone-rich airmasses from low latitudes to high latitudes must 

occur through meridional circulation in the stratosphere (Dobson, 1956). In general, the Brewer-

Dobson circulation increases the ozone concentrations in the winter polar stratosphere (Butchart 

et al., 2006; Tegtmeier et al., 2008; Andrews, 2010). The second important dynamical process is 

related to the polar vortex, which is formed in polar winter due to lack of sunlight and strong 

meridional temperature gradient. At the edge of the strong temperature gradient, a westerly jet 

develops in the stratosphere. The low-pressure area inside the jet is called the polar vortex, which 

isolates the polar stratospheric airmass from its surroundings. In the Arctic, the accumulated 

ozone (through the Brewer-Dobson circulation in the polar winter) starts to decline when 

sunlight returns in spring. The extent of Arctic winter-spring ozone depletion in any one year is 

dominated by the very large meteorological variability exhibited by the Northern Hemisphere 

polar vortex (WMO, 2014).  

In general, ozone loss in the Arctic is a combination of both chemical and dynamical processes 

(Tegtmeier et al., 2008). For example, the remarkably low ozone levels in 2011 were due to 

anomalously persistent low temperatures and a strong, isolated polar vortex in the lower 

stratosphere during spring 2011 that led to a large chlorine- and bromine-induced chemical 

ozone depletion, and also to weak transport of ozone-rich airmasses into the vortex from lower 

latitudes (Manney et al., 2011; WMO, 2014). 
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1.3.2 Ozone Remote Sensing Monitoring Networks 

The earliest remote sensing network observations of TCO can be traced back to 1926 when 

Dobson deployed five Féry photographic spectrometers in Europe (Dobson, 1968a). Later, 

Dobson developed a new photometric instrument, now called the Dobson Ozone 

Spectrophotometer, which was made commercially available in the 1930s. There are still 

approximately 100 of these instruments being used by the WMO/GAW network. Measurement 

of ozone by the Dobson instrument requires on-site operation. Thus to automate the TCO 

measurements and also to remove the SO2 dependence (when the atmospheric SO2 amount is 

high, the Dobson instrument will show artificially increased TCO measurements) (Kerr et al., 

1981), the Brewer Ozone Spectrophotometer was developed in the early 1980s (Brewer, 1973). 

In 1988, the Brewer instrument was designated (in addition to the Dobson instrument) as the 

WMO/GAW standard for TCO measurements. Due to the well-known stray light issue in the UV 

region (Bais et al., 1996; Fioletov et al., 2000), the MkIII Brewer (double Brewer) was 

introduced in 1992. The double Brewer has two spectrometers in series, significantly improving 

UV response and measuring global UV spectral irradiance, O3, SO2, and aerosol optical depth. 

The World Ozone and Ultraviolet Radiation Data Centre (WOUDC) operated by Environment 

and Climate Change Canada (ECCC) on behalf of the WMO, shows 62 stations reporting 

Dobson data and 48 reporting Brewer data by 2008 (McElroy and Fogal, 2008). By 2014, there 

were more than 220 Brewer instruments installed around the world, with most in operation 

today.  

To reduce the cost and improve the accuracy of multi-trace-gas remote sensing, the Pandora 

system was developed at NASA’s Goddard Space Flight Center and first deployed in the field in 

2006. Pandora instruments are based on a commercial spectrometer with stability and stray light 

characteristics that make them suitable candidates for both direct-sun and zenith-sky 

measurements of total column ozone and other trace gases (Herman et al., 2009; Tzortziou et al., 

2012). Pandora instruments have been tested and deployed in multiple scientific measurement 

campaigns around the world. These include the Cabauw Intercomparison Campaign 

of Nitrogen Dioxide measuring Instruments (CINDI) in the Netherlands in 2009 (Roscoe et al., 

2010) and four NASA DISCOVER-AQ campaigns since 2011 (Tzortziou et al., 2012). The 

Pandora instruments have been used for validation of satellite ozone (Tzortziou et al., 2012) and 

NO2 (Herman et al., 2009; Tzortziou et al., 2012) measurements. By 2015, several long-term 
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Pandora sites had been established in the United States and worldwide (including Austria, 

Canada, Canary Islands, Finland, and New Zealand). A comparison of Pandora and Brewer TCO 

datasets is presented in Chapter 5. 

The most accurate ozone data products of Dobson, Brewer, and Pandora instruments are from 

their direct sun (DS) measurements. However, in addition to DS measurements, these 

instruments can also derive TCO from zenith sky (ZS) scattered sunlight measurements. While 

DS measurements are more accurate, ZS measurements are necessary for generating long-term 

ozone time series unbiased by meteorological conditions and for the validation of satellite 

algorithms for cloudy scenes (Fioletov et al., 2011). Another major ozone monitoring network 

which focuses on ZS observation is the international Network for the Detection of Atmospheric 

Composition Change (NDACC) UV-VIS Working Group (UVVIS-WG) (Van Roozendael and 

Hendrick, 2009). NDACC has several working groups, which include Dobson, Brewer, Fourier 

transform infrared spectrometer (FTIR), lidar, microwave, satellite, sondes, and UV-VIS. The 

NDACC is composed of more than 70 high-quality, remote-sensing research stations for 

observing and understanding the physical and chemical state of the stratosphere and upper 

troposphere and for assessing the impact of stratosphere changes on the underlying troposphere 

and global climate. The NDACC UVVIS-WG consists of about ten research institutes and 

university labs that operate more than 30 UV-visible spectrometers deployed worldwide. With an 

emphasis on the long-term evolution of the ozone layer, these instruments have provided more 

than two decades of regular measurements of total column amounts of ozone retrieved from ZS 

scattered sunlight differential optical absorption spectroscopy (DOAS) observations (Vaughan et 

al., 1997; Van Roozendael et al., 1998). Two UV-VIS DOAS instruments, the University of 

Toronto Ground-based Spectrometer (UT-GBS) and the Polar Environment Atmospheric 

Research Laboratory GBS (PEARL-GBS) have been deployed in Eureka since 1999 and 2006 

respectively, and they are part of the NDACC UVVIS-WG. Further details (instrumentation and 

characterization) about these instruments are provided in Chapter 2. 

1.4 Thesis Outline and Scientific Contributions 

The thesis has six chapters. This first chapter covers the scientific background and other chapters 

are organized as follows. 
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Chapter 2 describes the instrumentation and data analysis and has four parts. The first part is a 

review and update of the UT-GBS and PEARL-GBS status. I have been responsible for the 

GBSs since 2011, which involved four visits to Eureka and one campaign at Cabauw. During 

each field campaign, I performed standardised laboratory testing for the GBSs, following 

methodologies developed by a previous post-doctoral fellow and three Ph.D. students (Matt 

Bassford, Elham Farahani, Annemarie Fraser, and Cristen Adams). In 2015, I upgraded UT-GBS 

from ZS-DOAS to multi-axis (MAX-) DOAS operation and also implemented negative elevation 

viewing geometry for PEARL-GBS MAX-DOAS measurements. In 2016, I upgraded PEARL-

GBS from 1-D MAX-DOAS to 2-D MAX-DOAS viewing for the second Cabauw 

Intercomparison of Nitrogen Dioxide measuring Instruments (CINDI-2) campaign. The UT-

Suntrackers used by the GBSs to perform MAX-DOAS measurements were first developed by 

Clive Midwinter and colleagues. The tracking software was primarily developed by Cristen 

Adams (until Trax2.4, passive tracking) and Jonathan Franklin (until Trax6.3, active tracking). 

The UT-Suntracker #1 was deployed by Cristen Adamas at Eureka in 2008, and the UT-

Suntracker #2 was deployed by Sophie Tran at Eureka in 2014. The second part of Chapter 2 

includes brief methodology of ZS-, MAX-, and DS-DOAS, along with introduction of profile 

retrieval codes used in this work. The third part of Chapter 2 includes descriptions of the 

Canadian Arctic ACE/OSIRIS Validation Campaigns. During each of the campaigns (2011, 

2012, 2013, and 2015), I spent about three weeks working intensively with other researchers at 

the PEARL Ridge Lab in Eureka. I was responsible for calibration and operation of GBSs, as 

well as the set-up and operation of a guest instrument, the Système D'Analyse par Observations 

Zénithales (SAOZ) from France (Hendrick et al., 2011). Sophie Tran helped me work on the 

GBSs during the 2014 campaign, and she travelled to Eureka again in October 2014 to assemble 

the UT-Suntracker #2 and a new housing (developed by Orfeo Colebatch) for PEARL-GBS. The 

Eureka GBS zenith-sky ozone and NO2 columns were submitted to the NDACC archive in 

NASA Ames format in 2013. GBS data in Hierarchical Data Format (HDF) will be updated and 

submitted to the NDACC archive in early 2017 by Kristof Bognar. The last part of Chapter 2 

describes the CINDI-2 campaign (September 2016) that Kristof Bognar and I participated in and 

some preliminary aerosol optical depth (AOD) and NO2 profile comparison results. Kristof and I 

worked together for about two months to prepare the PEARL-GBS for the CINDI-2 campaign. 

Kristof was in charge of the hardware and organised shipping logistics. With help from Orfeo 

Colebatch, Kristof refurbished the cooling box used by UT-GBS in the MANTRA campaigns 

and arranged the installation of PEARL-GBS and the UT-Suntracker #3. I was mainly in charge 
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of upgrading the software to match the data acquisition sequences defined for the campaign and 

enabling/testing the active tracking. During the campaign, Kristof and I deployed the instrument 

together. Kristof was responsible for the production of O4 and NO2 dSCD data, while I was 

responsible for profile retrievals. The NO2 lidar data were provided by Dr. Stijn Berkhout from 

National Institute for Public Health and the Environment (RIVM), the Netherlands.  

Chapter 3 presents a case study of a transported bromine explosion event (BEE) in 2011. Ozone 

depletion events in the polar troposphere have been linked to extremely high concentrations of 

bromine. However, as addressed in Sections 1.1 and 1.2, the optimum meteorological conditions 

for the occurrence of these events remain uncertain. On 4-5 April 2011, a combination of both 

blowing snow and a stable shallow boundary layer was observed during an ODE at Eureka. 

Measurements made by PEARL-GBS were used to retrieve BrO profiles and partial columns. 

During this event, the near-surface BrO volume mixing ratio (VMR) increased to ~20 parts per 

trillion by volume (pptv), while ozone was depleted to ~1 parts per billion by volume (ppbv) 

from the surface to 700 m. Cristen Adams and I acquired the GBS data together. Prof. Robin 

Schofield provided an optimal estimation code that I used to retrieve stratospheric BrO profiles. 

Dr. Xin Yang performed a model simulation for this case using a chemical-climate model, which 

has the blowing snow scheme included. Dr. Andreas Richter and Dr. Anne Blechschmidt 

provided the Global Ozone Monitoring Experiment-2 (GOME-2) tropospheric BrO column data 

for the comparison work. The optimal estimation code that I used to retrieve tropospheric aerosol 

and BrO profiles was provided by Dr. Udo Friess. Dr. Ja-Ho Koo helped in performing backward 

trajectories study. This work has been published in Journal of Geophysical Research – 

Atmosphere (Zhao et al., 2016a). I also contributed GBS data to Blechschmidt et al. (2016), 

which was a complementary study of the 2011 BEE.  

Chapter 4 continues the work of Chapter 3. It focuses on new evidence of cyclone-induced ODE. 

First, multiple ground-based and satellite datasets were used to identify two similar cyclone-

induced surface ozone depletion events in Eureka on March 2007 and April 2011. These two 

events were coincident with observations of depleted HDO, and indicate the condensation and 

sublimation process during the transportation of the ozone-depleted airmass. Lidar and radar 

measured the ice cloud and aerosol when the ozone- and HDO-depleted airmass arrived at 

Eureka. Two global models were used to simulate the surface ozone depletion. Dan Weaver was 

responsible for the HDO/H2O dataset. Dr. Matthias Schneider
 
produced MUSICA δD data. Lidar 
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and radar data were provided by Dr. Edwin Eloranta. Dr. Gloria Manney and Dr. Luis Millán 

were responsible for the MERRA-2 data. Dr. Xin Yang performed the chemical model 

simulations (both pTOMCAT and UM-UKCA) for these two cases. Dr. Vitali Fioletov and Dr. 

David Tarasick from ECCC provided Brewer and ozonesonde data. Dr. Frederick Michel from 

Carleton University and Dr. Xiahong Feng from Dartmouth College provided Eureka 

isotopologue precipitation data. This work benefited from discussions with Prof. Dylan Jones 

and Prof. Jon Abbatt. A manuscript on this work has been completed and will be soon submitted 

to Atmospheric Chemistry and Physics.  

Chapter 5 presents a comparison of TCO measurements by Brewer and Pandora instruments. 

This work evaluates the performance of the recently developed Pandora spectrometers 

(introduced in 2006, deployed in Toronto in 2013) by comparing it with the Brewer world 

reference triads, which are composed of three single Brewers (deployed in Toronto in1980s) and 

three double Brewers (deployed in Toronto in the 1990s). The statistical uncertainty analysis of 

TCO records from these instruments indicates that the random uncertainty for the Brewer is 

below 0.6%, while that for the Pandora is below 0.4%. However, there is a 1% seasonal 

difference and a 3% bias between the standard Pandora and Brewer TCO data, which is related 

to the temperature dependence and difference in ozone cross sections. A statistical model was 

developed to remove this seasonal difference and bias. In addition, the stray light performance of 

both Pandora and Brewer instruments were investigated. In this work, I was responsible for 

writing the code of the statistical models and performing analysis. The model and analysis work 

was done under the supervision of Dr. Vitali Fioletov and Prof. Kimberly Strong. Dr. Vitali 

Fioletov, Dr. Jonathan Davies, and Dr. Alexander Cede provided the Brewer and Pandora 

datasets. This work has been published in Atmospheric Measurement Techniques (Zhao et al., 

2016b). 

The last chapter summarises the conclusions and presents suggestions for future work. In 

general, in comparison to the Ph.D. theses by previous students who have worked with the GBSs 

(Farahani, 2006; Fraser, 2008; Adams, 2012), this thesis presents a broader picture of using UV-

visible spectroscopy to measure and monitor atmospheric trace gases. The major contributions 

include: upgrading UT-GBS to 1-D and PEARL-GBS to 2-D MAX-DOAS instruments, 

performing trace gas (BrO, NO2, and O4) vertical profile retrievals, investigating blowing-snow-

induced ODEs, evaluating the Brewer and Pandora TCO measurements, and improving our 
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understanding of the Pandora temperature dependency effect. I also spent time working on 

studies of the colour index dataset generated by the GBSs and stratosphere-troposphere exchange 

events (or stratospheric intrusion events) over Eureka, which are not included in this thesis. 

These studies may lead to future publications.  
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Chapter 2  

 Instrumentation, Data Analysis, and Campaigns 2

This chapter describes the technical aspects and the data analysis methodology for the UT-GBS 

and PEARL-GBS that were used in the bromine explosion study (Chapter 3 and 4). These GBS 

instruments were first deployed in Eureka in 1999 and 2006 respectively as zenith-sky-viewing 

DOAS instruments. After more than a decade, these two instruments have been gradually 

upgraded to ZS/DS/MAX-DOAS instruments with more capabilities to measure both 

stratospheric and tropospheric species. The standard laboratory calibration procedures for GBSs 

have been presented in previous Ph.D. theses (Farahani, 2006; Fraser, 2008; Adams, 2012). Thus 

the current chapter will only address the instrument status from 2011 to 2015 in the context of 

the GBS standard laboratory calibration. In addition, upgrades that been made during my Ph.D. 

study are summarised in this chapter.  

2.1 UV-visible Spectrometers 

2.1.1 Brief History of GBSs 

The GBS instruments have been involved in numerous field campaigns, which were summarised 

in Adams (2012). The GBS measurement history table has been updated to the present (see Table 

1) based on Adams (2012). The UT-GBS was assembled by Dr. M. Bassford and Dr. K. Strong 

in 1998 and was first deployed as one of the ground-based instruments in the MANTRA 1998 

balloon campaign in Vanscoy, Saskatchewan (Bassford et al., 2001; Bassford et al., 2005). After 

that, UT-GBS worked as a travelling instrument and participated in another three MANTRA 

balloon campaigns, 17 springtime campaigns at Eureka, one springtime campaign at Resolute 

Bay (2002), and the 2009 CINDI campaign at Cabauw, the Netherlands. When it is not 

travelling, the UT-GBS takes measurements in the University of Toronto Atmospheric 

Observatory or stays at the Polar Environment Atmospheric Research Laboratory  (PEARL, 

Fogal et al. (2013))  for extended periods. From 1999 to 2014, the UT-GBS only performed ZS-

DOAS measurements, except during the 2009 CINDI campaign, when a suntracker (UT-

Suntracker #2) was installed above the UT-GBS to allow MAX-DOAS measurements (Roscoe et 

al., 2010). In February 2015, the UT-GBS was moved to the PEARL-GBS hatch at the PEARL 
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Ridge Lab and took over the PEARL-GBS suntracker (UT-Suntracker #1). Since then, UT-GBS 

has performed ZS- and MAX-DOAS measurements in Eureka.  

The PEARL-GBS was a near identical instrument to the UT-GBS made by the same 

manufacturer (Jobin-Yvon/Horiba). The major improvement on this instrument is an integrated 

filter wheel in its optics. It was assembled by Annemarie Fraser and permanently installed at 

PEARL Ridge Lab in August 2006 and has been taking measurements during the sunlit part of 

the year since then. The NDACC UV-VIS Working Group has established a series of criteria to 

ensure consistency in NDACC certified UV-visible instruments.  These standards are described 

on the NDACC website (NDACC, 2017).  The PEARL-GBS was granted NDACC certification 

in January 2009. In February 2008, a suntracker (UT-Suntracker #1) was installed above the 

PEARL-GBS at PEARL Ridge Lab. Blocked by the railings on the roof, the lowest elevation 

viewing angle that UT-Suntracker #1 can achieve is only 6, which is not ideal for MAX-DOAS. 

In October 2014, a new suntracker housing was constructed and placed on the north-west corner 

of Ridge Lab roof to enable low-elevation-viewing measurements (the lowest elevation viewing 

angle was -1). The UT-Suntracker #2 was refurbished and installed in the new housing. The 

PEARL-GBS has been using this tracker since 2015. In September 2016, the PEARL-GBS 

participated in the CINDI-2 campaign at Cabauw, the Netherlands. In general, I was responsible 

for GBSs operation and data production from 2011 to 2015. M.Sc. student Kristof Bognar 

participated in the 2016 Eureka and CINDI-2 campaigns and is taking over this UV-Visible 

project.  
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Table 1: Measurement history of the UT-GBS and PEARL-GBS instruments. 

Campaign Location UT-GBS PEARL-GBS 

MANTRA Vanscoy, 

Saskatchewan (52°N, 

107°W) 

19-26 Aug 1998
a, b, c

 

18-26 Aug 2000
d
 

20 Aug - 3 Sep 2002
d
 

3 Aug - 15 Sep 2004
e, f, g 

N/A 

Stratospheric Indicators of 

Climate Change (spring 

2001, 2003), Canadian 

Arctic/OSIRIS Validation 

Campaigns (spring 

2004-present), and 

CANDAC/PAHA 

(year-round 2006-present) 

Eureka, Nunavut  

(80°N, 86°W) 

22 Mar - 11 Apr 1999
h, i, j

  

22 Feb - 23 Mar 2000
d, j

 

28 Feb - 23 Mar 2001
d
 

18 Mar - 22 Apr 2003
d, j, k

 

25 Feb - 14 Apr 2004
 e. j, k, l, m

 

21 Feb - 30 Mar 2005
 e, j, k, m

 

20 Feb - 31 Mar 2006
e, j, k, m

 

21 Feb - 11 May 2007
e, j, k, n

 

26 Feb - 17 Oct 2008
j, k

 

18 Feb - 31 Mar 2009
j, k

 

23 Feb - 17 Oct 2010
j, k

 

14 Feb - 17 Oct 2011
j, k, p 

18 Feb - 29 Sept 2012 

27 Feb - 17 Oct 2013 

28 Feb - 17 Oct 2014 

12 Feb - 17 Oct 2015 

10 Feb - 26 Oct 2016 

 

 

 

 

 

 

13 Aug - 17 Oct 2006
e, j, n

 

14 Feb -17 Oct 2007
e, j, k, n

 

14 Feb - 17 Oct 2008
j, k, o 

14 Feb - 17 Oct 2009
j, k

 

 8 Mar - 17 Oct 2011j
j, k

 

16 Mar - 15 Apr 2011
j, k, p, q 

29 Feb - 17 Oct 2012 

26 Feb - 17 Oct 2013 

18 Feb - 17 Oct 2014 

16 Feb - 17 Oct 2015 

5 Mar - 10 May 2016 

Stratospheric Indicators of 

Climate Change 

Resolute Bay, 

Nunavut 

(75°N, 95°W) 

15 Mar - 15 Apr 2002 N/A 

Toronto Atmospheric 

Observatory 

Toronto, Ontario 

(44°N, 79°W) 

19 Dec - 31 Dec, 2001 

1 Jan - 11 Feb, 2002 

12 Dec - 31 Dec, 2002 

1 Jan - 3 Feb, 2003 

29 Jul - 28 Aug, 2003 

7 Jan - 3 Feb 2004 

2 May - 14 Dec 2005 

18 Apr - 31 Dec 2006
e
 

27 Jun - 25 Dec 2007 

8 Jan - 14 Jan 2008 

10 Dec 2013 – 10 Jan 2014 

16 Dec 2016 - 13 Jan 2017 

CINDI/NDACC 

Certification 

Cabauw, Netherlands 

(52°N, 56°E) 

13 Jun - 17 Jul 2009
r, s, t

  

CINDI-2  Cabauw, Netherlands 

(52°N, 56°E) 

N/A 31 Aug - 29 Sept 2016
u
 

 
a (Bassford et al., 2001) 

b (Bassford et al., 2005) 

c (Melo et al., 2005) 

d (Farahani, 2006) 

e (Fraser, 2008) 

f (Fraser et al., 2007a) 

g (Fraser et al., 2007b) 

h (Bassford et al., 2000) 

i (Melo et al., 2004) 

j (Adams et al., 2012a) 

k (Adams et al., 2012b) 

l (Kerzenmacher et al., 

2005) 

m (Fraser et al., 2008) 

n (Fraser et al., 2009) 

o (Adams et al., 2010) 

p (Adams et al., 2013) 

q (Zhao et al., 2016a) 

r (Roscoe et al., 2010) 

s (Piters et al., 2012) 

t (Pinardi et al., 2013) 

u (Hendrick et al., 2016)
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2.1.2 The University of Toronto Ground-Based Spectrometer 

The UT-GBS and PEARL-GBS are both Triax-180 grating spectrometers, built by 

Jobin-Yvon/Horiba. The Triax-180 is a crossed Czerny-Turner triple grating imaging 

spectrometer, meaning that light is directed by a collimating mirror to a grating and is then 

focused by a focusing mirror onto a charge-coupled device (CCD). This scheme is advantageous 

for DOAS applications because the wavelength range can be selected by rotating the grating and 

stray light is minimised by reducing the reflection of unwanted diffraction orders (Platt and 

Stutz, 2008). A schematic of the Triax-180 spectrometer is shown in Figure 2.1. The schematic 

plots are updated from Adams (2012) with these changes: (1) the f-number matcher (and a 

mechanical entrance slit) on UT-GBS was removed in February 2012, (2) a new wedged CCD 

mount was added to the PEARL-GBS in March 2013, and (3) both instruments now use a spot-

to-slit fibre (SSF) bundle since 2010 and 2011 for PEARL- and UT-GBS respectively (they were 

liquid light guides (LLG) in Adams (2012)).  

 

Figure 2.1: Schematics of (a) the UT-GBS and (b) the PEARL-GBS. Figure updated from Adams (2012). 

Focused light enters the slit of the instrument and passes through a mechanical shutter. The light 

is then collimated by the collimating mirror, dispersed by the diffraction grating, and focused by 

the focusing mirror onto the detector. The optics of the instrument provide point-to-point 
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imaging, generate a flat-field input, and are aspherical to correct for astigmatism. The 

spectrometer has a focal length of 0.190 m (f/3.9
1
) and a 12×30 mm focal plane.  

Technical details of the gratings are summarised in previous Ph.D. theses (Farahani, 2006; 

Fraser, 2008; Adams, 2012), including groove density, wavelength coverage, grating type (ruled 

or holographic), and grating efficiencies. No changes have been made to the gratings. In general, 

the equation for a diffraction grating is 

𝑠𝑖𝑛𝛼 + 𝑠𝑖𝑛𝛽 = 𝑘𝑛𝜆                                                             (2.1) 

where α is the incidence angle, β is the diffraction angle, k is the diffraction order, n is the groove 

density of the diffraction grating, and λ is the wavelength of light (Kitchin, 2013). By 

differentiating the above equation (assuming the only variable is the diffraction angle), the 

spectral resolution of the grating can be written as: 

Δ𝜆 =
𝑐𝑜𝑠𝛽Δ𝛽

𝑘𝑛
  .                                                               (2.2) 

Higher spectral resolution (smaller Δλ) is obtained at higher groove density, higher order of 

diffraction, and the diffraction angle closer to 90. The Triax-180 spectrometer has three gratings 

with different groove densities. The gratings are attached to a motorized turret, thus the spectral 

resolution and wavelength range can be selected for different measurements. Typically, the 600 

groove per mm (gr/mm) grating is used for ozone, NO2, and O4 measurements, while a high-

density grating (1800 gr/mm for UT-GBS and 1200 gr/mm for PEARL-GBS) are used for BrO, 

OClO, and HCHO measurements.  

As shown in Figure 2.1, the spectrometer uses a CCD detector to record spectra. The UT-GBS 

has used three CCD detectors since 1998, which are described by Fraser (2008). Since the 2004 

MANTRA campaign, it has used a back-illuminated detector with 2048×512 pixels, each of 

which has the physical size 13.5×13.5 μm.  The 2048 horizontal pixels (X-pixels) correspond to 

different measurement wavelengths, while 512 vertical pixels (Y-pixels) correspond to the height 

                                                 

1 f-number is the ratio of the lens’s focal length to the diameter of the entrance pupil. The number is noted as f/N, where N is the 

f-number. 
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of the light incident on the slit. The detector is coated with a UV-enhanced coating, yielding a 

high quantum efficiency of 50-70% between 300-600 nm. The detector has a Peltier thermo-

electric cooling system and operates at a constant temperature of 201 K, provided the ambient 

temperature is less than 35 C. Above this temperature, which is outside the suggested operating 

range of the instrument, the CCD temperature can increase. The low CCD temperature is 

necessary to minimise the CCD dark current, which is mainly due to thermally generated 

electrons in the CCD itself. The dark current (DC) increases with CCD temperature and exposure 

time as: 

DC = 𝐴𝑡𝑒−𝐵/𝑇  .                                                               (2.3) 

Here, A and B are constants of the detector, t is exposure time, and T is CCD temperature 

(Mackay, 1986).  

The UT-GBS had a f-number matcher and a mechanical entrance slit from 1998 to 2011 

(Farahani, 2006; Fraser, 2008; Adams, 2012). These units have been removed and were replaced 

by an AFO-XY fibre mount and a fixed slit in February 2012. In addition, due to these changes, 

the L1 lens has also been changed (the f-number changed from f/2.5 to f/4) to match the 

spectrometer f-number. Thus the theoretical field-of-view (FOV) of the input optics has been 

changed from 2 to 0.2. There are a couple of reasons for these modifications to the optics. 

Adams (2012) reported that the input optics of the instruments, particularly the UT-GBS, cause 

optical aberrations. The removal of the f-number matcher and direct coupling of a fibre bundle to 

the entrance slit of the instrument reduces these aberrations. In addition, the mechanical slit 

performance was deteriorating (reported by Adams (2012)); it would jam causing intermittently 

decreased resolution and unstable instrumental operation. Thirdly, the main purpose of using a f-

number matcher in the system was to “increase” the f-number of L1 (original f/2.5) to match the 

f-number of the Triax-180 spectrometer (f/3.9) (thus to avoid loss of the light signal
2
). However, 

in March 2011, the 1-m LLG (with a core diameter of 3 mm and f/0.85) was replaced by a 1-m 

                                                 

2 Large f-number corresponds to a small numerical aperture (NA), which is a dimensionless number that characterizes the range 

of angles over which the system can accept light. For example, the old L1 has NA≈0.2 (f/2.5) and the spectrometer has 

NA≈0.128 (f/3.9), thus without f-number matcher, the light though old L1 cannot be fully accepted by the spectrometer. 

However, after the removal of f-number matcher, it is necessary to replace the old lens with the new L1 (NA≈0.125).  
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SSF (see Figure 2.2, the spot of 0.65 mm diameter at the entrance, the slit end of 3.3×0.1 mm at 

the exit, and f/2.27).  The transmittance and coupling efficiency of the SSF are much higher than 

those of the LLG, thus with the SSF, the light signal received by the CCD is sufficient to 

compensate the larger f-number of L1 (as the FOV of the new L1 lens is smaller, less light is 

collected by L1). In general, the SSF improves the coupling of the signal to the spectrometer and 

the resolution (Adams, 2012). Thus the f-number matcher no longer provides any advantages.  

Circular entrance behind 

input lens L1

Fiber bundle

Rectangular exit to 

spectrometer entrance slit

 

Figure 2.2: Schematic of a spot-to-slit optical fibre bundle. The cross-section changes from a circle at the 

entrance to a column at the exit to match the shape of the entrance slit of the spectrometer. 

The next upgrade for UT-GBS was in February 2013, when a new 10-m slit-to-spot fibre bundle 

was used to further improve the depolarization. Due to scattering effects in the atmosphere, the 

polarization of sunlight varies with SZA. Since the GBS gratings are sensitive to polarization 

(Adams, 2012), light must be depolarised to avoid errors in DOAS retrievals. A long fibre coiled 

into several loops can scramble the polarization state of the transmitted sunlight, thus effectively 

removing the polarization sensitivity of a DOAS instrument (Platt and Stutz, 2008). The latest 

upgrade for UT-GBS was in March 2015, when it was moved to the PEARL-GBS hatch and 

coupled to UT-Suntracker #1 and GBS cooling unit #2.  

There are two cooling units (each unit composed of an insulated aluminum box, air conditioner, 

and temperature monitor) that were constructed for GBS for mid-latitude summer time 

deployment. The insulated aluminium box for the first unit (GBS cooling unit #1) was 

constructed in 1998 by Quantum Scientific and the second box (GBS cooling unit #2) was 

constructed in 2002 by Cases Unlimited Inc. The GBS cooling unit #1 was used in the 

MANTRA 1998 and 2000 campaigns, and the CINDI-2 campaign. The GBS cooling unit #2 was 
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used in the MANTRA 2002 and 2004 campaigns (Farahani 2006), and CINDI campaign (Adams 

2012). These boxes are insulated by 1.27 cm black foam insulation, and the temperature is 

controlled by an air conditioner having both cooling and heating capacities.  

A summary of UT-GBS configurations for springtime measurements at Eureka is shown in  

Table 2 (modified and updated based on Adams (2012)). In general, since 2015, the UT-GBS 

works as a ZS/MAX-DOAS instrument in the visible (using the 600 gr/mm grating centred at 

450 nm), targeting stratospheric O3, NO2, and OClO, and tropospheric NO2 and O4. 

2.1.3 The PEARL Ground-Based Spectrometer 

The PEARL-GBS was a near identical instrument to the UT-GBS when it was assembled in 

2006, the major difference at that time being the addition of a filter wheel (Fraser, 2008; Adams, 

2012). However, as shown in Figure 2.1, the configurations of these two instruments are quite 

different now. First, the PEARL-GBS has a filter wheel which allows it to perform direct-sun 

measurements. Second, the PEARL-GBS still has a f-number matcher in its input optics. Third, 

the PEARL-GBS uses a wedged CCD mount, while UT-GBS uses a flat mount.  

The PEARL-GBS has a motorised filter wheel, which holds six filters. Before February 2015, 

the filter wheel contained an empty slot, a long-wave (>575 nm) filter (Andover 590FG05), and 

25%, 1%, 0.1%, and 0.01% neutral density filters (Edmund Optics). These filters were used in 

direct-sun measurements from 2008 to 2011. However, it was found that the spectra taken with 

these reflective filters were of poor quality (Adams, 2012) introduced by Fabry-Perot etalon 

structures, which arise from interference patterns when light encounters two reflecting surfaces 

(Lipson et al., 2010). These structures can be caused by reflective neutral density filters and the 

surface of CCD detectors (Stutz and Platt, 1993). Thus a new set of absorption filters was 

installed in October 2014. These filters are made of fused silica substrates with metallic coatings 

optimised for the UV spectrum. They are the same filters (BMV Optical) as used in the Brewer 

spectrometers, and have transmittances of 25%, 1%, 0.1%, and 0.01%. The transmittance curves 

are shown in Figure 2.3. 
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Table 2: Summary of UT-GBS springtime measurements at Eureka. 

Year Grating 

(gr/mm) 

Viewing Spectral quality Fibre/light guide Ambient 

temperature 

control 

1999 400 Zenith-sky Good (mechanic slit (MS) 

0.1 mm) 

Liquide light guide 

(LLG) 

N/A 

2000 600 and 

1800 

Zenith-sky Good (MS 0.1 mm) LLG N/A 

2001 600 Zenith-sky Poor - slit jammed open 

(resolution ~ 4-5 nm, MS > 

0.2 mm list)
a,b

 

LLG N/A 

2003 400 and 

600 

Zenith-sky Fair - error in acquisition 

software (reduced signal, 

MS 0.1 mm) 

LLG N/A 

2004 400 Zenith-sky Fair - error in acquisition 

software (reduced signal, 

MS 0.1 mm list) 

LLG N/A 

2005 600 Zenith-sky Good (MS 0.1 mm) LLG N/A 

2006 600 Zenith-sky Good (MS 0.1 mm) LLG N/A 

2007 600 Zenith-sky Good (MS 0.1 mm) LLG N/A 

2008 600 and 

1800 

Zenith-sky Good (MS 0.1 mm) LLG N/A 

2009 600 and 

1800 

Zenith-sky Good (MS 0.1 mm) LLG N/A 

2010 600 and 

1800 

Zenith-sky Fair - slit jammed open 

(slightly reduced 

signal/resolution, MS 0.1 

mm) 

LLG N/A 

2011 600 Zenith-sky Good, with improved 

resolution (MS 0.1 mm) 

1 m slit-to-spot 

fibre (SSF) 

N/A 

2012 600 Zenith-sky Good, F# matcher and 

mechanical slit removed 

(fixed slit (FS) 0.1 mm) 

1 m SSF N/A 

2013 600 Zenith-sky Good (FS 0.1 mm) 10 m SSF 

(depolarization 

improved) 

N/A 

2014 600 Zenith-sky Good (FS 0.1 mm) 10 m SSF N/A 

2015 600 Zenith-sky 

and MAX-

DOAS 

Good (FS 0.1 mm) 10 m SSF GBS cooling 

unit #2 

2016 600 Zenith-sky 

and MAX-

DOAS 

Good (FS 0.1 mm) 10 m SSF GBS cooling 

unit #2 

a (Farahani 2006)      

b (Adams 2012)  
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Figure 2.3: Transmittance of the metallic nurture density filters (provided by BMV Optical). 

Another improvement in the system is a new wedged CCD mount. The Triax-180 spectrometer 

was not designed for DOAS applications. As shown in Figure 2.4, there is a 10 angle between 

the detector normal axis and the main optical axis. This angle does not affect the spectral 

resolution at the centre of the CCD chip but will cause uneven distribution of the resolution 

along the horizontal pixels of the CCD. Tremendous efforts were made by Adams (2012) to 

reduce aberrations. A detailed laboratory assessment of aberrations for PEARL-GBS was done in 

spring 2011 at Eureka (Adams, 2012). In general, it was observed while focusing the 

spectrometer that, by moving the CCD closer to the focusing mirror, the mercury lines to the left 

side of the CCD came into focus. As the CCD is moved further from the focusing mirror, the 

mercury lines on the right side of the CCD came into focus. This suggested that the CCD or the 

focusing mirror should be tilted slightly so that all X-pixels of the CCD are in focus at once. In 

February 2013, by implementing a wedged CCD mount (Jobin-Yvon/Horiba), this problem was 

solved. Figure 2.5 shows the mercury (blue/purple), neon (brown/green), and xenon (gray/cyan) 

pen lamp spectra in 2011 (flat mount) and 2013 (wedged mount) measured by the PEARL-GBS. 

The new wedged CCD mount improved the resolution and line shape on the edge of the CCD. 

For example, in 2011 (flat mount), the CCD had a resolution of 0.6-0.7 nm at the centre (with 

600 gr/mm grating) but had a resolution of 1.5 nm on the right wing and 1.07 on the left wing. In 

2013, the wedged mount gave a uniform resolution of 1 nm across the whole CCD chip.  
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Figure 2.4: Triax-180 spectrometer internal optics (top view). Red dashed line indicates the main optical 

axis of the system from the focusing mirror to the detector. Blue line indicates the detector normal axis 

(perpendicular to the CCD chip). Figure adpted from Jobin-Yvon/Horiba Triax-180 drawing. 

In October 2014, UT-Suntracker #2 was mounted in a new housing on the Ridge Lab roof 

(north-west corner), giving PEARL-GBS an unobstructed view of the valley. Thus MAX-DOAS 

lower elevation viewing angle measurements have been made since then (including -1, 0, and 

5 in 2015, and expanded to more angles during the spring 2016 and CINDI-2 campaigns). These 

new low-elevation-angle measurements, which are more sensitive to the boundary layer, can 

improve the degrees of freedom for signal (DOFS) in the retrieved tropospheric trace gas profiles 

(Zhao et al., 2016a). The PEARL-GBS (spectrometer parts) was moved from the UV-visible lab 

to the IR lab (in a crawl space below the floor to improve thermal performance by reducing 

overheating) in October 2014, and a 30-metre long spot-to-slit fibre was used to connect the 

spectrometer to the input optics (inside the new housing on the roof).  

A summary of PEARL-GBS configurations for springtime measurements at Eureka is shown in 

Table 3 (modified and updated based on Adams (2012)). In general, since 2010, the PEARL-

GBS works as a ZS/MAX-DOAS instrument in the visible band (using the 1200 gr/mm grating 

centred at 350 nm), targeting stratospheric NO2 and BrO, and tropospheric NO2, BrO, and O4. 
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Figure 2.5: The mercury, neon, and xenon lines measured by the PEARL-GBS: (a) 600 gr/mm grating centered at 450 nm, (b) 300 gr/mm grating 

centered at 450 nm, and (c) 1200 gr/mm centered at 350 nm in 2011 (with flat CCD mount) and 2013 (with wedged CCD mount) at Eureka.
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Table 3: Summary of PEARL-GBS springtime measurements at Eureka. 

Year Grating 

(gr/mm) 

Viewing Spectral quality Fibre/light guide Ambient 

temperature 

control 

2007 600 and 

1200 

Zenith-sky Good (0.05 mm slit) Liquid light 

guide (LLG) 

N/A 

2008 600 and 

1200 

Zenith-sky and 

direct-sun 

Good (0.05 mm slit) LLG N/A 

2009 600 and 

1200 

Zenith-sky and 

direct-sun 

Good (0.05 mm slit) LLG N/A 

2010 600 and 

1200 

Zenith-sky, direct-sun, 

and MAX-DOAS 

Good with improved 

resolution (0.05 mm 

slit) 

1 m spot-to-slit 

fibre (SSF) 

N/A 

2011 1200 Zenith-sky, direct-sun, 

and MAX-DOAS 

Good (0.1 mm slit) 1 m SSF N/A 

2012 1200 Zenith-sky and MAX-

DOAS
*
 

Good (0.1 mm slit) 1 m SSF N/A 

2013 1200 Zenith-sky and MAX-

DOAS
*
 

Good (0.1 mm slit)  6 m SSF GBS cooling 

unit #2 

2014 1200 Zenith-sky and MAX-

DOAS
*
 

Good (0.1 mm slit) 6 m SSF GBS cooling 

unit #2 

2015 1200 Zenith-sky and MAX-

DOAS
*
 

Good (0.1 mm slit) 30 m SSF Crawl space 

(IR lab) 

2016 1200 Zenith-sky and MAX-

DOAS
*
 

Good (0.1 mm slit) 30 m SSF Crawl space 

(IR lab) 

* Note: No direct-sun measurements were made from 2012 to 2016 due to unreliable filter wheel. 

2.1.4 Instrument Resolution  

The instrument resolution and sampling for both GBSs are shown in Table 4 and Table 5 

(modified and updated based on Adams, (2012)). The resolution and sampling of the GBSs 

change slightly from year-to-year mainly due to refocusing of the CCD at the beginning of each 

campaign. In addition, the use of different CCDs (e.g., UT-GBS used three CCDs with different 

pixel sizes, Fraser, 2008; Adams, 2012), and changes made to the entrance slit (e.g., PEARL-

GBS used 0.05 mm slit until 2010, Fraser, 2008; Adams, 2012), and the optical input fiber 

(Adams, 2012) can also affect the instrument resolution.  
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Table 4: UT-GBS sampling and resolution from 1998 to 2016. 

 
 
a Values combined from Farahani (2006) and Fraser (2008). 

b Values from Fraser (2008). 
c Values from Adams (2012).  

 

Table 5: PEARL-GBS sampling and resolution from 2006 to 2016. 

 
 
a Values combined from Farahani (2006) and Fraser (2008).  
b Values from Adams (2012).  

2.1.5 Active Solar Tracking System 

The UT-Suntracker was developed at the University of Toronto for UV-visible and infrared 

spectrometers (Adams, 2012), with subsequent improvements (for example, active tracking) 

made at Dalhousie University  (Franklin, 2015). UT-Suntracker #1 was assembled and tested in 

Toronto from 2006-2007. In February 2008, it was installed permanently above the PEARL-GBS 

at Eureka so that the instrument could take zenith-sky, direct-sun (with passive tracking), and 

MAX-DOAS measurements. In summer of 2009, UT-Suntracker #2 was installed above the UT-

GBS (mounted on top of the GBS cooling unit #2) during the CINDI campaign to allow for 

 Sampling 

(pixel/FWHM) 

Resolution (nm) 

 Grating (gr/mm) 400 600 1800 400 600 1800 

Original CCD: 1998-Eu2004
a
 7-20 6-20 7-16 0.8-5.4 0.5-2.3 0.2-0.8 

Loaner CCD:  MANTRA 2004
a
 3-19 3-18 3-12 “ “ “ 

New CCD: 2005-2009
b
 5-14 5.5-16 7-12 “ “ “ 

New CCD + input optics: 2010
c
 7-13 7.5-13 7.5-10.5 1.1-2.1 0.9-1.3 0.2-0.3 

New CCD + SSF + f/2.2 input lens + f-number 

matcher: 2011
c
 

7-13 7.5-13 7.5-10.5 0.9-1.4 0.6-2.0 0.2-0.3 

New CCD + SSF + f/4 input lens + AFO-XY 

fiber mount: 2012-2016 

7-13 7.5-13 7.5-10.5 0.5-1.5 0.4-1.8 0.1-0.3 

 Sampling 

(pixel/FWHM) 

Resolution (nm) 

Grating (gr/mm) 300 600 1200 300 600 1200 

Original setup: 2006-2009
a
 5-14 4.5-16 7-12 1.0-3.0 0.5-2.5 0.2-1.8 

New  SSF : 2010
b
 4-6 3.5-5 4-4.5 0.9-1.3 0.4-0.6 0.17-0.19 

New  SSF + slit: 2011-2012 7-15 7-15 7-12 1.4-3.0 0.7-1.5 0.3-0.5 

New  SSF + slit + wedged CCD mount: 2013-

2016 

7-15 7-15 7-12 1.9-2.5 0.9-1.2 0.4-0.5 
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MAX-DOAS measurements. In October 2014, UT-Suntracker #2 was installed in a new housing 

on the Ridge Lab roof for the PEARL-GBS, and UT-GBS was coupled to Suntracker #1. In 

September 2016, another UT-Suntracker (borrowed from Dr. Kaley Walker) was installed above 

the PEARL-GBS (mounted on top of the GBS cooling unit #1) during the CINDI-2 campaign to 

allow for ZS/DS/MAX-DOAS measurements. The design, software (Trax2.4), and testing of the 

UT-Suntracker is described in Adams (2012). This section will briefly describe the upgrades that 

have been made since 2012.  

The active tracking packages (camera, Trax6.3 software, and upgraded GBS LabVIEW control 

software) were implemented to PEARL-GBS (coupled with UT-Suntracker #2) in March 2015. 

There are two important features in the upgrade: active tracking and Transmission Control 

Protocol (TCP) communication. To achieve active tracking, the majority of the solar beam is 

focused on the collecting optics (L1) of the spectrometer while a portion of the beam is directed 

to a network video camera by pick-off mirrors. A neutral density filter (shade 11 welding glass) 

is placed in front of the camera lens to aid intensity level adjustments. The camera (NetcamXL, 

StarDot Technologies, 2048×1536 pixels, http://www.stardot-tech.com/) is equipped with a 48-

mm zoom and optical doubler providing a 0.0019/pixel image of the solar disk (Franklin, 2015). 

The camera continuously takes images of the solar disk that are used to update the active altitude 

and azimuth corrections of the UT-Suntracker. The correction values are calculated by locating 

the center position of the solar disk (an ellipse is fitted to the edge points of the solar disk image 

using least squares fitting). The position of the camera serves as the control point for the active 

tracking system. While any minor shifts in the optics before the camera will be corrected, any 

changes downstream will not, and therefore it is necessary that the camera is positioned at an 

appropriate location close to the input of the measuring device.  

Both Trax2.4 and the Trax6.3 were written in the open-source programming language of Python. 

The Trax software is run on the suntracker laptop in a Linux system and is responsible for the 

direct control of the stage motors and camera. With active tracking, Trax has a better than ±0.01
 

tracking accuracy (Franklin, 2015). For the GBS system (spectrometer and suntracker), 

LabVIEW data acquisition software (run on the spectrometer laptop) sends out tracking/pointing 

commands to Trax2.4 via user datagram protocol (UDP). Next, Trax2.4 controls the UT-

Suntracker motors using the Universal Serial Port Python Library (Adams, 2012). However, the 
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broadcasting of the tracking commands by UDP was found to be inefficient and unstable (UDP 

has no error-checking and works as a one-way stream). Thus in Trax6.3, the communication 

between suntracker and spectrometer laptops uses a TCP link. The TCP link checks the 

completeness of the transported data packages and avoids any loss of tracker control commands. 

This improvement in the communication is critical for the GBSs, because they alternate between 

multi-elevation angle scanning modes (MAX-DOAS) and direct sun tracking, so the LabVIEW 

code needs a stable and interactive communicate with Trax code.  

Although the hardware and software for active tracking have been implemented since spring 

2015, the direct-sun active tracking was not used in 2015 due to the failure of the filter wheel. 

The first successful active tracking was made during the CINDI-2 campaign in the Netherlands 

in 2016 (see more details in Section 2.4). 

2.2 Methodology 

2.2.1 Zenith-Sky Differential Optical Absorption Spectroscopy 

The first application of the principal of differential absorption, making use of the difference 

between the absorptions at two different wavelengths, can be traced back to 1920s when Dobson 

started TCO measurements (Dobson, 1968a). The modern DOAS method has been used for trace 

gas measurements in the laboratory and the field since the 1970s (Noxon, 1975; Perner and Platt, 

1979; Platt et al., 1979). After four decades, DOAS is now one of the most commonly used 

spectroscopic techniques to measure trace gases in the open atmosphere from ground-based 

instruments (Solomon et al., 1987; Van Roozendael et al., 1998; Leser et al., 2003; Roscoe et al., 

2010) and satellite instruments (Bovensmann et al., 1999; Burrows et al., 1999; de Vries et al., 

2005; Veefkind et al., 2012).  

DOAS instruments are categorized as active and passive DOAS, according to their light sources. 

In general, an active DOAS instrument has an artificial light source and a well-defined light path, 

while a passive DOAS instrument uses natural light sources, such as the sun and moon (Platt and 

Stutz, 2008) and relies on using geometric or radiative transfer calculations of the light path. 

Passive DOAS instruments can be further subdivided into direct and scattered light DOAS. In 
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the current work, zenith-sky scattered sunlight DOAS (ZS-DOAS), multi-axis scattered sunlight 

DOAS (MAX-DOAS), and direct-sun DOAS (DS-DOAS) are used. 

The ZS-DOAS is one of the earliest modern DOAS applications, in use since the 1980s (Mount 

et al., 1987; Solomon et al., 1987). While DS-DOAS measurements are more accurate (the 

uncertainties from estimation of the light path are smaller as mentioned above), ZS-DOAS 

measurements are necessary for generating long-term ozone time series throughout the year at all 

latitudes, and have greater stratospheric sensitivity than DS- and MAX-DOAS. ZS-DOAS is less 

sensitive to cloud cover, making it suitable for the validation of satellite algorithms for cloudy 

scenes (Van Roozendael et al., 1998; Fioletov et al., 2011; Hendrick et al., 2011). The GBSs 

were initially designed for ZS-DOAS measurements, thus the DOAS technique will be 

introduced by briefly following the descriptions of ZS-DOAS methodology from Farahani 

(2006), Fraser (2008), and Adams (2012). 

The DOAS method uses the Beer-Lambert Law (Perrin, 1948) as a fundamental description of 

the attenuation of electromagnetic radiation by matter as: 

𝐼(𝜆) = 𝐼0(𝜆)𝑒𝑥𝑝(−𝜎(𝜆) ∙ 𝑐𝐿)  .                                              (2.4) 

Here, I0(λ) is the initial radiation intensity from a light source, while I(λ) is the intensity of the 

beam after passing through a layer of absorbing gas, which has a thickness of L and uniform 

concentration of c. σ(λ), the absorption cross-section of the absorber at wavelength λ, is a 

characteristic property of the gas. In atmospheric remote sensing, the light that reaches the 

detector typically travels through multiple trace gases and undergoes extinctions that are due to 

absorption, elastic and inelastic scattering, turbulence, and the transmissivity of the instrument. 

In general, the Beer-Lambert Law can be further expanded as: 

𝐼(𝜆) = 𝐼0(𝜆) exp [(−∑𝜎𝑗(𝜆) ∙ 𝑐𝑗 + 𝜀𝑅(𝜆) + 𝜀𝑀(𝜆)) 𝐿] ∙ 𝐴(𝜆).                         (2.5) 

Here, σj(λ) is the absorption cross-section of absorber j, and cj is its concentration. 𝜀𝑅(𝜆) and 

𝜀𝑀(𝜆) are the Rayleigh and Mie extinction coefficients, and A(λ) is the instrumental function. In 

atmospheric remote sensing, I0(λ) and A(λ) are two parameters that cannot be easily retrieved. In 

general, when using the sun as the light source, the measurement of I0(λ) requires direct 
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measurement of sunlight without any absorption from the atmosphere. This could be achieved by 

satellite instruments but not for ground-based instruments. Furthermore, absolute calibration 

must be performed to determine A(λ). However, both of these issues can be solved when using 

the differential method.  

For ZS-DOAS, a midday high-sun spectrum is used as the reference and a twilight spectrum as 

the measurement. This gives the following two equations: 

𝐼(𝜆) = 𝐼0(𝜆) exp (−∑𝜎𝑗(𝜆) ∙ 𝑢𝑗 + 𝑂𝐷𝜀𝑅(𝜆) + 𝑂𝐷𝜀𝑀(𝜆)) ∙ 𝐴(𝜆)                  (2.6) 

and 

𝐼′(𝜆) = 𝐼0(𝜆) exp (−∑𝜎𝑗(𝜆) ∙ 𝑢𝑗
′ + 𝑂𝐷𝜀𝑅

′ (𝜆) + 𝑂𝐷𝜀𝑀
′ (𝜆)) ∙ 𝐴(𝜆) .                 (2.7) 

Here the prime symbol is used to denote twilight measurement. The equations are also simplified 

by using uj to denote the slant column density (SCD, 𝑢 = 𝑐 ∙ 𝐿) of species j, and 𝑂𝐷𝜀𝑅(𝜆) and  

𝑂𝐷𝜀𝑀(𝜆) denote optical density (𝑂𝐷 = 𝜀 ∙ 𝐿) of  Rayleigh and Mie scattering. Taking the natural 

log of the ratio of Eq. 2.7 and 2.6, gives 

𝛥𝑂𝐷(𝜆) = ln (
𝐼′(𝜆)

𝐼(𝜆)
) = −∑𝜎𝑗(𝜆) ∙ 𝛥𝑢𝑗 + 𝛥𝑂𝐷𝜀𝑅(𝜆) + 𝛥𝑂𝐷𝜀𝑀(𝜆) ,              (2.8) 

where 𝛥𝑂𝐷(𝜆) is the differential optical density of two measurements, 𝛥𝑢𝑗 = 𝑢𝑗
′ − 𝑢𝑗 is the 

differential slant column density (dSCD) of species j, and 𝛥𝑂𝐷𝜀𝑅 and 𝛥𝑂𝐷𝜀𝑀 are differential 

optical density of the Rayleigh and Mie scattering.  

The 𝜎𝑗(𝜆) can be further separated into a slowly varying part (𝜎𝑗0(𝜆)) and a quickly varying part 

(𝛥𝜎𝑗(𝜆), also known as the differential absorption cross-section). In addition, although the 

Rayleigh and Mie scattering vary throughout the day depending on position of the sun, cloud 

conditions, aerosol conditions, etc., these scattering effects only vary slowly with wavelength. 

Eq. 2.8 can be further expanded into two parts (rapidly and slowly varying terms) and the slowly 

varying term can be removed by performing a low-order polynomial fit and subtracting it from 

𝛥𝑂𝐷(𝜆), as shown in Eq. 2.9. 
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𝛥𝑂𝐷(𝜆) = −∑𝛥𝜎𝑗(𝜆) ∙ 𝛥𝑢𝑗 − ∑𝜎𝑗0(𝜆) ∙ 𝛥𝑢𝑗 + 𝛥𝑂𝐷𝜀𝑅(𝜆) + 𝛥𝑂𝐷𝜀𝑀(𝜆)    

= −∑𝛥𝜎𝑗(𝜆) ∙ 𝛥𝑢𝑗 + 𝑝𝑜𝑙𝑦𝑛𝑜𝑚𝑖𝑎𝑙.                                       (2.9) 

The differential absorption cross-sections are obtained from laboratory measurements. Thus the 

dSCDs of species can be retrieved from Eq. 2.9 using non-linear least squares fitting as 

implemented, for example, in the QDOAS (Fayt, 2012; Danckaert et al., 2015) and DOASIS 

(Kraus, 2006) DOAS fitting software. 

Eq. 2.9 only considers the Rayleigh and Mie scattering, which are both elastic scattering 

processes. However in the UV-visible band, correction for another inelastic scattering process, 

rotational Raman scattering (RRS), is also required, especially for weak absorbers like BrO, 

HCHO, and OClO (Fish and Jones, 1995; Platt and Stutz, 2008). Unlike elastic scattering, which 

does not change wavelength of the incident light, inelastic scattering can cause an intensity loss 

at the incident wavelength and a gain at the neighbouring wavelengths. Thus, the RRS caused by 

molecules in the atmosphere (primarily N2 and O2) leads to the so-called “filling-in” of 

Fraunhofer lines. This effect, now known as the “Ring effect” (Grainger and Ring, 1962), was 

first observed in 1962 where the Fraunhofer lines in scattered daylight spectrum are were not as 

deep as those in the direct lunar spectrum. In DOAS applications, the Ring effect is usually taken 

into account by including a “Ring absorber” in the DOAS fit (Solomon et al., 1987). For 

example, in QDOAS, a Ring cross-section 𝜎𝑅𝑖𝑛𝑔(𝜆) is calculated according to a method 

proposed by Chance and Spurr (1997) (which needs high-resolution solar spectrum and 

instrument slit function), then it is applied in Eq. 2.9 and fitted as an additional absorber 

(Danckaert et al., 2015). The fit coefficient of the Ring spectrum in DOAS analysis is 

proportional to the so-called Raman scattering probability (RSP) (Wagner et al., 2009; Wagner et 

al., 2014; Ortega et al., 2016), which represents the strength of the RRS. Wagner et al. (2014) 

reported that inelastic scattering due to RRS on atmospheric molecules accounts for about 2-4% 

of all molecular scattering events. 

After successful spectrum fitting in QDOAS, the dSCD of the trace gas of interest is retrieved; 

however, the dSCD is only a measure of the difference between the twilight and midday slant 
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columns. The vertical column density (VCD) is a better measure of the amount of trace gas in the 

atmosphere. The relation between dSCD and VCD is defined by 

dSCD(SZA) = VCD(SZA) × AMF(SZA) − RCD                                (2.10) 

where AMF denotes the airmass factor (AMF = SCD/VCD), and RCD denotes the reference 

column density, which is the amount of the absorber in the reference spectrum. A two-step 

approach is used to calculate the VCD. First, for each twilight period, a Langley plot of dSCD 

vs. AMF over a range of SZAs is plotted. The RCD is retrieved from the y-intercept of the 

Langley plot. Next, since dSCD(SZA), AMF(SZA), and RCD are known, VCD(SZA) can be 

derived using Eq. 2.10. In the normal data processing used in this work, the VCDs for each 

twilight period are averaged to obtain a final data product.  

In fact, the AMF is a function of wavelength, SZA, cloud and aerosol conditions, trace gas 

profiles, and temperature and pressure profiles. Thus for each dSCD(SZA) measurements, an 

AMF(SZA) must be calculated. This normally done by using a radiative transfer model (RTM). 

However, as reported by Van Roozendael et al. (1998), differences in the RTM simulations (such 

as pressure and temperature profiles, ozone profile shape) can have a significant impact on the 

resulting AMF values (for example, up to 5-10% for ozone). Thus the NDACC UVVIS-WG has 

published a climatology of ozone and NO2 AMF look-up tables (Van Roozendael and Hendrick, 

2009, 2012) to homogenize and consolidate the time-series of total ozone and NO2 

measurements produced by NDACC zenith-sky UV-VIS spectrometers. Thus, as a member of 

the NDACC UVVIS-WG, NDACC look-up tables (LUTs) are used to calculate the ozone and 

NO2 AMFs for VCD calculations.  

2.2.2 Multi-Axis DOAS 

ZS-DOAS has been particularly useful for the measurements of stratospheric trace gases since 

the 1970s (Noxon, 1975; Solomon et al., 1987). The next development in scattered light DOAS 

was the employment of off-axis geometry measurement (Sanders et al., 1993). Unlike ZS-

DOAS, which measures at only 90 viewing elevation angle, MAX-DOAS measures over a 

range of viewing elevation angles (typically 3-10 different angles, from 0 to 90). The 

motivation for using smaller elevation angles is twofold. For stratospheric measurements, lower 
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elevation viewing angles can improve the detection limits by increasing the light intensity 

reaching the detector. The stronger motivation is that sunlight arriving at the instrument from a 

low elevation viewing angle has typically taken a long path through the troposphere and hence 

has greater sensitivity for tropospheric trace gases (Platt and Stutz, 2008).   

As discussed in Section 2.2.1, because scattered light DOAS does not have a clearly defined light 

path, considerable effort must be invested in converting the observed trace gas absorption 

strength (for example, SCD or dSCD) into a quantity that is useful for the interpretation of 

observations (for example, VCD and/or profile). Figure 2.6 illustrates the single scattering 

scheme for the MAX-DOAS viewing geometry.  

Spectrometer

Zenith-sky

SZA

Elevation angle θ

Stratosphere

Troposphere

Sun

Single scattering height

 

Figure 2.6: Single scattering scheme for MAX-DOAS measurements: the stratospheric paths at low 

elevations (red arrows) and zenith (golden arrow) are almost identical at low solar zenith angles. Hence if 

a spectrum at lower elevation is divided by a zenith sky spectrum, the result of the subsequent spectral 

analysis is only sensitive to the tropospheric absorber amount. 

In particular for ground-based instruments, this technique is highly sensitive to trace gas 

abundances in the lowest 1-2 km of the atmosphere, which is the typical upper range of the 

marine boundary layer height (Leser et al., 2003), and the ideal range for pollution studies. 

Following Hönninger et al. (2004b), the MAX-DOAS geometric approximation of the SCD for 

single scattering is 

SCD ≈ [𝑎 ∙
1

sin𝜃
+ (1 − 𝑎) ∙

1

cos(SZA)
] ∙ VCD ,                                       (2.11) 
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where a is the fraction of the total vertical trace gas column that resides below the scattering 

altitude, θ is the elevation viewing angle, and SZA is solar zenith angle (Hönninger et al., 

2004b). An absorber below the single scattering altitude (e.g., in the boundary layer, denoted as 

the blue dashed line in Figure 2.6) enhances the AMF by a factor of approximately 1/sin(α), 

demonstrating the strong effect of elevation angle on the tropospheric light path. For elevation 

angles close to the horizontal, the light path through a low-altitude trace gas layer is increased 

compared to the light path for higher viewing angles. Conversely, when the trace gas layer is 

above the scattering altitude (e.g., in the stratosphere), the AMF strongly depends on the SZA, 

approximated by 1/cos(SZA) (Hönninger and Platt, 2002; Hönninger et al., 2004b). Thus, under 

the assumption of single scattering in the free troposphere, the AMF of the boundary layer is 

approximated by 1/sin(θ) and the contribution from the rest of the atmosphere is approximately 

1/cos(SZA). 

Although this geometric approximation illustrates the dependence of the SCD and the total AMF 

on the SZA, the elevation angle, and some information about the vertical distribution of trace 

gas, it is highly simplified. In the case of low elevations, which are often used to increase the 

tropospheric path length, multiple scattering events, curvature of the Earth, and refraction 

become more significant (Platt and Stutz, 2008). In addition, the presence of aerosols in the 

troposphere makes Mie scattering an important process that must be included in the AMF 

calculation. A detailed RTM is required to simulate these complex scattering processes in the 

atmosphere. More specifically, because of the enhanced scattering and complex light paths in the 

troposphere, a single scattering RTM that is suitable for ZS-DOAS is insufficient for MAX-

DOAS (Hönninger et al., 2004b; Schofield et al., 2004a). Instead, a sophisticated multiple 

scattering RTM and the optimal estimation method are necessary to retrieve the tropospheric 

trace gas profile from MAX-DOAS observations (Rodgers, 2000; Rozanov et al., 2005; Frieß et 

al., 2011). 

The Optimal Estimation Method (OEM, Rodgers, 2000) can be used for both stratospheric and 

tropospheric trace gas profile retrievals. In the profile retrievals, a RTM is used as the forward 

model, 𝐹(𝒙, 𝒃), to convert the number density profiles, 𝒙, into measurement dSCDs, 𝒚, as 

𝒚 = 𝐹(𝒙, 𝒃) + 𝜺 ,                                                             (2.12) 
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where ε denotes the error in the measurements. The vector 𝒃 represents additional forward model 

parameters (e.g., atmospheric pressure and temperature profiles from radiosondes) which are not 

retrieved. For optically thin trace gases (optical depth << 1, for example BrO), the forward 

model is assumed to be linear (Schofield et al., 2004a). Thus, the linear function can be 

expressed as  

𝒚 =
𝜕𝐹(𝒙,𝒃)

𝜕𝒙
∙ 𝒙 + 𝜀 = 𝑲 ∙ 𝒙 + 𝜀                                               (2.13) 

where K is the weighting function matrix and describes the sensitivity of the measured dSCDs to 

changes in the number density profiles.  

The OEM model uses maximum a posteriori (MAP) method to solve for x, which is determined 

by minimising a cost function (Frieß et al., 2011): 

𝜒2 = [𝒚 − 𝐹(𝒙, 𝒃)]𝑇𝑺𝜀
−1[𝒚 − 𝐹(𝒙, 𝒃)] + (𝒙 − 𝒙𝑎)

𝑇𝑺𝑎
−1(𝒙 − 𝒙𝑎) ,           (2.14) 

where Sε and Sa are covariance matrices describing the uncertainties in the measurement and the 

a priori profile respectively (assume that there is no error in the forward model). This cost 

function evaluates the agreement between the measured and calculated dSCDs, taking into 

account the error from both measurements and a priori. For linear problems, the solution for x 

can be written as (Rodgers, 2000): 

�̂� = 𝒙𝑎 + (𝐊
𝑇𝐒𝜀
−1𝐊+ 𝐒𝑎

−1)−1𝐊𝑇𝐒𝜀
−1(𝒚 − 𝐊𝒙𝑎) .                          (2.15) 

For slightly non-linear problems, Newtonian iteration is a straightforward numerical method for 

finding the zero of the gradient of the cost function given as: 

𝒙𝑖+1 = 𝒙𝑎 + 𝐒𝑎𝐊𝑖
𝑇(𝐊𝑖𝐒𝑎𝐊𝑖

𝑇 + 𝐒𝜀)
−1[𝒚 − 𝑭(𝒙𝒊) + 𝑲𝒊(𝒙𝒊 − 𝒙𝒂)] .          (2.16) 

The averaging kernel matrix, A, is calculated from the error covariance matrices and the 

weighting function as: 

𝐀 = (𝐊𝑻𝑺𝜺
−𝟏𝐊+ 𝑺𝒂

−𝟏)−𝟏𝐊𝑻𝑺𝜺
−𝟏𝐊 .                                    (2.17) 
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A describes the sensitivity of the retrieved number density profiles (�̂�) to the true state of the 

atmosphere (𝒙).  

The practical application of the theoretical inversion concepts to MAX-DOAS measurements is 

shown by the flowchart in Figure 2.7. The flowchart describes the sequence of steps in the 

University of Heidelberg remote sensing group’s profile retrieval code (HeiPro) (Yilmaz, 2012). 

First, aerosol extinction profiles are retrieved from the measured oxygen dimer (O4) dSCDs and 

relative intensities (optional) in the lowermost 4 km of the atmosphere. Here O4 dSCDs and 

relative intensities serve as the measurement vector 𝒚, and the corresponding errors quantify the 

measurement covariance matrix Sε. Second, these retrieved aerosol extinction profiles serve as a 

forward model parameter for the retrieval of trace gas vertical profiles. In MAX-DOAS profile 

retrieval, the radiative transfer model SCIATRAN2 (Rozanov et al., 2005) works as the forward 

model 𝐹(𝒙, 𝒃), and the HeiPro OEM (Frieß et al., 2011) uses the MAP method to solve for the 

profiles x. The SCIATRAN2 RTM and HeiPro OEM are used in Sections 2.4.3 and 3.1.2 for the 

tropospheric aerosol, NO2, and BrO profile retrievals. In the subsequent chapters, this RTM-

OEM combined software package will be just referred as HeiPro. In addition, another OEM and 

a single scattering RTM (Schofield et al., 2004a) were used in Chapter 3 to retrieve stratospheric 

BrO from zenith-sky observations. The detailed description of the stratospheric BrO profile 

retrieval can also be found in Adams (2012) and Schofield et al. (2004a). More technical details 

about the OEMs and RTMs used in the bromine explosion study are provided in Chapter 3. 
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Figure 2.7: Flowchart of the aerosol and trace gas profile retrieval procedure in HeiPro using MAX-

DOAS measurements (adapted from Yilmaz, 2012). 

2.2.3 Direct-Sun/Moon DOAS 

Compared to scattered light ZS-DOAS and MAX-DOAS, DS-DOAS has a few advantages. 

First, it allows a relatively simple calculation of the optical path. For example, it uses simple 

geometric estimation of AMF = 1/cos (SZA), which is a good approximation up to an SZA of ≈ 

75
 
(Platt and Stutz, 2008). Above 75, this geometric estimation will not be accurate due to the 

Earth’s curvature and atmospheric refraction. Secondly, the DS signal is much stronger than 

scattered sunlight; typically filters with optical density in the range of 3-6 are needed to attenuate 

the DS signal. Thirdly, since the contribution of scattered light in the DS signal is very low, the 

DS spectra are nearly free of the “Ring effect” (see Section 2.2.1) (Grainger and Ring, 1962; 

Vountas et al., 1998; Platt and Stutz, 2008; Ortega et al., 2016). Ortega et al. (2016) estimated 

RSPZS = 2.34 ± 0.22 %, whereas RSPDS (0.40 ± 0.20 %) is an order of magnitude smaller than 

RSPZS (for SZA = 28, AOD430 = 0.11). Lastly, moonlight or starlight could be used instead of 

sunlight to enable nighttime measurements.  

Nighttime measurements are particularly important in the polar region. For example, Eureka has 

about four months of polar night during which no scattered light DOAS measurements can be 
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obtained. However, compared to sunlight, the intensity of moonlight is about five orders of 

magnitude lower. Normally, direct moon measurements can only be performed when the lunar 

phase is larger than 0.5. This requirement is not only because of the size of the visible area but 

also because the brightness will rapidly diminish when the phase is less than 0.5 (Wagner et al., 

2000; Platt and Stutz, 2008). 

Compared to ZS-DOAS, DS-DOAS measurements are more sensitive to tropospheric trace 

gases, as the average path taken by sunlight through the troposphere is up to twenty times larger 

at sunset than at noon (Schofield, 2003). Schofield et al. (2006) applied their retrieval algorithm 

to combine ZS-DOAS and DS-DOAS observations to retrieve trace gas stratospheric and 

tropospheric profiles simultaneously.  

DS-DOAS also has limitations; for example, measurements are only possible when direct 

sunlight (or moonlight) is not blocked by clouds. Also, automatic tracking of the sun or moon 

requires a tracking system. A high-precision solar tracker system has been developed at the 

University of Toronto and Dalhousie University for this purpose (Adams, 2012; Franklin, 2015). 

Based on knowledge of the time and location of the tracker (longitude, latitude, and height), 

passive tracking can be achieved (Rhodes, 2010; Adams, 2012). This is simpler than active 

tracking, but its accuracy highly depends on the calibration of the tracker (requiring good 

mechanical sight and accurate levelling of the tracker, see Adams, 2012). On the other hand, 

active tracking can be achieved by using image fitting of the sun (or moon) (Franklin, 2015) or 

intensity fitting (Cede, 2012). The image fitting method is briefly described in Section 2.1.4, as 

this is the method used by PEARL-GBS’s tracker. The intensity fitting used by the Pandora 

spectrometer is based on astronomical calculation (passive tracking) and intensity (signal) of a 

series of spectra. For example, every 15 min, the Pandora points its telescope to the calculated 

solar position, then it scans the sky in the zenith direction (‘up-down’) and in the azimuth 

direction (‘left-right’) and looks for the position of maximum signal. This position serves as the 

“apparent” solar position (Cede, 2012).  
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2.3 Canadian Arctic ACE/OSIRIS Validation Campaigns (2011-

2015) 

The Canadian Arctic ACE/OSIRIS Validation Campaigns are sponsored by the Canadian Space 

Agency to validate the Atmospheric Chemistry Experiment (ACE) instruments on board the 

Canadian satellite SCISAT-1 and the Optical Spectrograph and InfraRed Imaging System 

(OSIRIS) on the Odin satellite. Besides the GBSs, SAOZ is another NDACC-certified ZS-DOAS 

instrument that has performed springtime measurements at Eureka since 2005. GBS and SAOZ 

ozone and NO2 total columns data have been compared during several mid-latitude and Arctic 

campaigns (Fraser et al., 2007a; Fraser et al., 2008; Fraser et al., 2009; Roscoe et al., 2010; 

Adams et al., 2012b). Figure 2.8a shows ozone and NO2 total columns measured by the GBSs 

and SAOZ in Eureka. In 2000, 2005, 2007, and 2011, the polar vortex was overhead, and low 

ozone and NO2 columns were observed. However, 2011 is notably different, with a maximum 

percent ozone loss of 47% or 250 Dobson Units (DU, 1 DU = 2.69×10
16

 molec cm
-2

) derived 

from UT-GBS data on 5 April 2011 (Adams et al., 2012a). These measurements agree with 

photochemical model runs, which indicate that prolonged denitrification by sedimentation of 

polar stratospheric clouds delayed chlorine deactivation, leading to the record ozone loss (Adams 

et al., 2012a). Unusual conditions were also observed in late spring 2011, when a frozen-in 

anticyclone in the middle stratosphere above Eureka resulted in anomalous chemistry, enhancing 

the NO2 VMR in this region and causing unusually large ozone loss in April/May compared with 

previous years (Adams et al., 2013).  Over the next few decades, while stratospheric chlorine and 

bromine loading remain high, similar ozone depletion events are expected to occur whenever 

dynamic variability results in an isolated polar vortex with a persistently cold stratosphere 

(WMO, 2014). 

The Eureka GBS zenith-sky ozone and NO2 columns were submitted to NDACC archive in 

NASA Ames format in 2013. The NDACC UV-VIS WG implemented a new archiving format 

(Hierarchical Data Format, HDF) in 2015. GBS data in HDF format will be updated and 

submitted to the NDACC archive in early 2017.  
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Figure 2.8: Time series of zenith-sky DOAS measurements of ozone and NO2 for 1999-2015 versus day 

of the year (figure adapted and updated based on Adams et al. (2012a)). The year 2000 is shown in 

orange, 2005 in cyan, 2007 in blue, 2011 in magenta, and all other years are shown in grey. (a) Ozone 

total columns measured by the UT-GBS (closed circles) and SAOZ (open squares).  The magenta bar at 

the top indicates periods when the polar vortex was above Eureka in 2011 and the blue line indicates 

when temperatures were below the threshold for the formation of polar stratospheric clouds in 2011. (b) 

NO2 partial columns (17 km to top of atmosphere) measured by UT-GBS (closed circles) and PEARL-

GBS (open squares).  

2.4 CINDI-2 Campaign (2016) 

The Second Cabauw Intercomparison of Nitrogen Dioxide Measuring Instruments (CINDI-2, 

http://www.tropomi.eu/science/cindi-2) campaign was held at the Royal Netherlands 

Meteorological Institute (KNMI) Cabauw Experimental Site for Atmospheric Research 

(CESAR; 51.971°N, 4.927° E; 0.7m below sea level) site in the Netherlands in September 2016, 

and the PEARL-GBS participated. The CESAR is located in an extended and flat polder 

landscape in close proximity (<40 km) to the four largest cities in the Netherlands. The CINDI-2 

campaign is a follow-up of the 2009 CINDI campaign (Piters et al., 2012) held at the same site, 

and in which the UT-GBS participated (Roscoe et al., 2010). The goals of CINDI-2 were to 

prepare for the Sentinel 5 Precursor/Tropospheric Monitoring Instrument (TROPOMI) satellite 

validation and to initialize the suite of instruments that will be used to create the European 

Fiducial Reference Measurements for Ground-Based DOAS Air-Quality Observations 

(FRM4DIAS) network of MAX-DOAS instruments. The PEARL-GBS was one of 36 passive 
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DOAS instruments participating in this initiative (see Figure 2.9b). In addition to MAX-DOAS 

instruments, imaging DOAS, long-path DOAS (LP-DOAS), and cavity-enhanced DOAS (CE-

DOAS) instruments were also deployed. In addition, many complementary instruments took part 

in the campaign, including ozone and NO2 sondes, in-situ ozone and NO2 monitors, sun 

photometers, an all-sky imager, a Raman Lidar, ceilometer, and an NO2 Lidar (Hendrick et al., 

2016).  

 

Figure 2.9: (a) General placement of instruments at the Cabauw site during CINDI-2 (figure adapted from 

Hendrick et al. (2016)), (b) MAX-DOAS instruments performing measurements during CINDI-2.  

PEARL-GBS is inside the white box (GBS cooling unit #1) in the middle of the panel (b), with its 

tracking system mounted on top of the box. 

2.4.1 CINDI-2 PEARL-GBS Configuration and Data Products 

The GBS cooling unit #1 used in MANTRA campaign was refurbished and a new air conditioner 

unit (ISC Sales Inc., 2000 BTU cooling power) was installed for CINDI-2 (see Figure 2.9b). A 

UT-Suntracker was mounted on the box. The active tracking was successfully tested in Toronto 

and performed well during the campaign. However, it was found that the natural density filters 

were not strong enough for direct-sun acquisition (our strongest filter was OD = 4), thus without 

a stronger filter (with OD = 5 to 6), most of the DS spectra were saturated.  

Due to the high signal level in the daytime, a diffuser was placed on top of the collecting optics 

and the 1% transmission metallic filter was used for the entire campaign (for both ZS- and 
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MAX-DOAS) to attenuate the signal
3
. To maintain consistency of the instrument function, this 

optical setup was also used for twilight zenith-sky measurements, although it reduced the SNR 

and may affect the quality of the twilight data. In addition, similar to the 2009 CINDI campaign, 

a Plexiglass cube was used to cover the UT-Suntracker during the night. The cube prevents the 

heavy dew in the morning but may affect the morning zenith-sky measurements; so it was 

removed before the start of the daytime 2D MAX-DOAS sequence (see Section2.4.2) daily. A 

small 90 FOV web camera was mounted on the UT-Suntracker to capture images of sky 

conditions. The camera was set to capture one image for each azimuthal measurement during the 

daytime.  

Table 6: Data products included in the CINDI-2 semi-blind intercomparison (adapted from Hendrick et al. 

(2016)). PEARL-GBS measured NO2 (VIS range), O4 (VIS range), and O3 (Chappuis bands). 

Data product Typical wavelengths 

NO2 (VIS range) 425 – 490 nm 

NO2 (UV range) 338 – 370 nm 

O4 (VIS range) 425 – 490 nm 

O4 (UV range) 338 – 370 nm 

HCHO 336.5 – 359 nm 

O3 (Chappuis bands) 450 – 520 nm 

O3 (Huggins bands) 320 – 340 nm 

Relative intensity 340, 380, 440, 500 nm 

Colour Index To be defined 

 

The CINDI-2 organisation group proposed targeting species as shown in Table 6. PEARL-GBS 

used the 600 gr/mm grating centred at 450 nm, with a 0.1 mm entrance slit. This configuration 

provides NO2 (visible), O4 (visible), and O3 (Chappuis bands) data products following the 

recommended retrieval settings (see Table 7 for NO2 and O4 in the visible).  

2.4.2 CINDI-2 2-D MAX-DOAS and Combination Scan 

The PEARL-GBS started acquiring 1-D MAX-DOAS (fixed azimuth viewing angle, multiple 

elevation viewing angles) measurements at Eureka in 2010. For CINDI-2, the organisation group 

                                                 

3
 For DS measurements, based on light signal level, the LabVIEW code selects a filter with sufficient OD (typically 

the strongest two filters). For ZS- and MAX-DOAS, only the 1% filter was used. 
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proposed a detailed combination scanning sequence (Hendrick et al., 2016) which included 2D 

MAX-DOAS (multiple azimuth and elevation viewing angles), direct sun (DS), zenith-sky (ZS), 

horizontal scan (HS), and almucantar scan (AS). Unlike traditional MAX-DOAS measurements 

that use a single azimuth viewing angle, 2D MAX-DOAS, which was introduced to study spatial 

inhomogeneity in the airmasses, uses multiple azimuths (Wagner et al., 2011; Piters et al., 2012; 

Sinreich et al., 2013; Wang et al., 2014; Ortega et al., 2015; Hendrick et al., 2016). For example, 

with 2D MAX-DOAS, Wang et al. (2014) reported measurements of 2D surface mixing ratios of 

NO2, SO2, and HCHO, and Ortega et al. (2015) retrieved NO2 near the surface in 3D.  

Table 7: DOAS settings for NO2 and O4 in VIS range (adapted from Hendrick et al. (2016)). 

Wavelength range 425-490 nm 

Fraunhofer reference spectra Noon zenith-sky spectra averaged between 11:30:00 and 11:40:00 UT 

Polynomial degree Order 5 (6 coefficients) 

Intensity off-set Constant 

Cross-sections 

 

 

 

 

 

 

 

NO2 (298 K) Vandaele et al. (1998) with I0 correction (SCD of 10
17

 

molecules/cm
2
)  

File: no2_298K_vanDaele.xs 

NO2 (220 K) Pre-orthogonalized Vandaele et al. (1998) with I0 

correction (SCD of 10
17

 molecules/cm
2
)  

File: no2a_220p298K_vanDaele_425-490nm.xs 

O3 (223 K) Serdyuchenko  et al. (2014) with I0 correction (SCD of 

10
20

 molecules/cm
2
) 

File: o3_223K_SDY_air.xs 

O4 (293 K) Thalman and Volkamer (2013)  

File: o4_thalman_volkamer_293K_inAir.xs 

H2O HITEMP (Rothman et al., 2010) 

File: H2O_HITEMP_2010_390-

700_296K_1013mbar_air.xs 

Ring RING_QDOAS_SAO2010 

File: Ring_QDOAScalc_HighResSAO2010_Norm.xs 

 

The data acquisition protocol distinguished between twilight (morning and evening) and daytime 

conditions. According to the solar position on the site, the daytime period was set between 6:00 

and 16:45 UTC, while the twilight period was set to 4:00 to 6:00 UTC and 16:45 to 18:45 UTC. 

The daytime PEARL-GBS measurement sequence is shown in Table 2.6 and Table 9. In general, 

the protocol requires that a full azimuthal scan be acquired by 2D MAX-DOAS instruments in 

one hour at the following azimuth angles: 355, 45, 135, 195, 245, and 287 (see Figure 

2.10). All other optional measurements (such as direct-sun, almucantar, and horizon scan) were 
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also included in the PEARL-GBS scanning sequence. The protocol required that each 2D MAX-

DOAS measurement be finished within a one-minute block. To achieve required timing, the 

PEARL-GBS total exposure time was set to 45 seconds, and the typical overhead time (from 

tracker movement, CCD preparation, and communication delay) for each measurement was 10 ± 

5 seconds.  

Table 8: PEARL-GBS daytime measurement sequence during CINDI-2. 

TIME 
(UTC) 

2D-MAXDOAS 

 

Azimuth(°) 
0°: north; 
90°: east 

180°: 
south; 

270°: west 

Elevation 
(°) 

hh:00:00 
 287 1 

 
 287 2 

 
 287 3 

 
 287 4 

 
 287 5 

hh:05:00 
 287 6 

 
 287 8 

 
 287 15 

 
 287 30 

 
 287 90 

hh:10:00 
 

Two direct-sun 
acquisitions (DS) 

 
 
 
 
 
 
 
 

hh:15:00 
 355 1 

 
 355 3 

 
 355 5 

 
 355 15 

 
 355 90* 

hh:20:00 
 45 1 

 
 45 3 

 
 45 5 

 
 45 15 

 
 45 90 

hh:25:00 
 

Eleven almucantar 
scans (AS) 

 
 
 
 
 
 
 
 

hh:30:00 
 95 1 

 
 95 3 

 
 95 5 

 
 95 15 

 
 95 90* 

hh:35:00 
 135 1 

 
 135 3 

 
 135 5 

 
 135 15 

 
 135 90 

hh:40:00 
 

Two direct-sun 
acquisition 

 
 
 
 
 
 
 
 

hh:45:00 
 195 1 

 
 195 3 

 
 195 5 

 
 195 15 

 
 195 90* 

hh:50:00 
 245 1 

 
 245 3 

 
 245 5 

 
 245 15 

 
 245 90 

hh:55:00 
 

Elven almucantar scans 

 
 

 
 

 
 

 
 

 

Notes: 

This table shows the sequence for PEARL-GBS measurements at the following UTC times (hh in the 

Table): 06, 07, 08, 09, 10, 12, 13, 14, 15, 16h. The contents in blue colour were customized for PEARL-

GBS as follows. 

DS: The protocol requires one DS measurement for the 5 min block at hh:10:00. For PEARL-GBS, two 

DS measurements in this 5 min were performed. The 1
st
 DS acquisition time was set to 10 s as a test run 

(to determine the solar intensity, in order to select the neutral density filter for the 2
nd

 DS measurement), 

and the 2
nd

 DS measurement acquisition time was set to 45 s.  
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AS: The protocol proposed 15 measurements, each with a 10s integration time + 5s overhead at the 

realtime solar elevation for the following relative azimuth angles (RAA):  -15, -10, -6, -5, 5, 6, 10, 15, 30, 

50, 70, 90, 120, 150, and 180°. RAA values are given with respect the current position of the sun and not 

its position at the start of the Almucantar sequence. The sign convention for the relative azimuth angle is 

+ for the side that is clockwise with respect to the instrument-sun direction and – for the other side. To 

conform to the acquisition schedule, RAAs of 30,70,120 and 150° were dropped from the almucantar 

sequence. So PEARL-GBS AS measurements inlcude only elven RRAs as -15, -10, -6, -5, 5, 6, 10, 15, 

50, 90, and 180°. In addition, due to acquisition code issues (in Trax6.3), measurements with Solar 

Azimuth Angle + RAA > 355 were not possible in AS modes.  

*: These 90 zenith-sky measurements are not included in the protocol (only one zenith-sky measurement 

is required for each 15 min sequence). PEARL-GBS uses this “free” 1 min window to perform an extra 

zenith-sky measurement with the tracker mirror at the specified azimuth angle. 

 

Table 9: PEARL-GBS daytime measurement sequence (noon) during CINDI-2. 

TIME 
(UTC) 

2D-MAXDOAS 

 

Azimuth(°) 
0°: north; 
90°: east 

180°: 
south; 

270°: west 

Elevation 
(°) 

hh:00:00 
 287 1 

 
 287 2 

 
 287 3 

 
 287 4 

 
 287 5 

hh:05:00 
 287 6 

 
 287 8 

 
 287 15 

 
 287 30 

 287 90 

hh:10:00 
 

Two direct-sun 
acquisitions 

 
 
 
 
 
 
 
 

hh:15:00 
 287 1 

 
 287 2 

 
 287 3 

 
 287 4 

 
 287 5 

hh:20:00 
 287 6 

 
 287 8 

 
 287 15 

 
 287 30 

 
 287 90 

hh:25:00 
 

Eleven almucantar 
scans 

 
 
 
 
 
 
 
 

hh:30:00 
 287 90 

 
 287 90 

 
 287 90 

 
 287 90 

 
 287 90 

hh:35:00 
 287 90 

 
 287 90 

 
 287 90 

 
 287 90 

 
 287 90 

hh:40:00 
 287 90 

 287 

Horizon 
scan 
(HS) 

 287 

 287 

 287 

hh:45:00 
 287 1 

 
 287 2 

 
 287 3 

 
 287 4 

 
 287 5 

hh:50:00 
 287 6 

 
 287 8 

 
 287 15 

 
 287 30 

 
 287 90 

hh:55:00 
 

Two direct-sun 
acquisitions 

 

 

 

 

 

 

 

 

 

Notes: This table is the sequence for PEARL-GBS measurements between 11:00:00 and 11:59:00 UTC. 

The contents in blue are customized for PEARL-GBS. HS: between -5° and +5° relative to the horizon 

with a step of 0.2° between -2 and +2° and a step of 1° outside this range. 5s integration time + 5s 

overhead per elevation. 
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Figure 2.10: Azimuthal directions for the 2D-MAXDOAS measurements during CINDI-2 (north is 0°) 

(figure adapted from Hendrick et al. (2016)). 

2.4.3 AOD and NO2 Profile Retrievals  

The trace gas profiling task team for the CINDI-2 campaign is focused on the intercomparison of 

NO2, O4, and other trace gas (for example, HCHO) vertical profiles retrieved by different 

research groups. There are sixteen groups using more than ten different OEMs. PEARL-GBS 

participated the O4 and NO2 profile retrieval intercomparison using the HeiPro as the OEM (see 

more details about HeiPro in Sections 2.2.2 and 3.1.2). Four “golden” days (mostly clear) from 

12 to 15 September 2016 were selected for the initial comparison. To reduce possible sources of 

discrepancy, the profiling task team implemented some fixed retrieval settings, such as ozone 

profile (from climatology data), altitude grid, wavelength used in the RTM, aerosol parameters 

(e.g., scattering albedo), trace gas cross sections, a priori profiles of O4 and NO2, elevation and 

azimuth angles. Detailed settings used in PEARL-GBS O4 and NO2 comparison tests are 

summarised in Table 10. 
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Table 10: PEARL-GBS O4 and NO2 profile retrieval settings (adapted from the CINDI-2 profiling task 

team preparatory document). 

Parameter  Values for O4 and NO2 preliminary comparison tests  

Atmosphere definition  Pressure, temperature, total air density, and O3 vertical profiles averaged 

from ozonesonde measurements in De Bilt (09/2013-2015). Surface albedo 

should be fixed to 0.06.  

Retrieval altitude grid  0-4 km, step 200 m. The surface height and instrument altitude are fixed to 

0m.  

Wavelength  477 nm for aerosols; 460nm for NO2.   

Aerosol settings  The single scattering albedo is fixed to 0.92 and the asymmetry factor to 

0.68 for 477 nm. These are mean values for 14/09/2016 (day 258) derived 

from AERONET measurements at 440nm in Cabauw.  

Measured O4 and NO2 

DSCDs  

PEARL-GBS retrieved O4 and NO2 DSCDs. Zenith spectrum of the scan as 

reference. Only the measured DSCDs corresponding to the 287° azimuth 

direction are used. 

Cross-sections  CINDI-2 cross section data sets used.  

O4 scaling  Aerosol retrievals are done without scaling.  

Elevation angles  1, 2, 3, 4, 5, 6, 8, 15, 30, and 90°.  

A priori profiles  Exponentially-decreasing profiles derived using the following AOD/VCD 

and scaling height (SH) values:  *AOD: 0.18 for 477 nm  

*NO2 VCD: 9e15 molec/cm
2
 

*1 km scaling height.  

A priori covariance 

matrices  

Variance of 50% of the a priori profile for the diagonal terms and extra-

diagonal terms are added as Gaussian functions with a correlation length of 

200 m.  

Aerosol extinction profiles 

to be used in the NO2 

retrievals  

PEARL-GBS retrieved extinction profiles.  

 

The retrieved extinction profiles are shown in Figure 2.11. Aloft layers of retrieved aerosol 

extinction are seen in Figure 2.11a and 2.11b in the afternoon measurements. The optical depth 

time series and PEARL-GBS monitoring camera images are shown in Figure 2.12 and Figure 

2.13 respectively. In general, the retrieved extinction profile successfully captured some of the 

features in the lower 0-2 km of the atmosphere. Six time steps (13:00 UTC profiles for each day, 

10:00 UTC profile on 12 September, and 7:00 UTC profile on 15 September) were selected to 

illustrate the performance of the profile retrieval. For example, 10:00 UTC 12 September has the 

lowest optical depth (Figure 2.12) and low extinction profile (Figure 2.11a), which agree with 

the camera image shown in Figure 2.13a. The elevated extinction values on 13:00 UTC 12 

September (Figure 2.11a) from 0.3 to 1 km matched with the low-level clouds in the horizon 

(Figure 2.13b). And the breaking clouds as shown in Figure 2.13e (7:06 UTC 15 September) are 
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consistent with the retrieved high optical depth (see the green dot on Figure 2.12) for that time. 

The averaging kernels for the extinction retrievals are shown in Figure 2.14. The DOFS in the 

extinction retrievals is in the range of 1.8-2.6 (see the text in Figure 2.14), with the breaking 

clouds scene (Figure 2.14e) has the lowest value. However, the retrieval that has the lowest AOD 

(see Figure 2.12 and Figure 2.12) does not have the highest DOFS (Figure 2.14a). In general, the 

aerosol extinction profiles retrieved by PEARL-GBS have very limited information above 2 km 

altitude. Further comparison with other instruments will be performed in future. 

 

Figure 2.11: PEARL-GBS MAX-DOAS 0-4 km extinction profiles retrieved on four “golden days” 

during CINDI-2. The PEARL-GBS made 2D MAX-DOAS measurements throughout the day, but the 

preliminary results only show the measurements with azimuth viewing angle = 287. The dark blue areas 

represent of measurements at different azimuths which have not been retrieved yet. The red arrows 

corresponding to the selected six time steps (13:00 UTC profiles for each day, 10:00 UTC profile on 12 

September, and 7:00 UTC profile on 15  September). 
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Figure 2.12: PEARL-GBS O4 retrieved optical depth time series during CINDI-2.  

 

Figure 2.13:  PEARL-GBS monitoring camera images during CINDI-2. The camera viewing direction 

was the same as the PEARL-GBS scanning direction (287 from true North). The estimated viewing 

elevation angles are noted on the images. 

The retrieved aerosol extinction profiles (see Figure 2.11) are used in the NO2 profile retrievals. 

Figure 2.15 shows an example of HeiPro modelled NO2 dSCDs and PEARL-GBS measured 

values. Figure 2.16 shows the retrieved 0-4 km NO2 VMR profiles. The DOFS in the NO2 

retrievals is in the range of 2.5-3.0 (see the text in Figure 2.17). Figure 2.18 shows the 

preliminary NO2 profile comparison of the RIVM mobile Lidar (Volten et al., 2009) with 

PEARL-GBS. The retrieved NO2 concentration profiles from the two instruments show 

similarities in the three areas indicated in Figure 2.18. In area α, both Lidar and GBS observed an 

aloft NO2 layer above ground but below 500 m (note that the GBS NO2 retrieval has a 200 m 

altitude grid, which is coarser than the Lidar). In area β, both instruments observed a clean 

airmass (NO2 concentration < 10 μg m
-3

) from 0.5 to 2 km. In area γ, both instruments observed 

increased vertical mixing of NO2 from the surface to 1.5 km. 
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Figure 2.19 shows the NO2 VCD time series from PEARL-GBS and Ozone Monitoring 

Instrument (OMI, see more information about OMI in Section 5.1.3). The OMI data used here 

are version OMNO2d, which is the level-3 daily global gridded (0.25×0.25) NO2 product for 

sky conditions where the cloud fraction is less than 30% 

(http://disc.sci.gsfc.nasa.gov/uui/datasets/OMNO2d_003/summary). The OMNO2d data that 

come from the grid point over the CESAR site compared well with PEARL-GBS NO2 VCD 

data. Due to the satellite temporal sampling, OMI does not capture the daily variability in the 

NO2 VCD, particularly the large values in the morning and afternoon of 15 September.  

 

Figure 2.14: PEARL-GBS MAX-DOAS 0-4 km averaging kernels for CINDI-2 aerosol extinction 

retrievals. 
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Figure 2.15: PEARL-GBS MAX-DOAS NO2 dSCDs fitting results for 15 September 2016. The squares 

indicate PEARL-GBS measured NO2 dSCDs, the x signs indicate HeiPro modelled NO2 dSCDs, and the 

dot lines indicate dSCDs residual (measurement  ̶  model). The measurement and modelled values are 

colour coded by the MAX-DOAS elevation viewing angles.  

 

Figure 2.16: PEARL-GBS MAX-DOAS 0-4 km NO2 volume mixing ratio profiles retrieved on four 

“golden days” during CINDI-2. The PEARL-GBS made 2D MAX-DOAS measurements throughout the 

day, but the preliminary results only show the measurements with azimuth viewing angle = 287. The 

dark blue areas represent of measurements at different azimuths which have not been retrieved yet.  
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Figure 2.17: PEARL-GBS MAX-DOAS 0-4 km averaging kernels for CINDI-2 NO2 retrievals. 

 

Figure 2.18: Preliminary comparison of CINDI-2 NO2 0-2 km density profiles on 15 September measured 

by (a) RIVM NO2 Lidar (data credit: Stijn Berkhout from RIVM), and (b) PEARL-GBS. The retrieved 

NO2 concentration profiles from the two instruments show similarities in the three areas (α, β, and γ) as 

indicated on the figures: α) aloft NO2 layer, β) clean airmass, and γ) increased vertical mixing.  
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Figure 2.19: NO2 VCD time series during CINDI-2. Blue dots represent PEARL-GBS MAX-DOAS, and  

red dots represent OMI (OMNO2d).   

2.5 Summary 

This chapter described the GBS instruments, the data analysis methodology used to retrieve 

columns and profiles, and the measurement campaigns with a focus on CINDI-2. The GBS 

Eureka dataset now covers 17 spring periods and ten full years (without measurements in polar 

night). The Eureka GBS zenith-sky ozone and NO2 columns were submitted to NDACC archive 

in NASA Ames format in 2013. GBS data in new HDF format will be updated and submitted to 

the NDACC archive in early 2017.  

Several improvements to both hardware and software were made between 2011 and 2016. For 

example, UT-GBS’s f-number matcher and mechanical slit have been replaced by a direct fibre-

mount and fixed slit; PEARL-GBS’s flat CCD mount, which is the cause of uneven distribution 

of the resolution along the horizontal pixels of the CCD, has been replaced by a wedged one. 

Most importantly, both GBSs have been upgraded to MAX-DOAS instruments with capabilities 

to retrieve tropospheric trace gas profiles.  

PEARL-GBS participated in the CINDI-2 campaign in September 2016, during which it 

performed combination measurements (including 2D MAX-DOAS, direct-sun, zenith-sky, 

almucantar scan, and horizon scan). Successful active tracking was also performed during the 

campaign. PEARL-GBS O4 and NO2 dSCDs were found to agree well with other instruments 

and the resulting retrieved aerosol and NO2 profiles (in compliance with CINDI-2 organisation 

group profile retrieval protocol) are consistent with other instruments. Detailed instrument 

intercomparisons are currently underway.
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Chapter 3  

 A Transported Bromine Explosion Event in 2011 3

A bromine explosion event associated with both blowing snow and a stable shallow boundary 

layer above Eureka, Canada in April 2011 is examined in this chapter. From  3 to 5 April 2011, 

0-4 km BrO partial columns measured in the Canadian High Arctic at the PEARL Ridge Lab 

(Fogal et al., 2013) using ground-based MAX-DOAS were enhanced by a factor of three 

compared to previous days. It was found that the BEE was initiated during blowing snow 

conditions over the Beaufort Sea and transported to Eureka. In addition to low visibility 

conditions observed over Eureka for the first two days after the bromine plume arrived, local 

recycling of BrO over Eureka was also observed in calm and clear weather conditions on the 

third day of the event. To determine the source of this bromine explosion event and the driving 

meteorological conditions, an investigation of ground-based, satellite, and modelled BrO and 

ozone datasets is presented. A nudged version of the UM-UKCA chemistry-climate model is 

used to generate BrO and O3 fields for comparison with the MAX-DOAS measurements.  

BrO is one of the dominant species indicative of radical bromine chemistry and has been 

measured by various satellite and ground-based instruments. One method for measuring 

tropospheric BrO is MAX-DOAS, which has detection limits of 1-2 pptv, varying with visibility 

(Hönninger et al., 2004a; Platt and Stutz, 2008). For comparison, the BrO detection limits for in-

situ chemical ionization mass spectroscopy (Neuman et al., 2010; Liao et al., 2012; Peterson et 

al., 2015) and long-path DOAS (Frieß et al., 2011; Liao et al., 2011) are 0.3-3 and 0.7-2 pptv 

respectively. Ground-based instruments can provide good temporal coverage and some vertical 

profile resolution (Frieß et al., 2011; Peterson et al., 2015), while nadir-viewing satellite 

instruments can be used to study bromine explosion events on the global scale (e.g., Richter et al. 

(1998). However, nadir-viewing UV-visible spectrometers have limited vertical resolution, 

making it difficult to separate BrO signals from the boundary layer, the free troposphere, and the 

stratosphere. Salawitch et al. (2010) showed that some of the locations of satellite BrO 

“hotspots” during Arctic spring could be associated with observations of elevated total column 

ozone and low tropopause height, suggesting a stratospheric origin for these regions of enhanced 

“tropospheric” bromine. Choi et al. (2012) also showed that the tropopause height is important 
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and that properly accounting for the stratospheric signal is essential for accurate determination of 

satellite-derived tropospheric BrO, but for most clear-sky conditions, satellite measurements 

were in reasonable agreement with aircraft in-situ observations in the troposphere. Theys et al. 

(2011) and Koo et al. (2012) demonstrated that tropospheric BrO columns reflect the near-

surface ozone depletion pattern. The partitioning of satellite-based BrO vertical column densities 

(VCDs) between the troposphere and stratosphere can be undertaken using the methods of Theys 

et al. (2011) and Sihler et al. (2012). 

3.1 Methodology and Datasets 

In this work, the following four local instruments at Eureka were used: a passive DOAS 

instrument (Adams et al., 2012a), radiosondes, ozonesondes, and a cloud radar. The DOAS 

instrument site, the PEARL Ridge Lab, is located on Ellesmere Island, Nunavut, Canada 

(86.4°W, 80.1°N), 610 m above sea-level, located near many fjords within the Canadian Arctic 

archipelago. During the 2011 Canadian Arctic ACE/OSIRIS Validation Campaign (Adams et al., 

2012b), DOAS BrO and O4 measurements were made by PEARL-GBS from 10 March to 5 April 

2011. To investigate the BrO recycling, aerosol profiles were retrieved from O4 measurements 

following the methods of Wagner et al. (2004) and Frieß et al. (2011).Other local instruments 

were located near the Eureka Weather Station (10 m above sea-level, 15 km away from the 

Ridge Lab).  

Figure 3.1 shows a map of the field site, indicating the location of the MAX-DOAS instrument in 

relation to the Eureka Weather Station, as well as the viewing azimuth of the MAX-DOAS 

measurements (35° from true north in 2011). Typically, two radiosonde launches were made 

daily from the Eureka Weather Station during the campaign, recording vertical profiles of 

temperature, relative humidity, wind speed and direction. Ozonesondes were launched daily from 

5-12 March 2011, and weekly from 17 March to 6 April, providing ozone profiles. The 

ozonesonde data have been corrected for non-standard solution volume and concentration, and 

normalised to a total ozone measurement (where available), with residual ozone interpolated 

from the 2011 Microwave Limb Sounder (MLS) climatology (McPeters and Labow, 2012). The 

uncertainty estimate is based on an analysis of known sources of electrochemical concentration 

cell (ECC) ozonesonde uncertainty, including pump rate, cell temperature, and radiosonde 
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pressure errors, as well as background current correction and the corrections noted above 

(Tarasick et al., 2016). The uncertainty estimate is individual for each ozone profile, and agrees 

well on average with error profiles derived from field intercomparisons and laboratory studies 

(Kerr et al., 1994; Smit et al., 2007). The Millimetre Cloud Radar (MMCR, Shupe et al. (2010)) 

was working 24 hours/day during the campaign, providing equivalent radar reflectivity, Doppler 

velocity, spectral width, and Doppler spectra, from which information about cloud height, 

thickness, internal structure and vertical motion can be determined.  

 

Figure 3.1: Locations of Eureka Weather Station and PEARL Ridge Lab (map data: Natural Resources 

Canada, http://atlas.gc.ca, 79.5 to 80.7 N, 83.4 to 90.7 W). The red line (representing 20 km in length) 

represents the viewing azimuth direction of MAX-DOAS measurements, which is 35 from true north. 

3.1.1 Spectrum Processing 

In 2011, PEARL-GBS used the 1200 gr/mm grating which provided coverage from 320 to 400 

nm with a full-width at half-maximum resolution of ~0.45 nm. The PEARL-GBS was installed 

under UT-Suntracker #1 inside a UV-transparent acrylic dome. In order to measure tropospheric 

BrO, MAX-DOAS spectra were recorded from 320-400 nm at elevations of 6°, 8°, 10°, 15°, 30°, 

and 90° (with the minimum viewing elevation angle restricted by railings on the roof). The time 

required for a full MAX-DOAS measurement sequence of six viewing elevation angles was 

about 15 min. The azimuth angle of the suntracker was selected as 35° clockwise from the north 

when performing the MAX-DOAS sequence.  
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Table 11: Settings used for 2011 MAX-DOAS and ZS-DOAS spectral analysis.   

 BrO O4 

MAX-DOAS ZS-DOAS MAX-DOAS 

BrO cross section bro_223K_Fleischmann 

(Fleischmann et al., 2004) 

bro_223K_Fleischmann 

(Fleischmann et al., 2004) 

bro_223K_Fleischmann 

(Fleischmann et al., 2004) 

O4 cross section Hermans 

(Hermans et al., 2003) 

Hermans 

(Hermans et al., 2003) 

Hermans 

(Hermans et al., 2003) 

O3 cross section O3_223_BOGUMIL 

(Bogumil et al., 2003) 

O3_223_BOGUMIL 

(Bogumil et al., 2003) 

O3_223_BOGUMIL 

(Bogumil et al., 2003) 

O3 cross section O3_243_BOGUMIL 

(Bogumil et al., 2003) 

N/A O3_243_BOGUMIL 

(Bogumil et al., 2003) 

NO2 cross section NO2_220_VANDAELE 

(Vandaele et al., 1998) 

NO2_220_VANDAELE 

(Vandaele et al., 1998) 

NO2_220_VANDAELE 

(Vandaele et al., 1998) 

OClO cross section OClO_Wahner_204K 

(Wahner et al., 1987) 

OClO_Wahner_204K 

(Wahner et al., 1987) 

OClO_Wahner_204K 

(Wahner et al., 1987) 

Ring spectrum Ring 

(Chance and Spurr, 1997) 

Ring 

(Chance and Spurr, 1997) 

Ring 

(Chance and Spurr, 1997) 

Wavelength 337 - 361.9 nm 345 - 359 nm 335 - 367 nm 

Polynomial 4
th

 order 3
rd

 order 4
th

 order 

Shift and stretch 1
st
 order 1

st
 order 1

st
 order 

Offset 1
st
 order 1

st
 order 1

st
 order 

 

The observed spectra were analysed with the DOAS method (Platt and Stutz, 2008) implemented 

using QDOAS software (Danckaert et al., 2015). ZS-DOAS and MAX-DOAS spectra have been 

analysed with the settings shown in Table 11. The ZS-DOAS spectra were analysed using daily 

noon reference spectra, and MAX-DOAS spectra were analysed using the 90° elevation angle 

measurement within a scan sequence as the reference. Since ZS-DOAS and MAX-DOAS sample 

different regions of the atmosphere and hence different temperatures, the 223 K ozone cross 

section was used for the analysis of spectra from ZS-DOAS, while two ozone cross sections at 

223 K and 243 K were used in the MAX-DOAS analysis to limit the systematic error due to the 

temperature dependence of the cross sections. This approach was only applied for ozone as it is a 

strong absorber present in both the stratosphere and troposphere. Two BrO fitting windows were 

selected: 337-361.9 nm following Hay (2010) (a wide fitting window containing four absorption 

lines) for MAX-DOAS spectra and 345-359 nm following Hendrick et al. (2007) (a smaller 

fitting window containing two absorption lines) for zenith-sky spectra. The smaller wavelength 

region was used for the zenith-sky retrievals to avoid two strong absorption features between 337 
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nm and 341.5 nm from stratospheric ozone (Aliwell et al., 2002; Adams, 2012). The selection of 

the BrO fitting windows were based on sensitivity tests (see Appendix A), in which we evaluated 

six different BrO fitting windows that have been used in retrievals for satellite, airborne, and 

ground-based DOAS instruments (Theys et al., 2009; Hay, 2010; Prados-Roman et al., 2011; 

Theys et al., 2011; Adams, 2012). Note that the MAX-DOAS O4 fitting window was 335-367 

nm (containing two O4 absorption features).  

The output of QDOAS is differential slant column density (dSCD), which is the difference 

between the trace gas columns along the effective light paths of the analysed spectrum and the 

reference spectrum. The MAX-DOAS dSCDs of BrO and O4 measured at Eureka from 1-5 April 

2011 are shown in Figure 3.2, along with root mean square (RMS) fitting residuals. In Figure 

3.2, from 4-5 April, the MAX-DOAS BrO dSCDs at different elevation viewing angles are well 

separated, characteristic of enhanced BrO in the lower atmosphere. The well-separated O4 

dSCDs show that 5 April was a clear day, and so MAX-DOAS data should be of high quality on 

that day.  

 

Figure 3.2: MAX-DOAS dSCDs at different elevation viewing angles (indicated in the legend) measured 

at Eureka from 1-5 April 2011. (a) BrO dSCDs with error bars; (b) O4 dSCDs with error bars. Note: 

These dSCDs are relative to the 90° zenith spectrum for each MAX-DOAS scan sequence. 
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3.1.2 DOAS Profile Retrievals 

The OEM (Rodgers, 2000) was used for both stratospheric and tropospheric BrO profile 

retrievals. As described in Section 2.1.3, the PEARL-GBS provided both ZS-DOAS and MAX-

DOAS data, enabling the retrieval of both stratospheric and tropospheric BrO. The MAX-DOAS 

data (from which tropospheric aerosol extinction profiles, tropospheric BrO profiles, and BrO 

partial column densities are retrieved) are sensitive to the boundary layer, and thus are more 

suitable for studying bromine explosion events. However, because the descent of stratospheric 

BrO has been suggested as a possible source for a false bromine explosion signal (Salawitch et 

al., 2010), the ZS-DOAS data, which are sensitive to the stratosphere, were used to retrieve BrO 

stratospheric profiles and total vertical column densities (VCDs). The basic profile retrieval 

methodology is described in Section 2.2.2. Since the method for retrieving stratospheric BrO 

applied in this work has been described in detail by Schofield et al. (2004b), and the method used 

for tropospheric BrO and aerosol retrievals has been described in Frieß et al. (2011), both 

methods are described only briefly here. 

For the stratospheric retrievals, the method of Schofield et al. (2006) was followed. In this work, 

a single scattering RTM was used as the forward model (Schofield, 2003). The forward model is 

a spherical shell radiative transfer model, which includes refraction, Rayleigh scattering, Mie 

scattering, and molecular absorption. The forward model parameters of ozone, temperature and 

pressure were provided by ozonesonde measurements. The tropopause heights were derived by 

considering the available ozonesonde data. The diurnal variation of the vertical distribution of 

BrO adds complication to the retrieval, and this has been addressed by Schofield et al. (2006) 

and Hendrick et al. (2007) by incorporating a photochemical model in the forward modelling of 

the inversion problem. Therefore in the stratospheric retrievals, a chemical-climate model (UM-

UKCA, details presented in Section 3.4) was used to define the a priori set of profiles. 

For the tropospheric retrievals, a two-step approach for the retrieval of tropospheric aerosol and 

trace gas profiles from MAX-DOAS spectra (Frieß et al., 2011) was followed. First, aerosol 

extinction profiles were retrieved from the measured O4 dSCDs in the lowermost 4 km of the 

atmosphere on a 250-m vertical grid. In the second step, these aerosol extinction profiles served 

as a forward model parameter for the retrieval of BrO vertical profiles. The radiative transfer 
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model SCIATRAN2 (Rozanov et al., 2005) and the HeiPro (Frieß et al., 2011) OEM (see Section 

2.4.3) were used in this work for the tropospheric aerosol and BrO profile retrievals. As for the 

aerosol extinction profile retrievals, a vertical grid of 250-m resolution for the lowermost 4 km of 

the atmosphere was used for the BrO profile retrievals. Use of a finer grid of 50 m or 100 m did 

not have a significant impact on the results.  

The a priori BrO profile for MAX-DOAS profile retrievals was chosen as exponentially 

decreasing with altitude (with a scale height of 500 m or 1000 m depending on the condition of 

atmospheric stability: 500 m when a strong surface inversion was seen in the radiosonde data, 

1000 m for a weak inversion layer), and the surface VMR was set to 5 pptv for 4-5 April and 1 

pptv for 1-3 April. Like Peterson et al. (2015), the retrieved BrO profiles were found to be 

sensitive to the choice of scale height in the a priori profile, due to the limited degrees of 

freedom for signal (DOFS) in the MAX-DOAS retrieval.  The diagonal elements of the a priori 

covariance matrix, 𝐒a, were set to twice the values of the a priori VMR. The off-diagonal 

elements of the a priori covariance matrix were chosen to decrease exponentially with the 

distance between the layers (with a correlation length of 500 m) to improve the smoothness of 

the retrieved BrO profiles (Frieß et al., 2011). Except for the different vertical grid resolution and 

a priori profiles, other aspects of the MAX-DOAS profile retrievals in this work are identical to 

those of Frieß et al. (2011). 

3.1.3 Chemistry-Climate Model 

UM-UKCA is a global chemistry-climate model; its dynamical core is version 7.3 running in the 

HadGEM3-A configuration (Morgenstern et al., 2009). The UMUKCA-CheST version contains 

a comprehensive stratospheric chemistry scheme as well as a detailed tropospheric chemistry 

scheme, including isoprene chemistry. Tropospheric bromine chemistry was introduced based on 

the work in pTOMCAT (Yang et al., 2005; Yang et al., 2010). The bromine source includes on 

inorganic sea salt source from both the open ocean and the sea ice zone (from blowing snow 

(Yang et al., 2008)), and halocarbons from long-lived (e.g., CH3Br) and very short-lived 

substances (VSLSs, e.g., CHBr3 and CH2Br2) based on Warwick et al. (2006). The total amount 

of inorganic Bry (from both halocarbons and sea salt) in the stratosphere is about 20 pptv 

(Braesicke et al., 2013). A number of heterogeneous reactions on atmospheric particles 
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(including sulphate aerosols and polar stratospheric clouds) have been included in the model to 

account for inter-halogen (chlorine and bromine) reactivation as in the recent study by Braesicke 

et al. (2013)  and Yang et al. (2014). In the polar boundary layer, heterogeneous reactivation of 

inactive bromine on sulphate aerosols has been considered with sulphate field being monthly 

climatology data from the CLASSIC aerosol scheme (Johnson et al., 2010). There are no other 

reactivations within the snowpack or on aloft snow particles included in this study. The model’s 

horizontal resolution was 3.75° in longitude and 2.5° in latitude on an Arakawa-C grid. A hybrid 

sigma-geometric height coordinate was used to resolve the vertical range from the surface to ~84 

km on 60 levels. Since the scheme of blowing-snow SSA production and bromine release 

applied in this work has been described in detail by Yang et al. (2008; 2010), the main features 

of the blowing snow scheme is described only briefly here. 

3.1.3.1 Blowing-Snow Sea-Salt Aerosol Production 

The snow on first-year sea ice contains bromine salts. The blowing-snow bromine source 

included in the model arises when wind lifts the bromine-containing snow into the atmosphere 

(Yang et al., 2008). If the air is not saturated, water may sublime from the salty snow particles, 

which reduces their size and eventually leads to the formation of SSA. The amount of SSA 

produced in blowing snow is calculated based on the sublimation flux and the particle size 

distribution (Yang et al., 2008). Following Déry and Yau (1999; 2001), the blowing-snow 

sublimation flux is calculated by 

𝑄𝑠 =
𝑘𝐴′𝑄𝑠

′𝑞𝑏

𝑞𝑏0
  .                                                         (3.1) 

Here, Qs is the total sublimation flux, Q’s is a normalized column-integrated sublimation rate 

(mm day
-1

), k is a constant to converts Qs into units of kg m
-2

 s
-1

. A’ is a factor to describe the 

efficient of wind lifting, which depends on the age of snow (Li and Pomeroy, 1997; Box et al., 

2004). qb (kg kg
-1

) is the blowing snow mass mixing ratio under ambient conditions, and qb0 is 

the value under the threshold wind speed (6.975 m s
-1

, Déry and Yau, 2001). The Q’s is 

calculated by a fitting of wind speed and another parameter (which depends on the RH, heat 

conductivity, and vapour diffusion for sublimation; see Eq. 14 in Déry and Yau, 2001). In 
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general, Qs depends on a variety of factors including the surface wind speed and temperature, the 

RH of the air, and the age of the snow.  

The total sea salt production rate can be calculated by 

𝑄𝑠𝑒𝑎𝑠𝑎𝑙𝑡 =
𝑄𝑠

1000
∬ 𝑓(𝑑𝑖)𝜍𝜓(𝜍)𝑑(𝑑𝑖)𝑑𝜍
∞

0
 .                                   (3.2) 

Here, di is the snow particle diameter, f(di) is the size distribution function of the suspended 

particles in blowing snow events (Budd, 1966; Schmidt, 1982), ς is the snow salinity in units of 

practical salinity units (psu), and ψ(ς) is the salinity frequency distribution function (Sander et al., 

2003; Yang et al., 2008). 

3.1.3.2 Bromine Release from Sea Salt Aerosol 

In this blowing-snow induced ODE simulation, the bromine release flux (QBr, which is in unit of 

kg m
-2

 s
-1

) is calculated by 

𝑄𝐵𝑟 =
𝑅𝑎

1000
∑ DF(𝑑𝑑𝑟𝑦)𝑓(𝑑𝑖)𝑄𝑠𝜍𝑖               .                           (3.3) 

Here, Ra is the mass ratio of Br to NaCl in sea salt, ddry the corresponding dry sea salt diameter 

(Yang et al., 2008), DF(ddry) is a nonlinear size-dependent bromine depletion function, which 

derived from the observation dataset (Sander et al., 2003). For example, DF reaches its 

maximum value of about 0.4 at ddry = 1.3 μm, and drops to about 0.1 at ddry = 10 μm (Yang et al., 

2008). Following Yang et al. (2008; 2010), in this work, only SSA with ddry less than 10 μm is 

treated as bromine source.  

In general, a large sublimation flux is expected with low RH and high wind speed condition, and 

in consequence this leads to high SSA production and bromine release flux in the model (Yang et 

al., 2008).  

3.1.4 Complementary Datasets 

In addition to the instruments at Eureka (PEARL-GBS, ozonesondes, radiosondes, and MMCR), 

several other datasets were employed in this study: the GOME-2 satellite tropospheric BrO 

columns (Begoin et al., 2010; Blechschmidt et al., 2016), the Hybrid Single-Particle Lagrangian 
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Integrated Trajectory (HYSPLIT) model (Draxler and Hess, 1998; Draxler et al., 2014), the 

European Centre for Medium-Range Weather Forecasts (ECMWF) interim meteorological data 

(ERA-Interim  data) (wind speed, boundary layer height, and large-scale snow-fall) (Dee et al., 

2011), the National Snow and Ice Data Center (NSIDC) data (sea-ice age and snow depth over 

sea-ice) (Kurtz et al., 2012), and the UM-UKCA chemistry-climate model (Morgenstern et al., 

2009; Yang et al., 2014).  

The GOME-2 data used in this paper are described in detail by Blechschmidt et al. (2016). In 

short, tropospheric BrO partial columns (VCDtropo) were obtained based on Begoin et al. (2010) 

for deriving total slant column densities of BrO using the DOAS method (336-347 nm fitting 

window (Afe et al., 2004)) and on Theys et al. (2011) for stratospheric correction. Stratospheric 

vertical column densities of BrO were estimated using the Theys et al. (2011) climatology of 

stratospheric BrO from the BASCOE (Errera et al., 2008; Viscardy et al., 2010) chemical 

transport model and NCEP/NCAR Reanalysis 1 (Kalnay et al., 1996) thermal tropopause 

heights. A sensitivity study showed that the GOME-2 VCDtrop used in this study has a moderate 

sensitivity to the stratospheric BrO column assumed during the BrO event. A variation in the 

VCDstrat of 15-30% leads to a change in VCDtrop of about 0.5 to 1×10
13

 molec cm
-2

,
 
respectively. 

The BrO VCDtrop doesn’t vary much with time, as the stratospheric column only varies between 

about 2.9 to 3.4×10
13

 molec cm
-2 

over the time period studied. Note that dynamical tropopause 

heights derived from Weather Research and Forecasting (WRF) (Skamarock et al., 2008) 

simulations are used in Blechschmidt et al. (2016) instead of NCEP tropopause heights. 

Comparison of the GOME-2 data used in the present study and the one by Blechschmidt et al. 

(2016) for the time period up to 2 April 2011 showed a minor effect of the different tropopause 

data on the data analysis. The influence of clouds on the GOME-2 BrO retrievals for the time 

period 31 March to 2 April 2011 and implications on studying the bromine explosion event using 

the GOME-2 data are discussed in detail in Blechschmidt et al. (2016). 

To explore the history of the bromine-enriched airmass and the source region of the bromine 

explosion event, the GOME-2 data along with HYSPLIT back-trajectories were examined. Since 

bromine explosion events are known to occur in windy conditions over first-year sea ice regions 

(Abbatt et al., 2012), the ERA-Interim  data and sea-ice information over the Beaufort Sea were 

investigated, including snow depth data from the Advanced Microwave Scanning Radiometer-
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Earth Observing System (AMSR-E) aboard the Aqua satellite (Comiso et al., 2003), and Arctic 

sea-ice age data from the NSIDC. 

3.2 Results and Discussion 

3.2.1 BrO and Aerosol Vertical Profiles 

For the stratospheric BrO profile retrievals, Figure 3.3a shows the ZS-DOAS measured and fitted 

BrO dSCDs on 4 April 2011 PM. The retrieved BrO profiles at various SZAs (which differ due 

to the strong diurnal variation of BrO) on 4 April PM are shown in Figure 3.3b along with the a 

priori profiles from the UM-UKCA chemistry-climate model hourly runs. The averaging kernels 

for this retrieval are a function of both altitude and time (SZA), which means each element of the 

state vector has a  two-dimensional averaging kernel (Schofield et al., 2004b). The profile (at 74° 

SZA) has DOFS of 1.75. The averaging kernels (not shown) indicate that the retrieved profile is 

more sensitive to the stratosphere, and the tropospheric part of the retrieved profile is mostly 

determined by the a priori information. The shape and magnitude of the stratospheric BrO 

profiles before and during the bromine explosion event provides some insight into whether the 

descent of stratospheric BrO was the source of tropospheric BrO enhancement as discussed in 

Section 3.2.3. 

 

Figure 3.3: (a) ZS-DOAS measured and fitted BrO dSCDs and corresponding residuals at Eureka on 4 

April 2011 PM; (b) BrO profiles retrieved from ZS-DOAS data at various SZAs on 4 April 2011 PM. 

Solid lines indicate retrieved profiles, and dashed lines indicate a priori profiles (generated from the UM-

UKCA chemistry-climate model). Note: These dSCDs are relative to local solar noon on 4 April. 



 

73 

 

 

 

Figure 3.4: (a) MAX-DOAS aerosol extinction profiles and (b) MMCR reflectivity from 1-5 April 2011. 

Note that the MAX-DOAS only works during sunlit conditions (SZA < 86°), while the MMCR works 

continuously. 

As mentioned in Section 3.1.1, the tropospheric aerosol and BrO profiles were retrieved using 

MAX-DOAS data. First, the aerosol extinction profiles with MMCR reflectivity data and local 

meteorological records were compared at the Eureka Weather Station. Figure 3.4 shows the 

direct comparison of MAX-DOAS aerosol extinction profiles with MMCR reflectivity profiles 

for the lowermost 4 km of the atmosphere. The MMCR data are more sensitive to cloud rather 

than fine aerosol particles, however, high values of extinction and reflectivity were consistently 

observed by the two instruments from 3-4 April 2011, indicating low visibility conditions (light 

falling snow is found in MMCR Doppler velocity data, not shown). In this blowing-snow-

initialized event, cloud cover was observed from the surface to ~3 km altitude by the MMCR. 

The meteorological record at the Eureka Weather Station (10 m above sea-level, 15 km away 

from the PEARL Ridge Lab) showed a combination of drifting snow, falling snow, and ice 

crystal conditions on 3-4 April. Meanwhile, the visibility was down to 1.5-4 km, consistent with 

the MAX-DOAS aerosol extinction near surface being as high as 1.1 km
-1

, corresponding to a 
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visibility of about 3.5 km. Figure 3.4 shows that low aerosol extinction and low reflectivity were 

observed on 1 and 5 April, indicating clear-sky conditions on those days. The visibility record at 

the Eureka Weather Station was 15 km on 5 April, consistent with the MAX-DOAS aerosol 

extinction measurements (~0.2 km
-1

). The clear-sky conditions on 5 April are ideal for the MAX-

DOAS BrO profile retrievals (Frieß et al., 2011).  

Averaging kernels for MAX-DOAS aerosol extinction and BrO profile retrievals on 4 and 5 

April PM are shown in Figure 3.5. The averaging kernels for the aerosol retrieval indicate higher 

sensitivity to upper layers during clear-sky conditions (5 April) than during low visibility 

conditions (4 April), consistent with the results in Frieß et al. (2011). Since the averaging kernels 

for the BrO retrieval show little sensitivity above 2 km especially under low visibility conditions, 

the retrieved mixing ratio above 2-3 km was constrained tightly to the a priori. The DOFS 

represent the number of independent pieces of information that can be retrieved from the MAX-

DOAS measurements. Due to the absence of near-horizon measurements in the MAX-DOAS 

scanning sequence (6°, 8°, 10°, 15°, and 30°), the DOFS for BrO profile retrievals increased 

from 1.1 during low-visibility conditions on 4 April only to 1.5 in clear-sky conditions on 5 

April. The DOFS in low-visibility conditions is similar to that reported by Frieß et al. (2011) 

(1.0), which indicate the retrieved MAX-DOAS profiles in the low-visibility conditions are 

effectively just a scaling of the a priori profile. The clear-sky DOFS in this work is lower than 

that reported by Frieß et al. (2011) and Peterson et al. (2015) (2.1 and 2.0 respectively), who both 

used scanning sequences of 1, 2°, 5°, 10°, and 20. To illustrate the different sensitivity for 1 

and 6 elevation angle measurements, box-AMFs (Wagner et al., 2007) were modelled for 1, 6, 

and 90 elevations for Arctic springtime condition (see Appendix B). The retrieved MAX-DOAS 

BrO profiles are shown and discussed in detail in Section 3.2.4, along with the modelled BrO 

profiles. 
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Figure 3.5: MAX-DOAS 0-4 km averaging kernels for 4 and 5 April 2011 PM. (a) and (b) for aerosol 

extinction retrievals; (c) and (d) for BrO retrievals. 

3.2.2 Comparison with GOME-2 

To assess the ground-based BrO measurements, a comparison of retrieved DOAS BrO columns 

with GOME-2 BrO tropospheric vertical column density (VCDtropo) was performed. The ground-

based VCDtropo (not shown here) was generated by the integration of BrO profiles using the 0-4 

km altitude profiles from MAX-DOAS and 4-8 km from ZS-DOAS. The two DOAS 

measurements generally sample different airmasses, with the combined tropospheric product 

having a horizontal sampling distance of less than 20 km, which is more local than GOME-2. 

Thus only the satellite pixels over Eureka (approximately within a distance of 45 km from 

Eureka) were used in the comparison. 

During the bromine explosion event, the 4-8 km partial columns only contribute 1-4% of the 

ground-based BrO VCDtropo
 
(note that due to the limited vertical sensitivity at these altitudes, this 

contribution consists of a priori information). Therefore, in Figure 3.6, the GOME-2 BrO 
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VCDtropo products are directly compared with the MAX-DOAS 0-4 km partial columns. Figure 

3.6a shows the GOME-2 BrO VCDtropo (approximately 0-8 km partial column, with the 

tropopause heights used in the satellite retrieval adapted from NCEP/NCAR Reanalysis 1 data) 

and the MAX-DOAS 0-4 km partial columns on 4-5 April 2011 agreed within error bars during 

the days with enhanced BrO. Figure 3.6b shows GOME-2 versus MAX-DOAS BrO VCDtrop 

with 100 min coincident criterion for five days of measurements. The weighted linear regression 

accounting for MAX-DOAS and GOME-2 measurement errors indicates that GOME-2 

measurements are highly correlated (R = 0.79) with the MAX-DOAS measurements with a slope 

of 1.02 and offset of 7.0×10
12

 molec cm
-2

. Changing the coincident time to 20 min provides 

comparable results with R = 0.74, but with fewer coincident measurements (14 vs. 9).  

 

Figure 3.6: (a) Time series of BrO tropospheric partial column densities (VCDtrop) from PEARL-GBS 

MAX-DOAS (0-4 km altitude) and GOME-2 (approximately 0-8 km altitude, full troposphere) within 45 

km of Eureka. (b) GOME-2 versus MAX-DOAS tropospheric BrO partial column densities. MAX-DOAS 

error bars are total retrieval error, based on Frieß et al. (2011). GOME-2 error bars are systematic error, 

estimated based on Theys et al. (2011). 

The retrieval errors for the ground-based and satellite DOAS BrO measurements on a clear day 

(5 April 2011) are smaller than those under low visibility conditions (4 April 2011); the ground-

based MAX-DOAS BrO partial column density mean retrieval error on 5 April 2011 was 11.1%, 

while the error on 4 April 2011 was 21.6%. In general, the MAX-DOAS retrieval errors 

(statistical dSCD error, a priori error, and retrieved VCD error) are consistent with those of Frieß 

et al. (2011). 
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3.2.3 History of the 2011 Bromine Explosion Event 

The air-mass history related to the local BrO enhancement at Eureka can be examined based on 

the analysis of back-trajectories and model results. In Figure 3.7, HYSPLIT six-day back-

trajectories ending at Eureka at 00:00 UTC on 4 April 2011 are shown at six different altitudes 

(100 m, 600 m, 1 km, 2 km, 3 km, and 4 km). The back-trajectories confirmed that the high BrO 

airmass observed at Eureka on 4 April was over the Beaufort Sea on 31 March 2011. In addition, 

the trajectories showed a strong uplift of the lower tropospheric air to the middle troposphere 

inside the cyclone from 31 March to 1 April, consistent with the vertical transport of boundary 

layer bromine up to the free troposphere by frontal lifting described in Blechschmidt et al. (2016) 

(more evidences of the cyclone is provided in Section 4.3.1). 

 

Figure 3.7: HYSPLIT six-day back-trajectories for Eureka (80.05°N, 86.42°W), ending at 00:00 UTC on 

4 April 2011. 
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Blechschmidt et al. (2016) investigated the meteorological conditions during this bromine 

explosion event over the Beaufort Sea observed by GOME-2 and concluded that the bromine 

plume was most likely confined to the lowest 3 km of the atmosphere from 31 March to 2 April. 

Maps of GOME-2 tropospheric BrO from 28 March to 5 April 2011 (see Figure 3.8) suggest that 

a bromine-enriched cyclone was generated on 31 March (the cyclone itself arrived at the 

Beaufort Sea on 30 March), and then moved eastward and passed over Eureka during the next 

four to five days. While the maximum BrO VCDtrop decreased from ~1.5×10
14

 molec cm
-2

 (31 

March) to ~7×10
13

 molec cm
-2

 (4 April) when the plume arrived at Eureka, it still exceeded the 

background BrO VCDtrop (1-2×10
13

 molec cm
-2

).  

Figure 3.9a shows that the bromine explosion event source region over the Beaufort Sea was 

covered by first-year sea ice during the third week of March, while Figure 3.9b shows that the 

same region was also covered by deep snow (~ 25-35 cm) from 31 March to 4 April.  The 10-

metre wind gust and boundary-layer height from ERA-Interim data are used to investigate the 

meteorological conditions in the bromine explosion source region.  The ERA-Interim data show 

that on 1 April, the wind speed in the cyclone increased to 24 m s
-1

 (Figure 3.10a), and the 

boundary layer height increased to 800 m (Figure 3.10b). This is strong enough to lift salty snow 

particles into the air (Jones et al., 2009) and accelerates multiphase chemical reactions (R1-R4) 

on them to release bromine (Yang et al., 2008; Yang et al., 2010). This is discussed in detail in 

Section 3.4. The size of airborne snow grains could change by sedimentation and sublimation 

processes during the transport, and these processes could produce small aerosol particles, which 

can be lifted to higher altitudes and transported over larger distances (Pomeroy et al., 1997). 

Choi et al. (2012) show a similar comma-shaped bromine plume (maximum BrO VCDtrop 

~8×10
13

 molec cm
-2

) with wind speed (~9 m/s) on 19 April 2008 over the Chukchi Sea with an 

increased boundary layer height to 500 m and a weak surface temperature inversion. The 

strength of the low-pressure system in the present study is stronger than the one reported by Choi 

et al. (2012), which makes the deep vertical mixing and long-range transport more likely. When 

the bromine plume arrived over Eureka on 3-4 April, high aerosol extinction values were also 

observed by MAX-DOAS (see Figure 3.4). Thus the sea salt aerosol could play an important role 

in this event, contributing to the persistence of the bromine plume for ~six days (from 31 March 

to 5 April), while it was transported eastward for ~1,800 km.  
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Figure 3.8: GOME-2 BrO VCDtrop (×10
13

 molec cm
-2

) north of 70°N from 28 March to 5 April 2011. The 

location of Eureka is indicated by the black square on each panel.  
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Figure 3.9: Sea-ice and snow information. Eureka is indicated by the yellow star in both figures and the 

Beaufort Sea is indicated by the red box. (a) Arctic sea-ice age during the third week of March 2011. 

Figure adapted from NSIDC (Image courtesy of J. Maslanik and C. Fowler, and the NSIDC, University of 

Colorado, Boulder). (b) AMSR-E on Aqua snow depth over ice data, averaged from 31 March to 4 April 

2011. Note that the Beaufort Sea was covered by ~30 cm snow during this period. Figure adapted from 

NASA Distributed Active Archive Center at NSIDC 

(http://nsidc.org/data/amsre/data_summaries/index.html).  

 

Figure 3.10: ERA-Interim  data over the Beaufort Sea (indicated by the red box) for 00:00 UTC on 1 

April 2011. (a) wind gust; (b) Boundary layer height. Eureka is indicated by the yellow star in both 

figures. 
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ERA-Interim data and radiosondes indicated that the tropopause height at Eureka decreased from 

~8.5 km to ~7 km with the arrival of this low-pressure system. Low-pressure systems are known 

to contribute to the transport of BrO plumes over large distances  (Begoin et al., 2010). 

Investigation of the cloud information (not shown here) from the Moderate Resolution Imaging 

Spectroradiometer (MODIS) were made. The cloud images show that the front arrived late on 3 

April at Eureka, which is consistent with the MAX-DOAS and satellite BrO retrievals shown in 

Figure 3.6. MODIS images further indicate that the front either passed or dispersed during the 

following two days, while the measured tropospheric BrO levels were still high over Eureka.  

 

Figure 3.11: Tropospheric ozone profiles above Eureka (the inset panel shows 0-2 km). Solid lines (as 

indicated in the legend) show ozonesonde measurements on 25 March (23:15 UTC), 27 March (23:15 

UTC), 4 April (6:52 UTC), and 6 April (3:42 and 20:00 UTC) 2011, the shaded regions represent the 1-

sigma uncertainty envelope. The dashed lines with circles show the UM-UKCA modelled ozone profiles 

for 25 March (23:00 UTC), 27 March (23:00 UTC), 4 April (7:00 UTC), and 6 April (4:00 and 20:00 

UTC) 2011. 

During the days when the bromine plume was passing over Eureka, no evidence for the intrusion 

of stratospheric BrO into the free troposphere was found. As described in Section 3.2.2, the 4-8 

km BrO partial column only contributed ~1-4% of the BrO VCDtrop during this time (comprised 

of a priori information). Ozonesonde profiles in Figure 3.11 show that stratospheric ozone 
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(ozone VMR > 100 ppbv) descended from ~8 km to ~7 km on 4 and 6 April, consistent with a 

small decrease in the tropopause height. The relative humidity profiles measured by radiosondes 

from 1-6 April also indicated no stratospheric intrusions (characterized by very low relative 

humidity) into the troposphere (Figure 3.12).  Figure 3.12a and b shows that the temperature 

profiles were strongly inverted in the lowest ~500 m both before and after the bromine explosion 

event, but that the inversion weakened from 3-4 April when the wind speed increased (7 m s
-1

). 

The high wind conditions favoured the destruction of the surface inversion layer over Eureka 

from 3-4 April, thus the boundary layer was not stable, consistent with the potential temperature 

profiles in Figure 3.12c and d. This reduction of atmospheric stability over Eureka is the result of 

the cyclone and its much higher wind speed (24 m s
-1

 over the Beaufort Sea), and was involved 

in the vertical distribution of the BrO plume from the surface to ~2 km altitude (details are 

discussed in Section 3.2.4.2). The role of wind speed and near-surface temperature in BrO 

vertical mixing is also reported by Peterson et al. (2015).  

 

Figure 3.12: Eureka radiosonde data from 1 to 6 April 2011, with launch times (UTC) indicated in the 

legends. Upper panels: 1-3 April, lower panels: 4-6 April. (a) and (b) temperature; (c) and (d) potential 

temperature; (e) and (f) relative humidity; (g) and (h) wind speed. Note: Panel (c) and (d) shows altitude 

range from 0-1 km. 
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In summary, this bromine explosion event observed at Eureka during relatively low wind speeds 

was initiated by strong winds in a cyclone over the Beaufort Sea, and the transported bromine 

plume was subsequently coupled to local production/recycling over Eureka under stable shallow 

boundary layer conditions (this is further discussed in Section 3.2.4). 

3.2.4 Comparison with a Chemistry-Climate Model 

In this work, the nudged version of the UM-UKCA model was used, which was driven by ERA-

Interim data. Figure 3.13 shows the modelled tropospheric BrO column over the Arctic region 

from 30 March to 6 April 2011. The model captured the bromine plume, which was generated 

over the Beaufort Sea on 30 March and also its propagation towards Eureka in the following 

days, although the maximum modelled BrO VCDtrop (~9×10
13

 molec cm
-2

) over the Beaufort Sea 

was not as large as that observed by GOME-2 (~1.5×10
14

 molec cm
-2

). In particular, the 

measured and modelled vertical profiles of BrO over Eureka have been compared for the first 

time, and despite the differences in timing and absolute concentrations, the general features of 

this bromine explosion are captured by the model, especially the height of both the BrO layer 

and the ozone-depleted layer.  

 

Figure 3.13: UM-UKCA modelled tropospheric BrO (daily maximum value) for north of 60°N from 30 

March to 6 April 2011. The location of Eureka is indicated by the black circle on the panels. 
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3.2.4.1 Ozone Vertical Profile Comparison 

To evaluate the model, the modelled ozone profiles with ozonesonde measurements were 

compared first. One strong surface ozone depletion event was found in both the observations and 

the model on 4-6 April 2011. Figure 3.11 shows the ozone profiles over Eureka from ozonesonde 

measurements and the UM-UKCA model.  

 

Figure 3.14: UM-UKCA modelled O3 and BrO profiles for 1 to 6 April 2011 (UTC) over Eureka. The left 

column (panels a, b, and c) shows runs with a low bromine release flux, the right column (panels d, e, and 

f) shows runs with a high bromine release flux. (a) and (d) 0-4 km ozone profiles; (b) and (e) 0-4 km BrO 

profiles; (c) and (f) 0-1 km ozone profiles with 1 ppbv mask. Note: To show the detailed structure of the 

modelled bromine plume and ozone vertical structures, the colour scale for panel (e) is different from 

panel (b), and the altitude range for panels (c) and (f) is 0-1 km.  
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The model underestimates the boundary layer ozone over Eureka on 25 and 27 March before the 

ozone depletion event occurred. However, on 4 April, measured ozone was depleted to 0.5-1.3 

ppbv from 10-720 m altitude at 6:52 AM UTC, and the modelled surface ozone VMR at 7:00 

AM UTC also dropped to ~1 ppbv for the lowermost 400 m. The UM-UKCA model captured the 

whole bromine explosion event in this period with one-hour time resolution, revealing that the 

surface ozone depletion (Figure 3.14a) was associated with the surface bromine surge (Figure 

3.14b). In the modelled ozone profiles shown in Figure 3.14a, the surface ozone depletion over 

Eureka starts during 3 April, and lasts for the next three days, which is consistent with the low 

surface ozone measured by ozonesondes on 4 and 6 April (see Figure 3.11). 

3.2.4.2 BrO Vertical Profile Comparison 

The tropospheric BrO profiles retrieved by applying the OEM to the MAX-DOAS data as 

described in Section 3.1.2 reveal that a bromine plume was over Eureka from late on 3 April to 5 

April (see Figure 3.15a). The UM-UKCA model BrO is compared on the same colour scale in 

Figure 3.15b. The modelled BrO also shows an increase from 3 to 5 April with similar temporal 

and spatial structure to that of the measured plume. Figure 3.16 shows scatter plots of UM-

UKCA model BrO partial columns (0-4 km) versus MAX-DOAS measurements. The MAX-

DOAS data are hourly averages for the same time bins as the model. The model shows the best 

agreement with measurements on 4 April, with fitted slope = 0.84 and R = 0.75 (see Figure 

3.16c). However, the modelled bromine explosion event started a half day earlier than seen in the 

observations (see Figure 3.15b). On 5 April, the modelled BrO decreased faster than the 

measurements; when the latter still showed ~20 pptv BrO VMR in the boundary layer, the model 

value dropped to ~5 pptv (see Figure 3.16d). However in general, the bromine explosion event 

initialized by blowing snow over the Beaufort Sea was captured by the UM-UKCA model. 

Although UV-visible DOAS measurements are sensitive to the visibility and Frieß et al. (2011) 

reported that MAX-DOAS measurements could overestimate BrO concentration during low 

visibility events (surface aerosol extinction > 0.5 km
-1

), this case study shows BrO enhancements 

under both clear (surface aerosol extinction ~ 0.1 km
-1

) and low visibility (surface aerosol 

extinction ~0.6 km
-1

) conditions (see Figure 3.4). Moreover, the comparison between the ground-

based and GOME-2 satellite BrO VCDtrop shows good consistency during those five days, giving 
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confidence in the magnitude of the measured BrO. Taking all of these factors into consideration, 

the model clearly underestimated the BrO concentration. 

 

Figure 3.15: (a) MAX-DOAS tropospheric BrO profiles measured at Eureka; (b) UM-UKCA modelled 

tropospheric BrO profiles over Eureka on the same colour scale as (a). Note: the modelled BrO in Figure 

3.15b is the same as in Figure 3.14b. Figure 3.15 highlights the lowest 2 km, and uses a different colour 

scale for comparison with the MAX-DOAS measurements.  

 

Figure 3.16: UM-UKCA modelled BrO partial columns (0-4 km) versus MAX-DOAS measurements at 

Eureka. All scatter points are colour coded by time, in hours since 1 April 00:00. Data are shown for: (a) 

1 to 5 April (the complete data set), (b) 3 April, (c) 4 April, and (d) 5 April. 
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To investigate the difference between the model and measurements, a sensitivity experiment 

with two different calculations for bromine release fluxes in the UM-UKCA model was 

implemented (see Figure 3.14). The bromine release fluxes were calculated by a complex 

function of the sea-salt bromine depletion factor, wind speed at 10 m, air temperature, relative 

humidity, snow age, and snow salinity (Yang et al., 2008). In the high bromine release flux run, a 

larger sea-salt bromine depletion factor was selected, following Breider et al. (2010); and in the 

low bromine release flux run, a smaller sea-salt bromine depletion factor was selected, following 

Yang et al. (2008). These two factors were derived from the same field observations dataset 

compiled by Sander et al. (2003), and the difference was caused by the limited total number of 

samples in the dataset (the higher factor is the median value of the factors in the samples; the 

smaller factor is the mean value). The difference in the sea-salt depletion factors thus resulted in 

a difference in bromine release fluxes from sea salt by a factor of 2-3 in the source region (Yang 

et al., 2010). 

In Figure 3.14, the modelled ozone and BrO profiles from 1-6 April 2011 are compared. As seen 

in the first row of the figure (Figure 3.14a and d), the ozone profiles look similar for these two 

model runs using low and high bromine fluxes. Unexpectedly, the model results using the high 

bromine flux run did not produce 2-3 times larger surface BrO VMR values compared to the low 

bromine flux run (see Figure 3.14b and e), but instead revealed an “uplift” of the very high value 

BrO plume (~30 pptv) in the upper boundary layer; and a reduction in BrO (< 5 pptv) below that 

height (~600 m) (see Figure 3.14e). In the high flux run, more bromine was initially introduced 

into the system, resulting in lower ozone concentrations, while the stable boundary layer limited 

the dynamical entrainment of ozone-rich air from aloft into the boundary layer. Thus BrO 

production through reaction R3 was lowest during these near-zero ozone concentrations in the 

boundary layer and caused the decreased surface BrO VMR (compared to the low bromine flux 

run), similar to another case observed in Barrow by Helmig et al. (2012). To show this more 

clearly, Figure 3.14c and Figure 3.14f show ozone profiles with a 1 ppbv mask applied.  

The sensitivity experiment reveals that the surface ozone depletion is more severe in the high 

bromine release flux run than in the low flux run, while the surface BrO is a result of a complex 

combination of local photochemistry (related to the ozone as well as BrO production and loss) 

and boundary layer dynamics (for example, wind pumping over the snowpack, venting and 
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mixing of chemical compounds through the boundary layer, and varying boundary layer height). 

The sensitivity experiment and ozonesonde data reveal that this bromine explosion event was 

accompanied by very low concentrations of ozone, which complicates the relationship between 

total reactive halogen production (BrOx = Br + BrO) and BrO. For this reason, in the absence of 

more frequent ozonesonde measurements and/or more intensive modelling (high temepral and 

spatial resolution), it is difficult to achieve quantitative agreement between the BrO peak mixing 

ratio observed by MAX-DOAS and that modelled. The fastest loss of BrO is by photolysis, 

which varies diurnally, and when ozone is relatively high, the fastest loss of Br is via reaction 

R3. The break-even point where half of BrOx is present as BrO is a few ppbv of ozone, and is 

also dependent on the photolysis rate JBrO. Thus, at 1 ppbv O3 or less, most of the reactive 

halogens are not BrO and the amount of BrO is highly sensitive to the actual O3 level, which is 

only observed twice per day in this study. BrO is also sensitive to JBrO, and the data in Figure 

3.15 show morning and afternoon peaks of BrO with a near-noon dip on 4 and 5 April. That 

could be due to increased JBrO near noon partitioning BrOx away from BrO. In general, when 

ozone mixing ratios are high (a few pbbv), BrO is a robust indicator of halogen activation and is 

less dependent on the amount of ozone present.  However, for the case observed here, with very 

little ozone, infrequent measurements, and varying solar illumination, it is difficult for the model 

to capture the measured BrO. The meteorology also plays an important role in the vertical 

distributions of BrO and ozone in the Arctic (Stutz et al., 2011; Peterson et al., 2015), creating an 

additional challenge for accurate modelling of BrO.  

The differences between the model and measurements may also be due to several other factors. 

First, the horizontal sampling length of MAX-DOAS is dependent on wavelength and aerosol 

optical thickness, but its spatial coverage can be estimated based on simple geometric 

considerations. In this case study, the bromine layer extended to approximately 2 km and the 

lowest viewing elevation angle was 6°, and thus the MAX-DOAS effective spatial sampling was 

within 20 km (as discussed in Section 3.2). However, the model grid box near Eureka was about 

72 km × 278 km (3.75° longitude × 2.5° latitude). So the model output was an average of the 

BrO VMR over a much larger area than either the ground-based or satellite (GOME- 2 footprint 

size was about 40 km × 80 km) measurements. Second, the UM-UKCA model’s primary BrO 

source was mainly driven by wind speed, however, Figure 3.12 shows that 5 April was a calm 
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day. In Figure 3.12, the Eureka radiosonde data reveal a breakdown of the surface temperature 

inversion from 3-4 April and also show a recovery of the surface temperature inversion and calm 

wind conditions from 5-6 April. The ERA-Interim data show that the daytime boundary layer 

heights at Eureka dropped from 450 m to 200 m throughout 4-6 April (not shown here). Thus 

during these calm conditions on 5-6 April, a stable shallow boundary layer (~200 m during 

daytime) formed. The combination of the transported bromine and favourable meteorological 

conditions near Eureka triggered local activation or recycling of bromine. This is supported by 

the prolonged lifetime of the bromine explosion in the observations (surface ozone depletion 

lasted to the end of 6 April, as observed by ozonesondes) compared to the model prediction on 5-

6 April. Also, when the bromine plume entered the Canadian archipelago, the wind speeds 

decreased, which could cause increased sedimentation of saline aerosol on tundra snowpack, 

potentially enhancing the bromine regeneration scheme proposed by Pratt et al. (2013) and 

Toyota et al. (2014). However, none of these regeneration or recycling mechanisms are currently 

included in the chemical model. The modelled BrO has a clear diurnal cycle from 1 to 3 April. 

However this diurnal variation disappeared from 4 to 5 April due to the arrival of the bromine 

plume. The high nighttime BrO VMR on 4 and 5 April was the result of transport.  

In general, the model was able to simulate this bromine explosion event initiated by blowing 

snow and subsequently subjected to long-range transport. The differences between the model and 

measurements indicate that this event was not a simple case of transportation of a bromine 

plume, but was a combination of transportation and two different local recycling mechanisms for 

bromine. The first recycling mechanism involves airborne saline aerosol on low visibility days 

(which explains the high BrO VMR measurements relative to the modeled BrO on 3-4 April), 

and the second one involves shallow stable boundary layer conditions over surface snow or sea-

ice on calm clear days (which explains the prolonged lifetime of the bromine explosion event in 

the observations compared to the model on 5 April). This work supports the idea of Jones et al. 

(2009) that two sets of environmental conditions favour ODEs: high wind/blowing snow and low 

wind/stable boundary layer. Furthermore, this work demonstrates that both blowing snow and 

stable boundary layer mechanisms should be included in halogen-related chemistry-climate 

models. 
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3.2.5 Bromine and Ozone along the Trajectories 

Additional backward trajectories (Figure 3.17) were simulated with an ending time of 12:00 

UTC on 4 April (12 hours later than those shown in Figure 3.7, which were used to simulate the 

arrival of the bromine plume).  

 

Figure 3.17: HYSPLIT six-day back-trajectories for Eureka (80.05°N, 86.42°W), ending at 12:00 UTC on 

4 April 2011. 

The UM-UKCA model shows the highest BrO VMR near 12:00 UTC. The modelled BrO and 

ozone VMR values from the high bromine release flux run were extracted and plotted on top of 

the trajectories as shown in Figure 3.18. High BrO VMR (>12 pptv) along the 100 and 600 m 

trajectories can be seen in Figure 3.18 (a, c). However, the BrO VMR decreased to less than 2 

pptv before the plume arrived at Eureka. The ozone VMR along the 100 and 600 m trajectories is 

consistently low (in the 1-2 ppbv range) from the Beaufort Sea to Eureka. The ozone VMR along 

the 2000 m trajectory is around 30 ppbv (close the normal background value) indicating that the 

bromine plume was transported below this altitude. Figure 3.19 shows the time series of 

modelled BrO and ozone VMRs along the trajectories, along with the local sunlight conditions as 

represented by the local SZA (in cloud-free condition, SZA is negatively correlated with sunlight 

intensity). For example, the decreased BrO VMR at point A in Figure 3.19a is due to extreme 
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low-ozone condition (< 1 ppbv); the decreased BrO VMR at point B is due to both extreme low-

ozone and lack of sunlight (SZA > 90). The high BrO VMR at point C is coincident with 

sunrise and sufficient ozone (although depleted, but > 1 ppbv). The strong anti-correlation of 

ozone and BrO VMRs is seen at point D. 

 

Figure 3.18: UM-UKCA modelled BrO (panel a-d) and ozone (panel e-h) VMR along the HYSPLIT 

trajectories shown in Figure 3.17. These BrO and ozone values are from the model run with high bromine 

release flux. 
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Figure 3.19: UM-UKCA modelled BrO and ozone VMR (left y-axis, BrO in pptv or ozone in ppbv) and 

solar zenith angle (SZA, right y-axis) along the HYSPLIT trajectories shown in Figure 3.17 at  (a) 100 m, 

(b) 600 m, (c) 1200 m, and (d) 2000 m. These BrO and ozone values are from the model run with high 

bromine release flux. 

A similar back-trajectory analysis was made for the low bromine release flux run as shown in 

Figure 3.20 and Figure 3.21.The general pattern of Figure 3.20 is similar to Figure 3.18, however 

the time series (Figure 3.21) reveals the differences between these two runs. For example, the 

BrO VMR at point A on Figure 3.21a is larger than the counterpart point on Figure 3.19a. This 

result is likely due to the non-depleted ozone in the low bromine release flux run. Another 

difference in the low bromine release flux run is seen for the point B on Figure 3.21b, which has 

the highest BrO VMR (near 50 pptv), while the counterpart point on Figure 3.19b has less than 

35 pptv. In general, these simulations confirm that the tropospheric BrO concentration is a result 

of a complex combination of local photochemistry related to ozone concentrations as well as 

sunlight conditions. 
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Figure 3.20: UM-UKCA modelled BrO (panel a-d) and ozone (panel e-h) VMR along the HYSPLIT 

trajectories shown in Figure 3.17. These BrO and ozone values are from the model run with low bromine 

release flux.  
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Figure 3.21: UM-UKCA modelled BrO and ozone VMR (left y-axis, BrO in pptv or ozone in ppbv) and 

solar zenith angle (SZA, right y-axis) along the HYSPLIT trajectories show in Figure 3.17 at  (a) 100 m, 

(b) 600 m, (c) 1200 m, and (d) 2000 m. These BrO and ozone values are from model run with low 

bromine release flux. 

3.3 Summary 

This chapter presented a bromine explosion event observed from 3 to 5 April 2011 at Eureka by 

ground-based and satellite instruments. This event involved transportation of a bromine plume 

~1800 km from the Beaufort Sea over three days with evidence of “unusual” (not a stable 

shallow boundary layer) meteorological conditions at the bromine source. During the initial 

formation of the bromine explosion, a strong cyclone developed over the Beaufort Sea, and the 

boundary layer height increased to three times its background level. Tropospheric and 

stratospheric BrO profiles and partial column densities at Eureka were retrieved from ground-

based MAX-DOAS and ZS-DOAS data. The DOAS BrO profiles, ozonesonde data, and 

radiosonde data reveal no evidence of a stratospheric intrusion over Eureka during the event. 

MAX-DOAS aerosol extinction profiles and MMCR reflectivity data indicate that this bromine 
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explosion event was observed at Eureka during both blowing snow and clear weather conditions. 

The MAX-DOAS tropospheric partial columns show good consistency with GOME-2 satellite 

data.  

The UM-UKCA chemistry-climate model successfully reproduced some of the main features 

(such as the vertical structure of the bromine plume) of this bromine explosion event after 

including a bromine source from blowing snow related to sea-salt production. The modelled 

ozone profiles on 4 and 6 April 2011 are consistent with ozonesonde data. Comparison between 

the model and measurements indicates that surface BrO is not only controlled by 

photochemistry, but also by local dynamics, which also influence ozone through vertical mixing, 

indicating the difficulties in simulating BrO concentrations. Further study of local meteorological 

conditions reveals that the boundary layer stability could have a significant effect on the surface 

BrO; a stable boundary layer may increase the likelihood of trapping a transported bromine 

plume and triggering local bromine release from the snowpack within the boundary layer, thus 

prolonging the duration of bromine explosion events, a process which is not currently included in 

chemical-climate models. This combination of observations and modelling confirms that both 

high wind/blowing snow and low wind/stable boundary layer are favourable environmental 

conditions for bromine explosion events, and in some cases, the combination of these two 

conditions will affect the lifetime of a bromine explosion event.  
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Chapter 4  

 Cyclone-Induced Surface Ozone and HDO Depletion 4

Following the work in Chapter 3, by using multiple ground-based and satellite datasets, two 

similar cyclone-induced induced surface ozone depletion events in Eureka were identified on 

March 2007 and April 2011. These two events were coincident with observations of HDO 

depletion, indicating that condensation and sublimation occurred during the transportation of the 

ozone-depleted airmass. Lidar and radar measured ice cloud (vapour and ice crystals) and aerosol 

when the ozone- and HDO-depleted airmass arrived over Eureka. For the 2007 event, an ice 

cloud layer was coincident with an aloft ozone depletion layer at 870 m height. The following 

shallow surface ODE after the ice precipitation is likely due to the deposition of bromine-

enriched particles onto the local snow pack. A global chemistry climate model and a global 

chemistry transport model were used to simulate the surface ozone depletion events. By 

implementing the latest surface snow salinity data that was collected in the Weddell Sea, the 

performance of the models improved. MERRA-2 global reanalysis model data and the 

FLEXPART particle dispersion model were used to study the link between the ozone and HDO 

depletion. 

4.1 Datasets 

In this study, ground-based, satellite, and model datasets were combined to produce a 

comprehensive picture of two ODEs. Ground-based UV-visible and infrared measurements were 

used to provide ozone column and δD respectively above Eureka. Ozone profiles measured by 

ozonesondes were used to identify surface ODEs. Lidar and radar data were used to identify the 

ice cloud and sea-salt particles. Satellite images from the MODIS were used to identify the 

location of the cyclone. 

4.1.1 Ozone Measurements 

Brewer spectrophotometers measure TCO using direct sunlight at four UV wavelengths (Kerr et 

al., 1981; Fioletov et al., 2005). The Brewer instrument is the WMO/GAW standard for total 

column ozone measurement (Kerr et al., 1981; 1988). Four Brewers have been deployed at the 
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Eureka Weather Station (EWS) by ECCC. Brewer no. 69 is an MKV single spectrophotometer 

(Adams et al., 2012b) located on the roof of the EWS main building. It was installed in 2004 and 

has recorded the longest Brewer dataset at Eureka. The current work uses TCO data from Brewer 

no. 69 analysed using the standard Brewer network operational algorithm (Kerr, 2002), with 

small changes to the analysis parameters due to the high latitude of the site. Normally, high-

quality Brewer TCO data need an ozone AMF less than 3 (Fioletov et al., 2000; Zhao et al., 

2016b). However, to cope with the low sun condition in the high-latitude spring, following 

Adams et al. (2012b), the ozone AMF threshold was increased to 5, which is acceptable under 

low ozone conditions and allows for more days with good data in the early spring. The 

uncertainty in Brewer TCO measurements is typically less than 1% (Fioletov et al., 2005), and 

for high-quality data (eg., AMF < 3) it is less than 0.6% (Zhao et al., 2016b).  

The EWS has records of ECC ozonesonde measurements since 1992 (Tarasick et al., 2016). 

Ozonesondes are launched from the EWS weekly year-round and daily during the intensive 

phase of the Canadian Arctic ACE/OSIRIS Validation Campaigns (2004-2016) (Kerzenmacher 

et al., 2005; Adams et al., 2012b). The well-calibrated ECC ozonesondes have 3-5% precision 

for total column and ~5-6% uncertainty for the 0-4 km ozone profile (Tarasick et al., 2016). The 

Brewer and ozonesonde datasets from 2006 to 2014 were used in this study.  

4.1.2 Water Vapour and HDO Measurements 

The CANDAC Bruker IFS 125HR is a FTIR that is part of NDACC. The Bruker 125HR was 

deployed at the PEARL Ridge Lab in 2006 (Batchelor et al., 2009). The Bruker 125HR provides 

measurements of multiple trace gases and water vapour (including H2O and isotopologues H2
16O, 

H2
18O, and HD16O) (Barthlott et al., 2017; Weaver et al., 2017). The tropospheric H2O and HDO 

used in the current study were generated as part of the MUSICA (MUlti-platform remote Sensing 

of Isotopologues for investigating the Cycle of Atmospheric water) project (Schneider et al., 

2016) and were used to calculate the δD values (see Section 1.2 Eq. 1.1). Schneider et al. (2016) 

reported the accuracy of the MUSICA δD product to be about 10‰.  

To further interpret the paired H2O-HDO observations, a method developed by Noone (2012) 

was adapted, which uses the change in δD relative to change in water vapour mixing ratio to 
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provide information about condensation, precipitation, and mixing process in the atmosphere. In 

general, the method is based on Rayleigh isotope fractioning model  (Rayleigh and Ramsay, 

1894; Jouzel and Merlivat, 1984)  

𝑑𝛿

1+𝛿
= (𝛼 − 1)

𝑑𝑞

𝑞
  ,                                                           (2) 

where α is the equilibrium isotopic fractionation coefficient, which depends on the temperature 

of the air parcel (Merlivat and Nief, 1967), and q is the water vapour mixing ratio of the airmass. 

The Rayleigh model can be applied to both liquid and solid phase formation. The basic 

assumption of the Rayleigh model is that the condensed phase is formed at isotopic equilibrium 

with the surrounding vapour and is immediately removed from the airmass after its formation. 

This is because droplets can be isotopically modified when evaporation occurs (Ehhalt et al., 

1963; Stewart, 1975; Jouzel and Merlivat, 1984; Rozanski et al., 1992; Noone, 2012). The 

Rayleigh model also assumes that during the formation of ice crystals, there is neither isotopic 

exchange with the surrounding vapour nor isotopic modification of the ice crystals during their 

subsequent fallout to the ground (Jouzel and Merlivat, 1984). The additional kinetic fractionation 

effect (Jouzel and Merlivat, 1984; Noone et al., 2013) of ice clouds formed in supersaturation 

conditions is not applicable for the present study (see Section 4.3). 

MUSICA water vapour isotopologue remote sensing data have two data types (Barthlott et al., 

2017). The type-1 data is best suited for tropospheric water vapour distribution studies that 

disregard isotopologues (e.g., comparison with radiosonde data, analyses of water vapour 

variability and trends, etc.). The type-2 data is designed for analysing moisture pathways by 

means of H2O-δD pair distributions. Thus the Bruker 125HR/MUSICA water vapour 

isotopologue type-2 data from 2006 to 2014 were used in the present study. Similar to the 

Brewer TCO dataset, the SZA filter of the water vapour isotopologue dataset has also been 

relaxed to expand the temporal coverage of dataset for these High Arctic conditions.  

4.1.3 Cloud and Aerosol Measurements 

MODIS on board the NASA Terra-1 satellite measures visible and thermal electromagnetic 

radiation. In this work, false colour images constructed using bands 2, 3, and 31 are used to 
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identify cyclonic polar low systems (http://modis.gsfc.nasa.gov). The Arctic High Spectral 

Resolution Lidar (AHSRL) and MMCR measurements were used to provide cloud and aerosol 

information. The AHSRL and MMCR were located at the Zero Altitude PEARL Auxilary 

Laboratory (0PAL), which is located at the northwest corner of the EWS site. The AHSRL was 

developed at the University of Wisconsin and deployed at Eureka from August 2005 to 2010. It 

has a frequency-doubled diode-pumped Nd:YAG laser at 532 nm (Bourdages et al., 2009), and 

measures the particle backscatter cross-section (βlidar) and circular depolarization ratio, which can 

be used to differentiate between spherical liquid droplets and crystalline particles. The MMCR 

(Shupe et al., 2010) has been deployed at Eureka since 2005. MMCR measures Doppler velocity, 

Doppler spectra, spectral width, and equivalent radar reflectivity for clouds, from which the 

particle backscatter cross-section (βradar) can be determined (Bourdages et al., 2009). Bourdages 

et al. (2009) proposed a method to categorise atmospheric particles and their mixtures by 

combining information from the lidar and radar measurements. They calculated a colour ratio 

defined as the ratio between the radar and lidar backscatter cross-sections 

𝑅𝑐𝑜𝑙𝑜𝑢𝑟 =
𝛽𝑟𝑎𝑑𝑎𝑟

𝛽𝑙𝑖𝑑𝑎𝑟
   .                                                             (3) 

The colour ratio is an average property for particles in a measurement volume, and is a good 

proxy for particle size (Bourdages et al., 2009). The MMCR measures reflectivity from 90 m to 

20 km in altitude, and is sensitive to volume backscatter cross-sections greater than 10
-14

 m
-1

 sr
-1

. 

Following Bourdages et al. (2009), an interpretation in terms of particle size is possible for the 

colour ratio in the range of 10
-9

 to 10
-3

, which corresponds to a particle size of about 10 to 150 

μm. This cloud ratio method cannot provide particle size information for fine and medium 

aerosol particles (radius less than 10 μm), but aerosol layers can be distinguished by βlidar smaller 

than 2×10
-5

 m
-1

 sr
-1

. In the present work, this colour ratio method was adapted to distinguish 

between aerosols, ice clouds, and ice crystals.  
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4.2 Models 

4.2.1 MERRA-2 

The second Modern-Era Retrospective analysis for Research and Applications (MERRA-2) is a 

NASA atmospheric reanalysis that begins in 1980. It replaces the original MERRA reanalysis 

(Rienecker et al., 2011) using an upgraded version of the Goddard Earth Observing System 

Model, Version 5 (GEOS-5) data assimilation system (Bosilovich et al., 2015; Fujiwara et al., 

2017).  MERRA-2 has a horizontal resolution of 0.625° in longitude and 0.5° in latitude. In the 

present work, vertical profiles of MERRA-2 ozone, temperature, pressure, and scaled potential 

vorticity (sPV, potential vorticity scaled in “vorticity units” to give a similar range of values at 

each level) (Dunkerton and Delisi, 1986; Manney et al., 1994; Adams et al., 2013) over Eureka 

were used. The profile data are on 72 model layers with 3-hour temporal resolution. 

4.2.2 pTOMCAT 

The Cambridge Parallelised-Tropospheric Offline Model of Chemistry and Transport 

(pTOMCAT) is a global 3-D chemistry transport model (CTM) (O'Connor et al., 2005; Yang et 

al., 2005). The forcing files for pTOMCAT are 6-hourly ERA-Interim data from ECMWF. 

Monthly sea-ice coverage and sea surface temperatures are taken from the Hadley Centre Sea Ice 

and Sea Surface Temperature (HadISST) dataset (Rayner et al., 2003). The model's horizontal 

resolution is 2.8° × 2.8° (longitude × latitude) with 31 vertical layers from the surface to about 

10 hPa at the top layer.  

A detailed process-based SSA scheme has been implemented in the model (Levine et al., 2014) 

based on the work of Reader and McFarlane (2003). Since the Levine et al. (2014) work, some 

updates have been introduced to the model, including improved precipitation, dry deposition 

velocities on snow for inorganic bromine species, and reduced snow salinity applied to the 

blowing snow (Legrand et al., 2016). Both open-ocean sourced and sea-ice sourced SSA (OO-

SSA and SI-SSA) are tagged in order to track their history. Both OO-SSA and SI-SSA are in 21 

size bins covering the range of 0.1-10 µm in dry radius (Rhodes et al., 2017). To study the 
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transport of the SSA in the present work, SI-SSA with dry radius at 0.25, 1, and 5 μm were used 

in the comparison with another particle dispersion model.  

The tropospheric bromine chemistry scheme in pTOMCAT is based on the work of Yang et al. 

(2005; 2010). The bromine source includes inorganic sea-salt from both the open ocean and the 

sea-ice zone (from blowing snow, Yang et al., 2008), and halocarbons from long-lived (e.g. 

CH3Br) and very short-lived substances (VSLSs, e.g. CHBr3 and CH2Br2) based on Warwick et 

al.  (2006). Heterogeneous reactions that reactivate inactive inorganic bromine species (such as 

HBr) to active Br radicals, on both atmospheric background particles (offline data taken from 

(Heintzenberg et al., 2000)) and on the SSA produced from sea spray and blowing snow (online 

calculated) have been included in this model integration. In general, the calculation of the 

bromine flux depends on the rate at which snow particles are lifted from the surface and 

subsequent sublimation (which depends on wind speed, temperature, relative humidity, and the 

age of snow) and the rate of bromine release from the suspended SSA (based on observed 

bromine depletion factors, snow salinity, etc.) (Yang et al., 2010). More details about the 

calculation of bromine release flux from blowing snow can be found in Zhao et al. (Zhao et al., 

2016a). The current work uses the transported SI-SSA information from pTOMCAT to make a 

direct comparison with ground-based measurements.   

4.2.3 UM-UKCA 

The United Kingdom Chemistry and Aerosols (UKCA) model is a global chemistry-climate 

model (CCM); its dynamical core is the Met Office Unified Model (UM) version 7.3 running in 

the HadGEM3-A configuration (Morgenstern et al., 2009). Details about the UM-UKCA have 

been described in Section 3.1.3. The UM-UKCA-CheST version contains a comprehensive 

stratospheric chemistry scheme as well as a detailed tropospheric chemistry scheme, including 

isoprene chemistry (this UM-UKCA-CheST version model will be referred as UKCA to simply). 

The model's horizontal resolution is 3.75° × 2.5° with 60 vertical layers from the surface to about 

84 km. A nudged UKCA version (forcing by ERA-Interim, the same meteorological fields as 

pTOMCAT) is used in this study. Tropospheric bromine chemistry was introduced to UKCA 

based on the work in pTOMCAT (Yang et al., 2005; Yang et al., 2010). In general, UKCA and 

pTOMCAT share the same SSA production flux from the same particle size bins (and thus have 
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same bromine release flux). However, unlike pTOMCAT, UKCA does not trace the SSA 

transport after the emission, therefore no online SSA is taken into account in the heterogeneous 

rate calculation (only a monthly climatology aerosol dataset from the CLASSIC aerosol scheme 

was used (Johnson et al., 2010)). In terms of dynamics, the UM model is much different to the 

atmosphere-only pTOMCAT in many aspects, for example, from boundary layer vertical mixing 

scheme to the cloud parameterisation, see more details in Russo et al. (2011) and Ruti et al. 

(2011).  

The UKCA model successfully simulated the 2011 blowing-snow-induced ODE for previous 

study as shown in Section 3.2.4.2 (Zhao et al., 2016a). The difference between the model 

simulations in Chapter 3 and those in Chapter 4 is mainly snow salinity, as this parameter has 

recently been updated in the latter based on samples collected in the Weddell Sea (Legrand et al., 

2016). The new surface snow salinity (top 10 cm snow layer, about 0.3 practical salinity unit) in 

the present work is only one tenth of the value that was used in Zhao et al. (2016a), which was 

the column mean salinity (Sander et al., 2003; Yang et al., 2008).  

4.2.4 FLEXPART 

The Lagrangian FLEXible PARTicle dispersion model (FLEXPART) was first released in 1998 

for calculating the long-range and mesoscale dispersion of air pollutants from point sources. It 

has been used to examine source regions for aircraft, satellite, ground-based station, and ship-

based studies e.g., (Stohl et al., 2005; Begoin et al., 2010; Gilman et al., 2010; Blechschmidt et 

al., 2016; Lutsch et al., 2016). In the present work, FLEXPART is run backwards in time for a 

group of passive SSA tracers that are transported by winds from 0.5 × 0.5 resolution NCEP 

Climate Forecast System Version 2 (CFSv2) 6-hourly products 

(http://rda.ucar.edu/datasets/ds094.0/). To compare with pTOMCAT modelled SSA, three 

different-sized SSA tracers (0.25, 1, and 5 μm) were used in the simulation, and released them at 

Eureka on two different grids. One grid was 0.4
 
× 0.4 (longitude × latitude, ~20 km × 20 km) 

and had Eureka at the centre of the grid, and the other grid 2.8 × 2.8 (~56 km × 310 km) was 

selected to match one of the pTOMCAT grids that includes Eureka. 

http://rda.ucar.edu/datasets/ds094.0/
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4.3 Results 

4.3.1 Surface Ozone Depletion 

In the atmosphere, most ozone (~90%) is in the stratosphere. Thus the TCO is a function of 

tropopause height, with a low tropopause generally increasing the TCO. In contrast, H2O and 

HDO are most abundant in the troposphere, thus δD is also a function of tropopause height, with 

a low tropopause generally decreasing the δD. TCO, tropopause height, and δD can be combined 

in a 3-D scatter plot that contains dynamical and chemical information. Figure 4.1a shows the 3-

D scatter plot generated by merging nine years of Brewer TCO, MERRA-2 tropopause height, 

and Bruker 125HR δD. The data points are colour coded by precipitable water vapour (PWV) 

amount (measured by the Bruker 125HR). The 3-D scatter plot reveals the general linear relation 

between each pair of the three variables as discussed in above. The low δD outliers marked on 

Figure 4.1a are on 5 and 6 April 2011 (when δD values are -503‰ and -505‰ respectively), 

suggesting unusual meteorological condition. 

 

Figure 4.1: 3-D scatter plots of total ozone column, tropopause height, δD total column, and total 

precipitable water (Eureka, 2006-2014). TCO data in (a) are from Brewer no. 69 measurements. TCO 

data in (b) are from MERRA-2 model output. Tropopause heights are WMO temperature gradient 

tropopause values calculated from MERRA-2. The δD and PWV are from the Bruker 125HR 

measurements. 



 

104 

 

 

Figure 4.2: Whisker plot of Bruker 125HR monthly (a) δD and (b) PWV. On each box, the central red 

line is the median, the edges of the blue box are the 25
th
 and 75

th
 percentiles, and the black whiskers 

extend to the most extreme data points not considered outliers. The outliers are defined as greater 

than q3 + 1.5 (q3  – q1) or less than q1 – 1.5 (q3 – q1), where q1 and q3 are the 25
th
 and 75

th 
percentiles of the 

sample data, respectively (Tukey, 1977). 

The size of the combined dataset is limited by the Brewer TCO measurements, which only start 

in late March. To expand the dataset, the MERRA-2 TCO was used instead of Brewer TCO. The 

MERRA-2 TCO for Eureka has a high correlation (R = 0.99) and a low positive bias (1.6%) 

compared to Brewer TCO (not shown here). The resulting increase in the number of coincident 

data points seen in Figure 4.1b reveals a similar event for 3 and 4 March 2007(-529 and -551‰ 

for δD values respectively). Figure 4.2 shows the whisker plot (Tukey, 1977) of Bruker 125HR 

monthly δD and PWV measurements. The median (mean) δD values for March and April at 

Eureka are -443 (-442) ‰ and -410 (-408) ‰ respectively. The δD value describes the relative 

deviation of HDO content from the standard mean ocean water. Thus the HDO value on 4 March 

2007 is 55.1% less than the standard; the δD value is 24.7% less than the March mean. Similarly, 

the δD value on 5 April 2011 is 23.8% less than the monthly mean of April. The coincidence of 

these two events (2007 and 2011) on the 3-D plot (Figure 4.1b) indicates they may share similar 

dynamical and chemical causes. Figure 4.2b shows that the median (mean) PWV is 1.4 (1.7) mm 

in March and 2.5 (2.6) mm in April. The daily mean PWV value was only 0.5 mm on 4 March 
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2007 and was 1.0 mm on 5 April 2011, which indicates relatively dry conditions for these two 

events. 

Figure 4.3(a and b) shows Eureka ozonesonde records from February to March 2007 and March 

to May 2011. The 0-3 km ozone profiles on 3 and 4 March 2007 and 4 and 6 April 2011 are 

indicated in the figure. Surface ozone depletion during these two events can be seen, although 

the 2007 event is weaker than the 2011 event. Figure 4.3 (c and d) shows 0-8 km RH values 

measured by radiosondes. The reduced RH and PWV during these two events can facilitate SSA 

production though the blowing-snow mechanism proposed by Yang et al., (2008). 

 

Figure 4.3: 0-3 km ozone and 0-8 km relative humidity profiles above Eureka from ozonesondes and 

radiosondes: (a) and (c) from 1 February to 1 April 2007; (b) and (d) from 1 March to 1 May 2011. The 

measurements on 3 and 4 March 2007 and 4 and 6 April 2011 are indicated by the arrows. 

4.3.1.1 Chemical Model Results 

Figure 4.4 shows the ozone and BrO volume mixing ratio profiles over Eureka for the 2007 

event from ozonesondes and model simulations. A shallow surface ozone depletion layer (see the 

UKCA result in Figure 4.4b, minimum value ~5 ppbv) can be found similar to the ozonesonde 

measurements (see Figure 4.4a, minimum value ~1 ppbv) from 3 to 5 March. The ozonesondes 
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measured 40-50 ppbv background ozone for 2-4 km, but both the pTOMCAT and UKCA 

modelled about 10 ppbv less at these altitudes. The BrO concentrations from both models are 

less than 5 pptv. One interesting feature in Figure 4.4 is that the ozone depletion was also found 

from 1 to 2 March. The ozone depletion layer on 1 and 2 March is aloft above the surface, with a 

maximum depletion at ~800-900 m (see Figure 4.5). However, this aloft layer is not captured by 

either model.  

 

Figure 4.4: Ozone and BrO volume mixing ratio profiles from 0 to 4 km over Eureka from 1 to 7 March 

2007 (UTC): (a) ozonesonde measurements, (b) UKCA modelled ozone profile, (c) pTOMCAT modelled 

ozone profile, (d) UKCA modelled BrO profile, (e) pTOMCAT modelled BrO profile. Grey horizontal 

double-headed arrows on (a) indicate the periods when ozonesondes measured the aloft ozone depletion 

layer and the shallow depletion layer. 
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Figure 4.5: Observed and modelled ozone profiles from 0-2 km on March 1, 3, and5: ozonesonde vs. (a) 

pTOMCAT, (b) UKCA. Modelled profiles are shown by dashed lines with marker o, and measured 

profiles are shown by solid lines. 

Figure 4.6 shows the ozone and BrO volume mixing ratio profiles over Eureka for the 2011 

event. The highlight of the re-run of the UKCA model for 2011 is the increased BrO volume 

mixing ratio. In the previous study in Chapter 3 (Zhao et al., 2016a), UKCA only modelled about 

half of the maximum BrO VMR compared to ground-based measurements. The previous 

sensitivity study found that even doubling the bromine release flux from the source region in the 

model did not increase the BrO VMR over Eureka, due to very low ozone VMR (< 1ppbv) in 

this case (Zhao et al., 2016a).  However, interestingly, in this re-run, the decreased snow salinity 

in the model input (which decreases the bromine release flux from the source region) 

surprisingly increased the modelled BrO VMR (to ~23 pptv) over Eureka, which is comparable 

to the ground-based MAX-DOAS measurements of ~21 pptv (the UKCA previously modelled 

~13 pptv see Section 3.2.4.2 for more details). The reduced bromine flux from the source region  
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Figure 4.6: Ozone and BrO volume mixing ratio profiles from 0 to 4 km over Eureka from 1 to 7 April 

2011 (UTC): (a) ozonesonde measurements, (b) UKCA modelled ozone profile, (c) pTOMCAT modelled 

ozone profile, (d) MAX-DOAS retrieved BrO profile, (e) UKCA modelled BrO profile, (f) pTOMCAT 

modelled BrO profile. 

reduced the depletion of ozone along the trajectory, which in turn preserved the high 

concentration of bromine. In general, this result supports the hypothesis of Zhao et al. (2016a) 

that during a strong surface ODE (ozone VMR < 1 ppbv), the bromine concentration and 
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partitioning can be significantly controlled by the ozone concentration. pTOMCAT also captured 

the 2011 event, but the results are not as good as those of the UKCA model. This could due to 

the difference in the models’ dynamics in the boundary layer (Hoyle et al., 2011; Ruti et al., 

2011), model resolution, and the background aerosol scheme (Yang et al., 2005; Yang et al., 

2010; Zhao et al., 2016a) 

Comparing the measured and modelled ozone profiles for the two events (see Figure 4.4 and 

Figure 4.6), the surface ozone depletion on March 2007 is weaker than the April 2011 event. The 

weaker ODE in 2007 is likely due to insufficient sunlight. The first sunrise at Eureka is on 21 

February. On 4 March, the daylight length is only 7.5 hours and the maximum solar elevation 

angle is only 3.7, but on 4 April the daylight length is 17.5 hours and maximum solar elevation 

angle is 16. Note that the insufficient sunlight will make reaction R2 the rate limiting step in the 

bromine reaction cycle (Section 1.2, R1 to R4). In addition, the strength of the two cyclonic polar 

low systems was different (discussed in Section 4.3.1.2). 

4.3.1.2 Airmass History 

To examine the history of the ozone-depleted airmass and aerosol transportation, FLEXPART 

(Stohl et al., 2011) is used in the present study. Figure 4.7 shows some of the FLEXPART SSA-

TRACER total column sensitivities, which, when multiplied with emission flux, provide the 

simulated concentration at the receptor (Stohl et al., 2013). As knowledge of the SSA type is 

limited, simulations are kept as simple as possible. The SSA-TRACER had a scavenging scheme 

(both wet and dry deposition) applied (Seibert and Frank, 2004; Stohl et al., 2005; Stohl et al., 

2011), but had no assumption on its lifetime. Each release had 20,000 tracer particles. The 

release times were set to be coincident with the Bruker 125HR δD measurements, and the 

duration of each release was one hour. Each backwards run lasted for 6 days, and the release 

heights were set to 0 to 500 m and 1500 to 2000 m respectively. The particle release location 

areas were set to use the coarse grid from pTOMCAT (which includes Eureka) and a much finer 

grid (only 2% of pTOMCAT grid size, not shown here) as described in Sect. 4.2.4. The aerosol 

tracers released in all backwards simulations show sensitivity to the Beaufort Sea region, and the 

plumes reveal the structure of the cyclones (see Figure 4.7).  
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MODIS false colour images (Figure 4.8) show cloud tops of two polar cyclones, which were 

formed over the Beaufort Sea during both periods of interest. The ERA-Interim  data (see Figure 

4.9) show that the wind speed in the cyclone increased to 20 and 24 m s
-1 

for the 2007 and 2011 

cases respectively; and the boundary layer heights increased to 710 and 800 m for those two 

events, respectively. Thus the cyclone in 2007 was weaker than the one in 2011. In general, these 

observations and model simulations confirm that the ozone-depleted airmass and aerosols that 

were observed at Eureka during these two events were generated in high wind conditions in the 

Beaufort Sea region and then transported by the polar cyclones.  

 

Figure 4.7: FLEXPART SSA-TRACER 6-day backward run showing total column sensitivity for release 

times and heights as follows: (a) 17:00-18:00 UTC, 3 March 2007, 0-0.5 km, (b) 17:00-18:00 UTC, 3 

March 2007, 1.5-2.0 km, (c) 14:00-15:00 UTC, 3 April 2011, 0-0.5 km, and (d) 14:00-15:00 UTC, 3 

April 2011, 1.5-2.0 km. 
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Figure 4.8: MODIS images show the cyclones (indicated with arrows) over the Beaufort Sea for the 2007 

and 2011 events: (a) 27 February 2007, (b) 1 April 2011. Eureka is indicated by the red circle on both 

panels. 

 

Figure 4.9: ERA-Interim  10-metre wind gust and boundary layer heights (BLH): (a) wind gust on 28 

February 2007 00:00 UTC, (b) wind gust on 1 April 2011 00:00 UTC, (c) boundary layer height at the 

same time as (a), and (d) boundary layer height at the same time as (b). Eureka is indicated by the red 

circle on each panel. These two dates were selected for when the cyclones were fully developed. 
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4.3.2 Cloud and Aerosol 

Among many different proposed bromine sources (Abbatt et al., 2012), this work focused on the 

SSA. In the Arctic spring, the SSA concentration depends on meteorological, sea-ice, and snow 

conditions (Nilsson et al., 2001; Rannik, 2001; Lewis and Schwartz, 2004; Yang et al., 2008; 

May et al., 2016). Wind speed, RH, sea surface and air temperature gradient, water/ice/snow 

salinity, and removal processes (wet and dry deposition) will all affect the SSA formation and 

concentration. For the present work, the meteorological conditions for the 2007 and 2011 events 

support the work of Yang et al. (2008), which reported that SSA production rate from snow can 

be significant in high wind conditions.  

4.3.2.1 Lidar and Radar Observations 

The lifetime of SSA in the atmospheric boundary layer can range from minutes to days, 

depending on its size and meteorological conditions. Fine SSA (diameter < 2.5 µm) has slower 

deposition rates compared to medium-sized SSA (diameter from 2.5 to 10 µm). Following the 

work of Yang et al. (2008), large SSA (diameter > 10 µm) was not included in pTOMCAT and 

UKCA due to their short lifetime (faster dry deposition rate) in the atmosphere. In the Arctic 

spring, the low temperature makes the SSA contributed from the open ocean less important. Thus 

although pTOMCAT includes both OO-SSA and SI-SSA, only the latter is considered in this 

study. For these two events, both ground-based observations and model data revealed high 

aerosol concentration during the ODEs. For the 2011 case, the aerosol extinction measurements 

from PEARL-GBS and the cloud measurements from the MMCR were presented in Chapter 3. 

In the present work, the pTOMCAT SI-SSA data during the 2007 event with aerosol and cloud 

measurements from the AHSRL and MMCR were compared (note that the MAX-DOAS 

measurements started in 2010, and the AHSRL measurements ended in 2010).  

Figure 4.10 shows the comparison of lidar/radar profile data with the pTOMCAT SI-SSA VMR 

profile. Figure 4.10a shows the measurement time for the ozonesondes (dashed lines) and Bruker 

125HR (green lines/boxes). Figure 4.10b and c show the linear depolarization and backscatter 

cross-sections measured by the lidar. The backscatter cross-sections measured by the lidar (βlidar) 

and radar (βradar) were used to calculate the colour ratio (see Figure 4.10d).  
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Figure 4.10: Comparison of lidar (AHSRL) aerosol measurements with pTOMCAT modelled sea-ice sea-

salt aerosol (SI-SSA), 0-4 km over Eureka from 1 to 7 March 2007: (a) time reference for coincident 

measurements from ozonesondes (indicated by colour dashed lines) and Bruker 125HR (indicated by 

solid green lines/boxes), (b) lidar linear depolarization, (c) lidar backscatter cross-section, (d) colour ratio, 

(e) pTOMCAT 0.25 μm SI-SSA volume mixing ratio, (f) pTOMCAT 1.0 μm SI-SSA VMR, (g) 

pTOMCAT 5.0 μm SI-SSA VMR. Grey horizontal double-headed arrows on (a) indicate the periods 

when ozonesondes measured the aloft and the shallow ozone depletion layer. White boxes on (b), (c), and 

(d) indicate detection of ice cloud (α), aerosol (β1, β2, and β4), ice cloud (β3), and ice crystal (γ). 
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The cyclonic airmass arrived at Eureka on 18:00 UTC 1 March. AHSRL linear depolarization 

data indicates that there was an aloft layer of particles (Figure 4.10b, area α) that showed high 

depolarization from 30 to 50% at 700 to 1000 m. The colour ratio (Figure 4.10d) for this layer 

was in the range of 10
-5

 to 10
-3

, indicating that it was ice cloud (vapour and ice crystals) with ice 

precipitation (see Figure 10 in Bourdages et al. (2009) for the classification chart). And that the 

effective radius of the particles was in the range of 50-150 μm. This layer of ice cloud was 

coincident with the aloft ODE layer (for example, the ozonesonde at 23:28 on 1 March has the 

greatest ozone depletion (to 7 ppbv) at 870 m), as shown in Figure 4.11. Bourdages et al. (2009) 

described the lidar and radar measurements from 4-5 March 2007 in detail. An ice crystal layer 

(high depolarization, low colour ratio) is seen from the surface to 300 m from 14:00 to 24:00 

UTC on 4 March (Figure 4.10d, area γ). A thin aerosol layer (low depolarization, low colour 

ratio, 300-500 m) for that period is also seen (Figure 4.10c, area β2). Ice clouds were identified 

in the middle troposphere from 16:00 on 4 March to 8:00 on 5 March UTC (Figure 4.10c, area 

β3). These shallow layers of ice crystal (area γ) and aerosol (area β2) were coincident with the 

shallow ODE layer (for example, the ozonesonde at 23:16 on 4 March shows ozone depletion to 

1 ppbv from the surface to 200 m, with the ozone mixing ratio increasing to 32 ppbv at 650 m) as 

shown in Figure 4.11. Another two aerosol-enhanced events were also observed as indicated in 

Figure 4.10c (areas β1 and β4). In addition, small water clouds were observed at 2.2 to 2.5 km 

between 10:00 and 14:00 UTC on 5 March and at 2.4 km at about 1:00 UTC on 6 March. A very 

thin water cloud was observed at about 1.8 km between 8:00 to 14:00 UTC on 6 March. 

The lidar/radar observations of the ice clouds, ice crystal, and boundary layer aerosol from the 

cyclonic airmass explained why strong HDO depletion was observed coincidently with the 

arrival of the front. Interestingly, the ice cloud was at the same height as the aloft ODE layer. 

The lidar/radar observation also reveals deposition (falling snow and ice crystals) processes at 

Eureka; the ice precipitate has high depolarization and vertically aligned fall streaks. The 

prolonged surface ODE on 4 and 5 March could be due to the deposition of bromine-enriched 

particles onto the local snow pack. 
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Figure 4.11: Ozonesonde ozone profiles (from ozonesondes) above Eureka (the inset panel shows 0-2 km) 

from 28 February to 7 March 2007.  

4.3.2.2 Model Results 

The modelled SI-SSA from pTOMCAT in three bins (0.25, 1, and 5 μm) captured some features 

of the transported aerosols during this period (Figure 4.10e to g). For example, the three aerosol 

events seen in Figure 4.10c (areas β1, β2, and β4) can also be found in the modelled SI-SSA. 

Modelled 5 μm SI-SSA is most abundant in area β1, whereas 1 μm and 0.25 μm SI-SSA are 

most abundant in area β4. Furthermore, back-trajectory results show that the fine aerosol on 6 

March was transported from the north, whereas the medium-size SSA on 1 March came from the 

south (not shown here). A weak shallow aerosol layer on 4 March (area β2) was also captured by 

pTOMCAT, and it was transported from the west (as from the cyclonic airmass). 

As discussed in Sect. 3.1, the modelled and observed ozone depletion for the 2007 event is 

weaker than that for 2011 event. In addition, pTOMCAT modelled ozone depletion results were 

less prominent compared to UKCA modelled results (see Figure 4.5). One possible explanation 

is that pTOMCAT did not fully capture the production of SSA during the blowing snow. Figure 
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4.7 and Figure 4.9 show that the high-wind areas for the 2011 event were over sea ice, however, 

the high-wind areas for the 2007 event were close to land. Due to the coarse model grid and time 

step in both pTOMCAT and UKCA, the models underestimated the production of SSA in that 

close-to-land cyclone case. Thus the underestimated SSA may reduce the strength of the ODEs.  

As discussed in Section 4.3.2.1, none of the chemical models used in the present study 

reproduced the aloft ozone depletion layer. pTOMCAT results show that there was almost no SI-

SSA during that period (see Figure 4.10,e-g area α). Thus the production and deposition 

mechanisms of SI-SSA in the models still need further investigation. For example, the SI-SSA 

deposition rates (wet and/or dry) might be too high in this case. In general, this comparison of 

lidar/radar measurements and modelled SI-SSA provides supports to the blowing-snow SSA 

production mechanism, and suggests that further improvements in SI-SSA modelling are 

important to improve blowing-snow ODE simulations. 

4.3.3 HDO Depletion 

4.3.3.1 δD-PWV Observations 

Figure 4.12 shows the evolution of δD as a function of PWV during the two cyclone events. The 

grey dots are nine-year δD-PWV Bruker 125HR measurements. The red and blue dots are daily 

mean δD-PWV for the dates indicated. The green dots in (a)/(b) represents March/April mean 

δD-PWV values over all nine years, and the black curve represents Rayleigh fractioning (using 

the monthly mean data point as the origin, with a fraction coefficients of 1.209). Other Rayleigh 

curves with different phase equilibrium ice-vapour fraction factors (αe-ice-vapour) are indicated by 

coloured dashed lines. Figure 4.12a using the δD-PWV daily mean on 1 March 2007 as the 

origin and Figure 4.12b using the δD-PWV daily mean on 2 April 2011 as the origin. The dashed 

green (αe-ice-vapour = 1.198) and blue (αe-ice-vapour = 1.228) Rayleigh curves correspond to the 

condensation process at temperatures of -30 and -40 C respectively (Merlivat and Nief, 1967). 

The error bars on the red and blue dots are standard deviations of the δD-PWV values used to 

calculate the daily means. 
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Figure 4.12: Evolution of δD as a function of PWV (log scale). Grey dots are nine-year (2006-2014) 

Bruker 125HR δD-PWV measurements. (a) The 2007 event, with daily mean δD-PWV values from 28 

February to 7 March 2007 indicated by red (a depletion process, with both δD and PWV decreasing with 

time) and blue (a remoistening process, with both δD and PWV increasing with time) points. (b) The 

2011 event, with daily mean δD-PWV values from 1 to 6 April 2011 indicated by red points. The green 

point in panel (a)/(b) represents the March/April mean value over all nine years, and the black curve 

represents the Rayleigh fractionation process using the monthly mean as the original airmass with fraction 

coefficient of 1.209. Other Rayleigh curves with different fraction coefficients are indicated by coloured 

dashed lines, with (a) using the δD-PWV daily mean value on 1 March 2007 as the origin, and (b) using 

the δD-PWV daily mean value on 2 April 2011 as the origin. The error bars are standard deviations of the 

δD-PWV values used to calculate the daily mean. 

Figure 4.12a shows an HDO depletion process from 28 February to 4 March 2007 (red dots), 

followed by a moistening process from 5 to 6 March (blue bots). The HDO depletion from 2 to 4 

March 2007 corresponds to the condensation process in the cyclonic airmass, which was 

captured by the Rayleigh fractioning model (see the green and blue Rayleigh curves). 

Tropospheric RH measured by radiosondes is below 75% from 2 to 4 March 2007, and 

temperatures in the 0-4 km cloud layers were -35 to -45 C during the period. Thus kinetic 

fractionation due to supersaturation in ice clouds is not applicable for this case. The deviation of 

the δD-PWV pair from Rayleigh curves on 3 March 2007 is possibly due to sublimation of 
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HDO-enriched blowing snow. The water vapour sublimation flux from blowing snow is 0.5 

mm/day, with conditions of 10 m/s wind speed, -20 C ambient temperature, and 80% RH. With 

conditions of 20 m/s wind speed, -20 C ambient temperature, and 75% RH, the water vapour 

sublimation flux from blowing snow can increase to 2.6 mm/day. These amounts of water vapour 

sublimation flux from δD-enriched blowing snow are strong enough to affect the atmospheric δD 

value (since the PWV on 4 March 2007 is only 0.5 mm) through mixing. The temporal mixing 

line method (Keeling, 1958; Miller and Tans, 2003; Noone et al., 2013) can be used to estimate 

the δD and/or sublimation flux of blowing snow. However, isotopologue measurements for 

precipitation at the source region (for example, near the Beaufort Sea) are necessary to validate 

the results and to make meaningful comparison of measured with modelled sublimation flux. In 

general, more detailed water isotopologue modelling and observations are necessary to further 

evaluate the blowing-snow HDO evolution.  

Figure 4.12a also shows a remoistening process that started on 5 March (see blue dots), which 

was due to the cyclonic airmass start to mixing with a different airmass transported from the 

north. This mixing process is also coincident with the termination of the ODE. As shown in 

Figure 4.11, the shallow surface ODE became weaker on 5 March than on 3 and 4 March, and 

terminated on 6 to 7 March, as the surface ozone VMR increased from 11 to 15 ppbv.  

Figure 4.12b shows an HDO depletion process from 1 to 6 April 2011. The depletion process 

from 2 to 5 April is also deviated from the Rayleigh process (green and blue dashed lines) on 3 

April (the measured 0-4 km cloud temperature is -30 to -35 C). Tropospheric RH measured by 

radiosondes is below 80% from 3 to 5 April 2011. Surface clouds containing ice crystals were 

observed for the 2011 case (Zhao et al., 2016a), and other meteorological conditions were also 

similar to the 2007 case. Thus, as with the 2007 event, the sublimation of HDO-enriched blowing 

snow is likely the cause of this deviation; the measured fractionation result on 3 April 2011 

appears to be weaker (less HDO loss) than the modelled green and blue Rayleigh fractionation 

lines (note that the black line is the monthly mean). In general, the δD-PWV values provide 

useful information regarding the history of the cyclonic airmass. HDO depletion during the 2007 

and 2011 events was found to deviate from (weaker than) pure Rayleigh fractionation, 

suggesting that sublimation likely contributed to the δD evolution.  
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4.3.3.2 Influence of the Polar Vortex 

The previous sections described surface ODEs coincident with the observation of depleted HDO 

and increased SSA. Derived Meteorological Products (DMPs), similar to those described by 

Manney et al. (2007), were calculated for above Eureka and along the lines-of-sight of the 

Bruker instrument (Lindenmaier et al., 2012) using MERRA-2 analysis. Figure 4.13 shows the 

MERRA-2 temperature profiles over Eureka with the boundaries of the polar vortex indicated 

(defined by sPV value of 1.6×10
-4

 (Manney et al., 2007). Both the 2007 and 2011 events show 

strong cooling (210-220 K) in the stratosphere from 15-25 km, which is caused by the presence 

of the stratospheric polar vortex overhead (Manney et al., 2008; Adams et al., 2013). In both 

cases, the stratospheric vortex and the tropospheric cyclonic low-pressure system were present at 

the same time. MERRA-2 captured the surface pressure and temperature changes in the polar 

lows, as seen from the decreased surface temperature in Figure 4.13a for 3-4 March 2007 and in 

Figure 4.13b for 5-6 April 2011. MERRA-2 PV data (not shown here) indicate the edge of the 

elongated vortex was over Eureka for both years. The cold stratospheric airmass inside the 

vortex is more HDO depleted than the warm airmass outside. Since the extremely low δD values 

measured during these two events are coincident with the presence of the stratospheric vortex, 

the δD sensitivity in the stratosphere was examined. 

 

Figure 4.13: Vertical temperature profiles over Eureka from MERRA-2. The black contour indicates inner 

boundaries of the polar vortex determined by sPV = 1.6×10
−4

 s
−1

, and the white contour indicates the 

outer boundaries (sPV = 1.4×10
−4

 s
−1

). 

The Bruker 125HR water vapour measurements have limited sensitivity in the stratosphere and 

therefor the δD data should have limited sensitivity to the presence of the polar vortex. The δD 

sensitivity to the airmass being inside and outside the stratospheric vortex was investigated. 
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Following Manney et al. (2007) and Adams et al. (2012a), sPV values along the lines-of-sight of 

the Bruker instrument were interpolated to the 490-K potential temperature level (lower 

stratosphere, ~19 km). The inner vortex edge is identified at sPV490K values of 1.6×10
-4

. With the 

sPV490K values, the Bruker 125HR measurements can be categorised into two regimes, inside and 

outside the polar vortex.  

 

Figure 4.14: Bruker 125HR δD and PWV whisker plots for nine years measurements (2006-2014) outside 

and inside vortex. (a) and (b) show March δD and PWV measurements respectively, and (c) and (d) show 

springtime measurements (from February to April). In each box, the central red line is the median, the 

edges of the blue box are the 25
th
 and 75

th
 percentiles, and the black whiskers extend to the most extreme 

data points not considered outliers. 

Figure 4.14 shows the whisker plots of Bruker δD and PWV data. Figure 4.14a and b show the 

δD and PWV data in March of all nine years. The median δD outside the vortex in March is 

−438−31
+23‰ (75

th
 to 25

th
 percentile), while the value inside the vortex is −453−24

+28‰. Thus 

statistically, there is no significant difference of δD between these two regimes. In Figure 4.14c 

and d, the period is expanded to February to April (by which time the stratospheric vortex has 

broken up), and these panels also confirmed that the Bruker δD and PWV data are not sensitive 

to the presence of the polar vortex. Moreover, no evidence was found in the ozonesonde ozone 

and radiosonde RH measurements to indicate the existence of a stratospheric intrusion, which 

could cause low HDO. Thus to summarize, this sensitivity test and the observations indicate that 
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the extremely low δD measured during the two events studied here were caused by tropospheric 

HDO depletion. 

4.3.4 Summary 

Data from six instruments and four models were used to investigate Arctic ODEs. By using the 

TCO, tropopause height, and δD data, two similar cyclonic events were identified from the nine-

year dataset that show both depleted surface ozone and HDO at Eureka in March 2007 and April 

2011. The FLEXPART particle dispersion model was used to simulate airmass transport. The 

aerosol tracers released in all backwards simulations show sensitivity to the Beaufort Sea region, 

and the plumes reveal the structure of the cyclones. The ERA-Interim data show that the wind 

speed in the cyclone increased to 20 and 24 m s
-1 

for the 2007 and 2011 cases, respectively, and 

the boundary layer heights increased to 710 and 800 m, respectively.  

In general, the ground-based observations show good agreement with modelled ozone and BrO 

data. One key result is that the modelled BrO and ozone in the near surface layer are quite 

sensitive to snow salinity. Newly incorporated surface salinity data reduced the bromine release 

flux from the source region, but increased the modelled BrO concentration above Eureka, 

bringing them into agreement with the previous measurements for the 2011 event (Zhao et al., 

2016a). This is likely due to the reduced bromine flux from the source region reducing the 

depletion of ozone along the trajectory, which in turn preserved the high BrO concentrations. 

This result supports the conclusion of that study that during a strong surface ODE (ozone VMR 

< 1 ppbv), BrO concentrations can be significantly controlled by ozone concentrations.   

Modelled blowing-snow SSA was compared with lidar/radar measurements showing that 

pTOMCAT SI-SSA data captured some features of the increased aerosol in the 2007 and 2011 

events. For the 2007 event, the lidar and radar observed ice cloud (vapour and ice crystals) from 

700 to 1000 m height (from the end of 1 March to 3 March), which is coincident with an aloft 

ozone depletion layer having the greatest ozone depletion (to 7 ppbv) at 870 m. However, 

pTOMCAT and UKCA both failed to reproduce this feature in their modelled ozone profiles. 

pTOMCAT results show that there was almost no modelled SI-SSA during that period. Thus the 

production and especially the deposition mechanisms of SI-SSA in the models still need further 

investigation. The 2007 lidar/radar observations also reveal deposition (falling snow and ice 



 

122 

 

crystals) from this ice cloud at Eureka. Thus the following shallow surface ODE (0 to 200 m) on 

4 and 5 March was likely due to the deposition of bromine-enriched particles onto the local snow 

pack. The detailed vertical structure of ice clouds, ice crystal, and aerosol layers obtained for the 

2007 event could be used in future bromine modelling comparisons. 

HDO depletion observed during these two blowing-snow ODEs is found to be weaker than pure 

Rayleigh fractionation. The evolution of δD-PWV was used to distinguish cyclone-originating 

airmasses from non-cyclone-originating airmasses, indicating that the termination of the shallow 

surface ODE is due to mixing with a different airmass. Although the edge of the stratospheric 

polar vortex was found over Eureka during both periods, no evidence was found that the low δD 

value was caused by the polar vortex or a stratospheric intrusion. This work thus provides 

evidence of a blowing-snow sublimation process, which is a key step in producing bromine-

enriched SSA. In general, this work improved our understanding of ODE processes by 

combining a variety of measurements with atmospheric models, and it facilitated both improved 

modelling of the atmosphere and the interpretation of the measurements.
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Chapter 5  

 Pandora and Brewer Total Ozone Measurements 5

Routine TCO measurements started in the 1920s with the Dobson instrument (Dobson, 1968b). 

During the International Geophysical Year, 1957, the worldwide Dobson ozone-monitoring 

network was formed. Stratospheric ozone has been an important scientific topic since the 1970s 

and became a matter of intense interest with the discovery and subsequent studies of the 

Antarctic ozone hole (Farman et al., 1985; Solomon et al., 1986; Stolarski et al., 1986) and 

depletion on the global scale (Stolarski et al., 1991; Ramaswamy et al., 1992). To improve their 

accuracy and to automate the TCO measurements, the Brewer spectrophotometer was developed 

in the early 1980s (Kerr et al., 1981; 1988).  In 1988, the Brewer was designated (in addition to 

the Dobson) as the WMO/GAW standard for total column ozone measurement. By 2014, there 

were more than 220 Brewer instruments installed around the world, with most in operation 

today. To maintain the measurement stability and characterize each individual Brewer, field 

instruments need to be regularly calibrated against the travelling standard reference instrument. 

The travelling standard itself is calibrated against the set of three Brewer instruments (serial 

numbers 8, 14, and 15) operated by ECCC, located in Toronto, and known as the Brewer 

reference Triad (BrT) (Fioletov et al., 2005). Due to the well-known stray light issue in the UV 

region (Bais et al., 1996; Fioletov et al., 2000), the MkIII Brewer (double Brewer) was 

introduced in 1992. The double Brewer has two spectrometers in series, significantly improving 

UV response and measuring global UV spectral irradiance, O3, SO2 and aerosol optical depth. 

The double Brewer instruments also have a set of three instruments (serial numbers 145, 187, 

and 191) co-located with BrT to form the Brewer reference Triad-Double (BrT-D). Individual 

Brewer instruments of the BrT and BrT-D are independently calibrated at Mauna Loa, Hawaii 

every 2-6 years (Fioletov et al., 2005).   

The Pandora system was developed at NASA’s Goddard Space Flight Center and first deployed 

in the field in 2006. Pandora instruments are based on a commercial spectrometer with stability 

and stray light characteristics that make them suitable candidates for both direct-sun and zenith-

sky measurements of total column ozone and other trace gases (Herman et al., 2009; Tzortziou et 

al., 2012). Pandora instruments have been tested and deployed in multiple scientific 
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measurement campaigns around the world. These include the CINDI campaign in the 

Netherlands in 2009 (Roscoe et al., 2010) and four NASA DISCOVER-AQ campaigns since 

2011 (Tzortziou et al., 2012). The Pandora instruments have been used for validation of satellite 

ozone (Tzortziou et al., 2012) and NO2 (Herman et al., 2009; Tzortziou et al., 2012) 

measurements. By 2015, several long-term Pandora sites had been established in the United 

States and worldwide (including Austria, Canada, Canary Islands, Finland, and New Zealand). In 

2013, two Pandora instruments (serial numbers 103 and 104) were deployed at Toronto co-

located with BrT and BrT-D on the roof of the ECCC Downsview building (43.782° N, 79.47° 

W).  

The instrument random uncertainties of BrT were analysed by Kerr et al. (1998) and Fioletov et 

al. (2005) using similar methods. These methods both require knowledge of the extra-terrestrial 

calibration (ETC) values, the ozone absorption coefficients, and the Rayleigh scattering 

coefficients for each instrument. Fioletov et al. (2005) reported that the random uncertainties of 

individual observations from the BrT are within ±1% in about 90% of all measurements. This 

work takes a different approach, using a statistical variable estimation method to determine the 

random uncertainties for BrT, BrT-D, and the two Pandora instruments together. The variable 

estimation method follows the work of Fioletov et al. (2006) to estimate the random uncertainties 

with the assumption that there is no multiplicative bias between Pandoras and Brewers. Details 

of the method are provided in Section 5.2.1. Since the instrument random uncertainties for BrT 

were last reported 10 years ago using data to 2004 (Fioletov et al., 2005), this work provides a 

new assessment of the performance of both the BrT and BrT-D in recent years, along with a 

comparison between coincident Brewer and Pandora measurements.  

It is well known that the Dobson and Brewer ozone retrievals exhibit dependence on 

stratospheric temperature (Kerr et al., 1988; Scarnato et al., 2009; Redondas et al., 2014). This is 

because the retrievals use different wavelengths and ozone cross sections measured at fixed 

temperatures. Brewer instruments have a very low temperature dependence (typically < 0.1 

% K 
-1

) (Kerr et al., 1988; Van Roozendael et al., 1998; Kerr, 2002; Scarnato et al., 2009; 

Herman et al., 2015). For example, Kerr et al. (1988) reported a 0.07 % K
-1

 temperature 

dependence for Brewer #8 (one of the BrT) and Kerr (2002) reported a 0.094 % K
-1

 temperature 

dependence for Brewer #14 (one of the BrT). In addition, Scarnato et al. (2009) reported that 
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Brewer instruments (#40, #72, and #156) exhibited less temperature dependence than Dobson 

instruments (#83 and #101). Redondas et al. (2014) reported a 0.133 % K
-1

 temperature 

dependence for Dobson #83.  

The Pandora ozone retrievals are more sensitive to stratospheric temperatures.  In Herman et al. 

(2015), the temperature dependence for Pandora #34 (0.333 % K
-1

) was determined by applying 

retrievals at a series of different ozone temperatures from 215 to 240 K for the ozone cross 

sections, and then obtaining a linear fit to the percent change. As the small Brewer temperature 

dependence is known, coincident measurements from the BrT and BrT-D were used to determine 

the temperature dependence factors for Pandora #103 and #104, and then the correction to 

remove the difference between Pandora and Brewer instruments was applied. 

5.1 Instruments and Datasets 

5.1.1 Pandora 

The Pandora spectrometer system uses a temperature-stabilized (1°C) symmetric Czerny-Turner 

system with a 50 micron entrance slit, and 1200 lines/mm grating. Unlike the Brewer 

instruments, which only measure intensities at selected wavelengths, the Pandora instruments, 

with a 2048×64 back-thinned Hamamatsu CCD detector,  record spectra from 280 to 530 nm at 

0.6 nm resolution (Herman et al., 2015).  The spectra are analyzed using the DOAS technique 

(Noxon, 1975; Solomon et al., 1987; Platt, 1994; Platt and Stutz, 2008), in which absorption 

cross sections for multiple atmospheric absorbers (including ozone, NO2, SO2, HCHO, and BrO) 

are fitted to the spectra (Tzortziou et al., 2012). The Daumont, Brion, and Malicet (DBM) 

(Daumont et al., 1992; Brion et al., 1993; Brion et al., 1998) ozone cross section at an effective 

temperature of 225 K is used in the Pandora retrievals (Herman et al., 2015). Additional 

information on Pandora calibrations and operation can be found in Herman et al. (2015).  

Two commercial Pandoras (#103 and #104) were used in this study with no modifications to 

operational and data processing algorithms (available from SciGlob http://www.sciglob.com/). 

Pandoras #103 and #104 were deployed in Toronto in September 2013, and in this work, all 

available Pandora data from these instruments are used. Pandora #104 was moved to the 

Canadian oil sands region in August 2014. Following the work of Tzortziou et al. (2012), the 

http://www.sciglob.com/
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Pandora ozone dataset is filtered to remove data from which the normalized root-mean square 

(RMS) of weighted spectral fitting residuals is greater than 0.05 and the Pandora calculated 

standard uncertainty (Tzortziou et al., 2012) in TCO is greater than 2 DU.  

5.1.2 Brewer 

The Brewer instruments use a holographic grating in combination with a slit mask to select six 

channels in the UV (303.2, 306.3, 310.1, 313.5, 316.8, and 320 nm) to be detected by a 

photomultiplier. The first and second wavelengths are used for internal calibration and 

measuring SO2 respectively. The four longer wavelengths are used for the ozone retrieval. The 

total column of ozone is calculated by analysing the relative intensities at these different 

wavelengths using the Bass and Paur (1985) ozone cross sections at a fixed effective temperature 

of 228.3° K (Kerr, 2002). 

Table 12: Coincident measurement periods and number of data points for comparisons between Pandora 

and Brewer instruments. 

  Pandora#103 Pandora#104 

Brewer#8 
Coincident period 18 Oct 2013 to 14 May 2015 20 Jan 2014 to 08 Aug 2014 

Coincident data points 5008 2671 

Brewer#14 
Coincident period 25 Nov 2013 to 24 Dec 2015 16 Feb 2014 to 08 Aug 2014 

Coincident data points 7797 1701 

Brewer#15 
Coincident period 31 Nov 2013 to 31 Jul 2014 20 Jan 2014 to 08 Aug 2014 

Coincident data points 2297 1376 

Brewer#145 
Coincident period 15 Jan 2015 to 24 Dec 2015 N/A 

Coincident data points 1474 N/A 

Brewer#187 
Coincident period 18 Oct 2013 to 23 Apr 2014 20 Jan 2014 to 23 Apr 2014 

Coincident data points 608 397 

Brewer#191 
Coincident period 20 Nov 2013 to 24 Dec 2015 21 Jan 2014 to 08 Aug 2014 

Coincident data points 5359 1490 

 

Most of the instruments in the BrT (#8, #14, and #15) and BrT-D (#145, #187, and #191) have 

been in operation since Pandora instruments were deployed. However, there are a few 

measurement gaps for some of the Brewers. For example, Brewers #14 and #15 were 

recalibrated at Mauna Loa, Hawaii in October 2013, and Brewer #145 was in Spain in March 

2014. Some periods were excluded due to instrument malfunction and repairs. The coincident 

measurement periods for the instruments are shown in Table 12. The TCO data from Brewer and 
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Pandora instruments are both time binned (3 min) for the comparison. Following the work of 

Tzortziou et al. (2012), the Brewer dataset is filtered to remove data with calculated standard 

uncertainty in TCO greater than 2 DU. In addition, the Brewer dataset is filtered for clouds by 

removing data for which the logarithm of the signal at 320 nm is less than the mean value minus 

two standard deviations (4% of data was removed with this filter). 

5.1.3 OMI 

OMI is a nadir-viewing near-UV/Vis spectrometer aboard NASA’s Earth Observing System 

(EOS) Aura satellite (launched in July 2004). The OMI instrument measures the solar radiation 

backscattered by the Earth’s atmosphere and surface between 270-500 nm with a spectral 

resolution of about 0.5 nm (Levelt et al., 2006). The OMI TCO data are retrieved using both the 

Total Ozone Mapping Spectrometer (TOMS) technique (developed by NASA (Bhartia and 

Wellemeyer, 2002) and based on a retrieval using four wavelengths at 313, 318, 331, and 360 

nm) and the DOAS technique (developed by KNMI (Veefkind et al., 2006; Kroon et al., 2008) 

and based on the spectrum measured in the wavelength range 331.1-336.6 nm). The OMI TCO 

validation done by Balis et al. (2007) shows a globally averaged agreement of better than 1% for 

OMI-TOMS data and better than 2% for OMI-DOAS data in comparison with Brewer and 

Dobson measurements. 

The OMI TCO products used in the present study are the Level-3 Aura/OMI daily global TCO 

gridded product (OMTO3e) retrieved by the enhanced TOMS Version 8 algorithm (Balis et al., 

2007). The OMTO3e data (Bhartia, 2012) are generated by the NASA OMI science team by 

selecting the best pixel (shortest path length) data from the good quality  Level-2 TCO orbital 

swath data (for example, L2 observations with SZA < 70°; details can be found in (Bhartia, 

2012) that fall in the 0.25×0.25° global grids. The OMTO3e data that from the grid point over 

the ground-based site are used in this work to validate the correction method for Pandora TCO 

data. 

5.1.4 ECMWF Interim Data 

In this work, the ozone-weighted effective temperature was used to assess the temperature 

sensitivity of Pandora ozone retrievals. Temperature and ozone profiles were extracted from 
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the ERA-Interim data for 2013-2015 (Dee et al., 2011) with 0.5°×0.5° spatial resolution on 37 

standard pressure levels, available from http://apps.ecmwf.int/datasets/.  The ozone-weighted 

effective temperature (Teff) is calculated based on daily ozone and temperature profiles (at 18:00 

UTC) over Toronto, defined as 

𝑇𝑒𝑓𝑓 = ∑ 𝑤𝑒𝑓𝑓,𝑖 ∙ 𝑇𝑖
30
𝑖=6                                                      (5.1)                     

𝑤𝑒𝑓𝑓,𝑖 =
𝑛𝑖

∑ 𝑛𝑗
30
𝑗=6

=
𝑀𝑀𝑅𝑖∙𝑝𝑖 𝑇𝑖⁄

∑ 𝑀𝑀𝑅𝑗∙𝑝𝑗 𝑇𝑗⁄30
𝑗=6

                                           (5.2) 

where weff  is the weighting function, Ti  is the temperature, ni is the ozone number density, MMRi 

is the ozone mass mixing ratio, and pi is the pressure at pressure level i. In this work, profile data 

on ECMWF standard pressure levels from #6 to #30 (10-800 mbar) were used to decrease the 

noise from variable surface temperatures.  

5.2 Statistical Uncertainty Estimation  

Figure 5.1 shows the time series of the total column ozone datasets used in this work. The 

seasonal cycles of TCO from the ground-based and satellite instruments track each other well, 

and the high-frequency daily variations from all ground-based instruments are consistent. 

By comparing the same quantity retrieved from different remote sensing instruments, the 

differences between them can be characterized, which are a combination of random uncertainties 

and systematic bias. Theoretically, information about the random uncertainties can be derived 

from the measurements themselves (Grubbs, 1948; Toohey and Strong, 2007). The following 

method for doing this is described in Fioletov et al. (2006), and briefly explained below.  
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Figure 5.1: Ozone total column data from Pandoras, Brewers, and OMI: (a) Pandora #103 and #104 

compared with OMI, (b) Brewer triad (Brewer # 8, #14, and #15) compared with OMI, (c) Brewer triad 

double (Brewer #145, #187, and #191) compared with OMI, (d) the daily mean difference, Brewer (or 

Pandora) – OMI. 

5.2.1 Methodology  

5.2.1.1 Method 1 

Define the two types of measured TCO (denoted as MB and MP, for Brewer and Pandora, 

respectively) as simple linear functions of the true TCO value (X) and instrument random 

uncertainties (δB and δP), and assume that there is no multiplicative or additive bias between 

Pandora and Brewer, giving 

𝑀𝐵 = 𝑋 + 𝛿𝐵                                                                          . 

𝑀𝑃 = 𝑋 + 𝛿𝑃 .                                                                  (5.3) 
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If assume that the instrument random uncertainties are independent of the measured TCO, the 

variance of M is the sum of the variances of X (around the mean of the dataset) and δ, 

𝜎𝑀𝐵
2 = 𝜎𝑋

2 + 𝜎𝛿𝐵
2                                                                        . 

𝜎𝑀𝑃
2 = 𝜎𝑋

2 + 𝜎𝛿𝑃
2  .                                                              (5.4) 

If the difference between Pandora and Brewer does not depend on X (no multiplicative bias), and 

the random uncertainties of the two instruments are not correlated, then the variance of the 

difference is equal to the sum of the variance of the random uncertainties, 

𝜎𝑀𝐵−𝑀𝑃
2 = 𝜎𝛿𝐵

2 + 𝜎𝛿𝑃
2  .                                                          (5.5) 

Since the measured TCO and the difference between the Pandora and Brewer datasets are 

known, the variance of the TCO and instrument random uncertainties can be solved by 

  𝜎𝑋
2 = (𝜎𝑀𝐵

2 + 𝜎𝑀𝑃
2 − 𝜎𝑀𝐵−𝑀𝑃

2 ) 2⁄                                                      .             

𝜎𝛿𝐵
2 = (𝜎𝑀𝐵

2 − 𝜎𝑀𝑃
2 + 𝜎𝑀𝐵−𝑀𝑃

2 ) 2⁄                                                      .                       

𝜎𝛿𝑃
2 = (𝜎𝑀𝑃

2 − 𝜎𝑀𝐵
2 + 𝜎𝑀𝐵−𝑀𝑃

2 ) 2⁄  .                                            (5.6) 

Eq. 5.6 can be used to estimate the standard deviation (SD) of instrument random uncertainties 

(𝜎𝛿𝐵 and 𝜎𝛿𝑃) and the SD of ozone variability (𝜎𝑋). The variances  𝜎𝑀𝑖
2  and 𝜎𝑀𝐵−𝑀𝑃

2  are not 

actually known; with some uncertainty, they can be estimated from the available measurements. 

It can be shown that the uncertainties in the 𝜎𝑋
2, 𝜎𝛿𝐵

2 , and 𝜎𝛿𝑃
2 estimates depend on the sum of all 

three variances 𝜎𝑀𝐵
2 , 𝜎𝑀𝑃

2  , and 𝜎𝑀𝐵−𝑀𝑃
2 , and can be high even if the estimated variance itself is 

low (but one or more of the variances 𝜎𝑀𝐵
2 , 𝜎𝑀𝑃

2  , and 𝜎𝑀𝐵−𝑀𝑃
2  are high). The estimates are thus 

only as accurate as the least accurate of these parameters. The variance estimates can be 

improved by increasing the number of data points or by reducing variances of X by removing 

some of the daily variability. To remove the variability in X, the residual ozone here is defined as 

the difference between the high-frequency TCO and the low-frequency TCO measured by an 

instrument, 
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𝑑𝑀𝑟𝑒𝑠 = 𝑀ℎ𝑖𝑔ℎ−𝑓 −𝑀𝑙𝑜𝑤−𝑓  .                                                (5.7) 

For example, the Brewer residual ozone could be the Brewer TCO measurements minus the 

Brewer ozone daily mean for that day, whereas the corresponding Pandora residual ozone would 

be the Pandora TCO measurements minus the Pandora ozone daily mean. By subtracting the 

low-frequency signal, most of the ozone variability is removed. In addition, as proposed in 

Fioletov et al. (2005), to improve the removal of the bias, the following statistical model can be 

used to calculate the low-frequency signal: 

𝑀𝑙𝑜𝑤−𝑓 = 𝐴𝐵 ∙ 𝐼𝐵 + 𝐴𝑃 ∙ 𝐼𝑃 + 𝐵 ∙ (𝑡 − 𝑡0) + 𝐶 ∙ (𝑡 − 𝑡0)
2                      (5.8) 

where t is the time of the measurement and t0 is the time of local solar noon. IB is an indicator 

function for the Brewer instrument; it is set to 1 if the TCO is measured by the Brewer and to 0 

otherwise. Ip is the indicator function for the Pandora. The coefficients AB, AP, B, and C are 

estimated by the least-squares method for each day (for example, the calculated low-frequency 

signal for Brewer and Pandora will share the same B and C terms, but they have their own offsets 

AB and AP). In the following, the residual ozone calculated by subtracting the daily mean value 

will be referred as residual type 1, and that obtained by subtracting this 2
nd

 order function as 

residual type 2. The present work is focused on evaluating the high-quality TCO data. Thus to 

avoid the stray light effect, in the statistical uncertainty estimation, only Pandora and Brewer 

data with ozone AMF less than 3 were used (see Section 5.4 for more details about the stray light 

effect). 

5.2.1.2 Method 2 

Note that the assumption of no multiplicative and additive bias between the Pandora and Brewer 

measurements might be not valid, since it is already known that the Pandora and Brewer 

instruments have different temperature sensitivities (the temperature effect). Thus it is reasonable 

to modify the linear function Eq. 5.3 to 

𝑀𝐵 = 𝑋 + 𝛿𝐵 

𝑀𝑃 = 𝛽 ∙ 𝑋 + 𝛿𝑃                                                      (5.9) 
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where, a relative multiplicative bias β is introduced to describe the potential bias between 

Pandora and Brewer measurements. Similar to method 1, the following equations should be 

obtained if the assumption that the two instruments’ measurement uncertainties are uncorrelated 

is made,  

𝜎𝑀𝐵
2 = 𝜎𝑋

2 + 𝜎𝛿𝐵
2  

𝜎𝑀𝑃
2 = 𝛽2 ∙ 𝜎𝑋

2 + 𝜎𝛿𝑃
2  

𝜎𝑀𝐵𝑀𝑃 = 𝛽 ∙ 𝜎𝑋
2        .                                               (5.10) 

Now there are three equations with four unknowns. There are many ways to solve the above 

equations with various assumptions. Dunn (2009) explored the relative assumptions and 

solutions in detail in a general context. In this work, one of the simple assumptions that the 

precision of one measurement is known (equivalent to σδ
2
) was followed. Generally, this is 

justified if the precision of the standard measurement is known, e.g., has good calibration, high 

precision, and etc. better than the other. However, without the knowledge of which instrument is 

more precise, here Brewer calculated standard uncertainty (the standard error of the TCO from 

the Brewer dataset) will be used to help estimate Pandora uncertainty, then Pandora calculated 

standard uncertainty (the standard error of the TCO from the Pandora dataset) will be used to 

help estimate Brewer uncertainty.  

Following Toohey and Strong (2007), the predictions of statistical parameters based on 

calculated quantities (the calculated standard uncertainty) are denoted by a tilde (~) above the 

variable, and the estimates (the estimated uncertainty) are denoted by a caret.  For example, if the 

calculated uncertainty from Brewer is used, then the Pandora uncertainty and bias can be 

estimated by 

�̂�𝛿𝑃
2 = 𝜎𝑀𝑃

2 −
𝜎𝑀𝐵𝑀𝑃
2

𝜎𝑀𝐵
2 − �̃�𝛿𝐵

2  

�̂�𝑃 =
𝜎𝑀𝐵𝑀𝑃

𝜎𝑀𝐵
2 −�̃�𝛿𝐵

2    .                                                     (5.11) 
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Similarly, estimated Brewer uncertainty and bias are 

�̂�𝛿𝐵
2 = 𝜎𝑀𝐵

2 −
𝜎𝑀𝐵𝑀𝑃
2

𝜎𝑀𝑃
2 − �̃�𝛿𝑃

2  

�̂�𝐵 =
𝜎𝑀𝑃
2 −�̃�𝛿𝑃

2

𝜎𝑀𝐵𝑀𝑃
   .                                                      (5.12) 

5.2.2 Results 

In this work, two different types of residual ozone (see Eq. 5.7) were calculated as defined in 

Section 5.2.1.1, and then they were used to calculate the instrument random uncertainty with the 

statistical variable estimation method (Eq. 5.6, more details can be found in Fioletov et al. 

(2006)). For example, Eq. 5.7 and 5.8 were used to calculate two type 2 residuals for both 

Brewer and Pandora (dMb-res2 and dMp-res2), and then these residuals were used to calculate the 

difference (dMb-res2 - dMp-res2). Next, their variances values σ
2
(dMb-res2), σ

2
(dMp-res2), and σ

2
(dMb-

res2 - dMp-res2) were calculated. Those variance terms are used in Eq. 5.6 to estimate the random 

uncertainties. The residual types and relevant terminologies are summarised in Table 13. 

Table 13: Definition of terminologies used in the uncertainty estimation. 

 Definition 

Estimated random 

uncertainty (𝜎𝛿) 

Random uncertainty estimated using the statistical variable estimation method 

described in Section 5.2.1 

Mhigh-f High-frequency TCO measurements, averaged in 3 min bin 

Mlow-f (daily-mean) Low-frequency TCO, calculated as the daily mean TCO 

Mlow-f (2nd order function) Low-frequency TCO, calculated using the 2
nd

 order function (Eq. 5.8) 

Residual type 1 Mhigh-f   –  Mlow-f (daily-mean) 

Residual type 2 Mhigh-f   –  Mlow-f (2nd order function) 

Method 1 Estimate both Pandora and Brewer random uncertainty, but without bias 

between Pandora and Brewer (see Eq. 5.6) 

Method 2 Estimate Pandora (Brewer) random uncertainty and bias, but need use Brewer 

(Pandora) predicated error (see Eqs. 5.11 and 5.12) 

 

Figure 5.2 shows the Brewer estimated random uncertainties obtained using the two types of 

residual ozone data (Figure 5.2a for residual type 1, Figure 5.2b for type 2). For example, in 

Figure 5.2a, the estimated random uncertainty with Method 1 for Brewer #8 using Pandora #103 

data (residual type 1, derived from 𝑀𝑃103) is shown as a black square in the column for Brewer 
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#8, while its estimated random uncertainty with Method 1using Pandora #104 data (residual type 

1, derived from 𝑀𝑃104) is shown as a red triangle in the same column. The results with Method 2 

are shown as grey and pink symbols. Figure 5.2 demonstrates that type 1 (Figure 5.2a) and type 2 

(Figure 5.2b) residual ozone data provide comparable results, and confirm that Brewer 

instruments have random uncertainties of 1-2 DU.  

 

Figure 5.2: Estimated random uncertainties: for the Brewer instruments using (a) residual ozone type 1, 

and (b) residual ozone type 2; for the Pandora instruments using (c) residual ozone type 1, and (d) 

residual ozone type 2. The black (grey) squares indicate data from Pandora #103 and the red (pink) 

triangles indicate data from Pandora #104 with Method 1 (2). The error bars show the 95 % confidence 

bounds. 

Figure 5.2 also shows the Pandora estimated random uncertainties using the two types of residual 

ozone data (Figure 5.2c for residual type 1, Figure 5.2d for type 2). For example, in Figure 5.2c, 

the estimated random uncertainty for Pandora #103 using Brewer #8 data is shown as a black 

square in the column of Brewer #8, while its estimated random uncertainties using other Brewer 

data are shown by respective Brewer columns. Figure 5.2 demonstrates that the Pandora 

instruments have estimated random uncertainties less than 1.5 DU. Slight differences in the 

estimated Pandora random uncertainties were found using different Brewer instruments. This is 

due to the sample size; when the sample size is large (> 1200 coincident points, see Table 12), 
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the Pandora estimated random uncertainties from different instruments are more consistent. For 

example, in Figure 5.2c, one of the estimated random uncertainties for Pandora #103 (black 

square in Brewer #187 column) is below 0.5 DU. This result is undesirable (the value is ~0.5 DU 

lower than the other values), but not unusual. Dunn (2009) describes this issue in detail and 

points out that the low (even negative in some cases) variance estimate is due to small sample 

size. In general, Dunn (2009) concludes that, even with the correct model, the comparisons and 

estimation of precision are only viable with large sample sizes. Figure 5.3c shows that the low 

variance was indeed from the smallest sample size (608 coincident points for Pandora #103 vs. 

Brewer #187 and 397 for Pandora #104 vs. Brewer #187). In addition, when using the data from 

the same pair of Brewer and Pandora instruments, the estimated random uncertainty for Pandora 

is consistently lower than that for Brewer by ~0.5 DU. Figure 5.2 also demonstrates that both 

statistical estimation methods 1 and 2 provide similar estimated random uncertainties for Brewer 

and Pandora, while method 2 is more sensitive to ozone natural variability.  

 

Figure 5.3: Estimated residual ozone variability (𝜎𝑋) using (a) residual ozone type 1, and (b) residual 

ozone type 2. (c) Number of coincident measurements used in the statistical uncertainty estimation. The 

black squares indicate data from Pandora #103 and the red triangles indicate data from Pandora #104. The 

error bars show the 95 % confidence bounds. 



 

136 

 

Fioletov et al. (2006) estimated natural ozone variability (𝜎𝑋) using Eq. 5.6. However, because 

this work is using the residual ozone instead of the TCO in the statistical analysis, the 𝜎𝑋 

calculated from the current method is not the estimated natural ozone variability but the 

estimated residual ozone variability for the measurement period. It can be used to characterize 

the difference between residual types 1 and 2. Figure 5.3a shows the estimated residual ozone 

variability using residual type 1 data, while Figure 5.3b shows the variability using residual type 

2.  Figure 5.3a and 5.3b demonstrate that residual type 1 data  has larger variability than type 2 

data, indicating that using the daily mean value as the low-frequency signal did not fully remove 

the natural ozone variability. Ideally, the random uncertainty estimate should only contain 

random noise caused by the instrument and no natural ozone variation. Scatter plots of Brewer vs. 

Pandora residual ozone (Figure 5.4) illustrate the same results. Figure 5.4 shows that the 

correlation coefficients for residual type 1 (R = 0.813 for Brewer #8 vs. Pandora #103, see 

Figure 5.4a; 0.909 for Brewer #8 vs. Pandora #104, see Figure 5.4b) are higher than the ones for 

residual type 2 (0.333 for Brewer #8 vs. Pandora #103, see Figure 5.4c; 0.688 for Brewer #8 vs. 

Pandora #104, see Figure 5.4d). The low correlation coefficients for ozone residual type 2 data 

indicate that the ozone variability has been largely removed from Pandora and Brewer data. Thus 

when this work use residual ozone type 2, even with relatively small sample size, the estimated 

uncertainties for Pandoras are still consistent with those obtained from comparisons with other 

Brewers having larger sample sizes (see Figure 5.2c and 5.2d, Brewer #187 column).  

To summarise, this work tested two different methods for calculating residual ozone, and applied 

them in the statistical uncertainty estimation. The comparison of two residuals helps us 

understand the variable estimation method. Although using the daily mean value as a low-

frequency signal (as in the residual type 1 calculation) has some shortcomings, it is more 

straightforward than using the complex 2
nd

 order statistical model (Eq. 5.8). By showing the 

consistency of results from both type 1 and 2 in Figure 5.2, this work validated the use of the 2
nd

 

order statistical model (Eq. 5.8) and proved some of the advantages when using type 2. For 

example, the residual type 2 could work with a smaller dataset than the residual type 1 (without 

making the estimated variance unrealistic, too low or even negative). In general, Figure 5.2 

demonstrates that the Pandora TCO data has ~0.5 DU smaller estimated random uncertainties 

compared to the Brewer TCO data. The mean estimated random uncertainties for BrT and BrT-D 
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are in the range of 1-2 DU (~0.6%). The mean estimated random uncertainties for Pandora #103 

and  #104 are in the range of 0.5-1.5 DU (~0.4%). These results confirm the quality of the TCO 

data, with all eight instruments meeting the GAW requirement for a precision better than 1% to 

measure ozone (WMO, 2014). 

 

Figure 5.4: Scatter plots for residual ozone type 1 and 2, colour coded by the normalized density of the 

points. (a) Brewer #8 vs. Pandora #103 (residual type 1), (b) Brewer #8 vs. Pandora #104 (residual type 

1), (c) Brewer #8 vs. Pandora #103 (residual type 2), (d) Brewer #8 vs. Pandora #104 (residual type 2). 

The black line is the 1-to-1 line. 

5.3 Temperature Dependence Effect and Correction 

5.3.1 Methodology 

When comparing Pandora and Brewer TCO data, a clear seasonal structure and a bias in the 

difference and ratio can be seen. Figure 5.5a shows the time series of Brewer #14 – Pandora 

#103 TCO difference; the seasonal amplitude is 3-4 DU and the mean bias is 10.81 DU. Figure 

5.5b (which uses the corrected data) will be discussed in Section 0. The locally weighted 

scatterplot smoothing fit (Lowess(x), the dashed line) is based on local least squares fitting 
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applied to a specified x fraction of the data (Cleveland and Devlin, 1988). The bias between 

Pandora and Brewer TCO is mainly due to the fact that both retrievals depend on the choice of 

ozone absorption cross section (Scarnato et al., 2009; Herman et al., 2015).  

 

Figure 5.5: Time series of Brewer #14 – Pandora #103 TCO difference colour coded by ozone effective 

temperature (see Eq. 5.1): (a) before applying the temperature dependence correction, (b) after applying 

the correction. The dashed lines are Lowess(0.5) fits. 

The Brewer TCO in this work was retrieved using the standard Brewer network operational 

ozone cross section (Bass and Paur, 1985), while the Pandora TCO was retrieved using the 

standard Pandora network operational ozone cross section (the DBM ozone cross section). 

Redondas et al. (2014) reported that changing the Brewer operational ozone cross section from 

Bass and Paur (1985) to Daumont  et al. (1992) (DBM) will change the calculated TCO by -

3.2%. In addition to the offset caused by the use of different ozone cross sections, the seasonal 

difference between Pandora and Brewer TCO data is due to their differing temperature 

dependence, which varies from instrument to instrument because of the differences in ozone 
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retrieval algorithm and instrument design. Moreover, even for the same type of instrument, the 

temperature sensitivity can be different due to imperfections in the wavelength settings and slit 

function for each individual instrument. This work will study these differences (offset and 

temperature effect) by using the standard TCO products from Pandora and Brewer instruments. 

 

Figure 5.6: Linear regression of Brewer/Pandora TCO ratio as a function of effective temperature minus 

225 K. (a) Linear regression results; (b) residual plot of the linear regression. 

In this work, ECMWF Interim ozone and temperature profiles were used to calculate daily ozone 

effective temperature (described in Section 5.1.4). Then the following simple linear regression 

model was used to find the temperature dependence factor for Pandora instruments, 

𝑀𝐵

𝑀𝑃
= 𝑎 ∙ (𝑇𝑒𝑓𝑓 − 225) + 𝑏                                                    (5.13) 

where a is the temperature dependence factor for Pandora, b is the (systematic) multiplicative 

bias between Pandora and Brewer, and 225 refers to effective temperature of 225 K for ozone 

cross-sections used in the Pandora retrievals. Here, the MB and MP are TCO daily means 

measured by the Brewer and Pandora respectively. To increase the number of coincident data 

points, the MB dataset is formed by merging all measurements from the six Brewers (see Table 
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12). A successfully merged MB data point has coincident measurements from at least two 

Brewers, to avoid domination by a single instrument. The coincident time period of the MB and 

MP103 datasets is from October 2013 to December 2015 with 272 coincident days (points). Figure 

5.6 shows the linear regression results for Pandoras #103 and #104. This work found the relative 

temperature dependence factor for Pandora #103 to be 0.247 ± 0.013 % K
-1

 (from the term a in 

Eq. 5.13), with a 2.2 ± 0.1 % multiplicative bias (from the term b in Eq. 5.13). Although Pandora 

#104 only has measurements from January to April 2014 (53 coincident days), the linear 

regression still results in a similar temperature dependence factor (0.255 ± 0.040 % K
-1

) and the 

same bias as Pandora #103. The correlation coefficients for those two linear regressions are 0.91 

and 0.89 respectively.  

The Pandora temperature dependence factors were applied to the Pandora TCO to remove its 

bias and seasonal difference relative to Brewer TCO data. Similar to the correction function used 

in Herman et al. (2015) for Pandora #34, the following function was used to correct Pandora 

TCO data: 

𝑀𝑐𝑜𝑟𝑟 = 𝑀𝑃 ∙ (𝑎 ∙ (𝑇𝑒𝑓𝑓 − 225) + 𝑏)                                        (5.14) 

where Mcorr is corrected Pandora TCO, and other terms are as defined for Eq. 5.13. For the 

Pandora #103 dataset, this becomes 

𝑀𝑐𝑜𝑟𝑟 = 𝑀𝑃103 ∙ (0.00247 ∙ (𝑇𝑒𝑓𝑓 − 225) + 1.022)                           (5.15) 

where Mp103 is the TCO data from Pandora #103. The temperature dependence factor (0.247 ± 

0.013 % K
-1

) and the multiplicative bias (1.022) are found in Figure 5.6. The same regression 

model and method give 0.255 ± 0.040 % K
-1

 temperature dependence factor with a 2% 

multiplicative bias to Pandora #104, and hence 

𝑀𝑐𝑜𝑟𝑟 = 𝑀𝑃104 ∙ (0.00255 ∙ (𝑇𝑒𝑓𝑓 − 225) + 1.022)                              (5.16) 

where Mp104 is the Pandora #104 TCO. For comparison, Herman et al. (2015) derived the 

correction function for Pandora #34 as 

𝑀𝑐𝑜𝑟𝑟 = 𝑀𝑃34 ∙ (0.00333 ∙ (𝑇𝑒𝑓𝑓 − 225) + 1)                                  (5.17) 
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where the 0.00333 (0.333 % K
-1

) is the temperature dependence factor for Pandora #34. Note 

that this value was determined by applying retrievals using ozone cross sections from 215 to 240 

K, and then obtaining a linear fit to the percent change (Herman et al., 2015). However in this 

work, the factors for Pandora #103 and #104 were found by statistical analysis (comparison) of 

the Pandora and Brewer TCO datasets. Thus temperature dependence factor found by this work 

combines the temperature sensitivity from both Pandora and Brewer instruments, and describes 

the relative temperature sensitivity between the Pandora and Brewer standard TCO products. 

This factor is called as a “relative temperature dependence factor” (RTDF), while that from 

Herman et al. (2015) is an “absolute temperature dependence factor” (ATDF). Although the 

RTDF is a non-linear combination of ATDF from both Pandora and Brewer (note that the 

Pandora used an ozone cross section at an effective temperature of 225 K, while the Brewer used 

that at 223.8 K), a simple linear estimation of the RTDF from reported ATDFs still can be made. 

In fact, the reported ATDF for Pandora #34 (0.333 % K
-1

, (Herman et al., 2015)) minus the 

reported ATDF for Brewer #8 and #14 (0.07 and 0.094 % K
-1

, (Kerr et al., 1988; Kerr, 2002)) 

gives relative numbers (0.26 and 0.24 % K
-1

) that are close to the model-calculated RTDF (~0.25 

% K
-1

). The correction functions from this work (Eqs. 15-16), which have a constant b term of 

1.022 given 0.001 uncertainty, indicate a multiplicative bias of ~2% (not caused by the 

temperature effect) between the Pandora and Brewer instruments due to their different selection 

of ozone cross sections.  

Merging data from all six Brewers could lead to variation of the Brewer temperature 

dependence, so sensitivity tests were performed on the dataset. Figure 5.3 summarises the tests; 

the combined Brewer data are merged from all available Brewer data during the data period 

indicated in the table. Figure 5.7 shows the RTDFs, multiplicative bias, correlation coefficient, 

and number of data points for the thirteen sensitivity tests. Tests 1 and 2 are the results adapted 

from Figure 5.6. Due to the small data size, the RTDF for test 2 has larger error bars than test 1. 

Test 3 shows Pandora #103 RTDF using combined Brewer data for the same time period as 

Pandora #104. Pandora #103 has a measurement gap from Aug. to Dec. 2014 due to instrument 

failure (see Figure 5.1), hence, tests 4 and 5 use combined Brewer data for 2013-2014 (~ one 

year coverage, before the instrument failure of Pandora #103) and 2015 (one year coverage, after 

Pandora #103 was repaired) separately. Brewer #191 was one of the most reliable Brewer 
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instruments during the comparison period. Thus tests 6-8 use only Brewer #191 data; test 6 uses 

all available data (2013-2015), test 7 uses only 2013-2014 data (before the instrument failure of 

Pandora #103), test 8 uses 2015 data (after Pandora #103 was repaired). Tests 9-13 use 

individual Brewer data (all available data for each individual Brewer). For the thirteen tests, the 

RTDFs (see Figure 5.7a) are in the range of 0.24-2.9%, and the multiplicative biases (see Figure 

5.7b) are in the range of 1.7-2.5%. The correlation coefficients (see Figure 5.7c) for most tests 

are above 0.8. In general, the RTDFs found for the Pandora instruments are stable when derived 

from combined Brewer data or reliable individual Brewer data. For this two-year data period, the 

derived RTDFs from BrT-D instruments are lower (0.241-0.246 % K
-1

) than the ones from BrT 

instruments (0.262-0.290 % K
-1

). However, with the large uncertainties on the estimated RTDFs 

and the bias, the current work could not conclude whether this is due to the different instrument 

designs or a sampling issue.  

 

Figure 5.7: Pandora relative temperature dependence factors derived from 13 sensitivity tests (shown in 

Table 14). (a) RTDFs, (b) multiplicative biases, (c) correlation coefficients (R), and (d) number of data 

points in sensitivity tests. The error bars show the 95 % confidence bounds. 
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Table 14: Summary of sensitivity tests for Pandora relative temperature dependence factors. 

Test no. Pandora Brewer Data period RTDF (%/K) 

1 #103 Combined Brewer (#8, #14, #15, #145, #187, #191) Oct. 2013 – Dec. 2015 0.247 ± 0.013 

2 #104 Combined Brewer (#8, #14, #15, #187, #191) Jan. 2014 – Apr. 2014 0.255 ± 0.040 

3 #103 Combined Brewer (#8, #14, #15, #187, #191) Jan. 2014 – Apr. 2014 0.261 ± 0.027 

4 #103 Combined Brewer (#8, #14, #15, #187, #191) Oct. 2013 – Aug. 2014 0.255 ± 0.020 

5 #103 Combined Brewer (#8, #14, #145, #191) Jan. 2015 – Dec. 2015 0.263 ± 0.017 

6 #103 Brewer #191 Oct. 2013 – Dec. 2015 0.246 ± 0.016 

7 #103 Brewer #191 Oct. 2013 – Aug. 2014 0.249 ± 0.025 

8 #103 Brewer #191 Jan. 2015 – Dec. 2015 0.250 ± 0.021 

9 #103 Brewer #8 Oct. 2013 – May. 2015 0.285 ± 0.031 

10 #103 Brewer #14 Nov. 2013 – Dec. 2015 0.262 ± 0.014 

11 #103 Brewer #15 Nov. 2013 – Jul. 2015 0.290 ± 0.025 

12 #103 Brewer #145 Jan. 2015 – Dec. 2015 0.241 ± 0.020 

13 #103 Brewer #187 Oct. 2013 – Apr. 2014 0.242 ± 0.088 

 

5.3.2 Results 

5.3.2.1 Pandora TCO Correction 

As an example, Figure 5.5 shows the time series of Brewer #14 – Pandora #103 TCO 

differences, before and after applying the Pandora correction (Eq. 5.15). A clear seasonal signal 

is seen due to the variation of Teff before the temperature dependence correction is applied (see 

Figure 5.5a). Figure 5.8 shows scatter plots of Pandora #103 versus Brewer #14 TCO. In Figure 

5.8a, the linear regression (green line, weighted to account for uncertainties from both 

measurements (York et al., 2004)) between Pandora #103 and Brewer #14 gives a slope of 1.023, 

an offset of -18.486 DU, and strong correlation (R = 0.9954). Forcing the intercept to zero gives 

a slope of 0.969, indicating -3.1% mean bias. This is consistent with the work of Redondas et al. 

(2014), which showed that changing the Brewer ozone cross section from Bass and Paur to DBM 

changed the Brewer TCO by -3.2%. By colour coding the scatter points, it is obvious that this 

non-ideal slope and offset are related to Teff . After applying the correction, the seasonal Brewer – 

Pandora difference disappears as seen in Figure 5.5b, and the linear regression (green line) gives 

a slope of 1.008, an offset of -2.678 DU, and an improved correlation (R = 0.9982) (see Figure 
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5.8b). Linear fitting with zero intercept gives a slope of 1.001, indicating that the correction 

improves the mean bias between Pandora and Brewer TCO from -3.1% to 0.1%. 

 

Figure 5.8: Scatter plots of Pandora #103 vs. Brewer #14 TCO, colour coded by ozone effective 

temperature: (a) before applying the correction, (b) after applying the correction. The red line is a simple 

linear fit, the green line is the linear fit weighted by the calculated standard uncertainty from Pandora and 

Brewer TCO data, the blue line is the linear fit with intercept set to zero, and the black line is the 1-to-1 

line. 
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Figure 5.9: Effective ozone temperature: (a) Teff calculated using ERA-Interim data (18:00 UTC over 

Toronto) and NASA climatology data (monthly mean for 40-50 N), (b) the difference between these two. 

To calculate the effective temperature, this work uses daily temperature and ozone profiles from 

ERA-Interim data at 18:00 UTC for Toronto, but Herman et al. (2015) used monthly averaged 

temperature and ozone climatology data (interpolating the climatological ozone profile to the 

observed TCO in order to capture day-to-day variability, see ftp://toms.gsfc.nasa.gov/ 

pub/ML_climatology) for latitudes of 30-40
 
N

 
and 40-50

 
N to form an average suitable for 

Boulder (40 N). To understand the difference due to the selection of Teff, this work adapted the 

climatology data used in Herman et al. (2015), and used the data from 40-50
 
N to calculate 

effective ozone temperature for Toronto (44
 
N). Figure 5.9 shows the comparison between the 

ECMWF daily Teff and the NASA monthly climatology Teff. A sudden cooling event happened at 

Toronto on 29-30 January 2014, for which the difference between the daily and monthly Teff was 

-10 K. Figure 5.10 shows the time series of TCO difference (combined Brewer  ̶  Pandora #103) 

before and after applying the temperature dependence correction using both the monthly 

climatology Teff  and daily Teff. Because the monthly climatology Teff does not reflect the low 

temperature during those two days, the correction function (see Eq. 5.15) overcompensated for 

the temperature effect (the minimum delta ozone value on 29 January changed from -8 DU in 

Figure 5.10a to -14 DU in Figure 5.10b). The low-temperature event was captured by the daily 

Teff, thus the compensation from the temperature effect was reasonably small when using 

ECMWF daily Teff (the minimum value was -7 DU, see Figure 5.10c). In general, the ECMWF 

daily Teff can better capture some ozone variation events that are associated with rapid 

temperature changes. 
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Figure 5.10: Time series of combined Brewer – Pandora #103 TCO difference colour coded by ozone 

effective temperature: (a) before applying the temperature dependence correction, (b) after applying the 

correction using NASA monthly climatology Teff, and (c) after applying the correction using ERA-Interim 

daily Teff. The sudden cooling event on 29-30 January 2014 is marked by black box. The dashed lines are 

Lowess(0.5) fits. 
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Figure 5.11 shows time series of the monthly average TCO difference in percentage before and 

after applying the temperature dependence correction for eight pairs of instruments (six 

individual Brewers vs. Pandora #103, combined Brewer vs. Pandora #103, and combined Brewer 

vs. Pandora #104). Figure 5.11a shows that both Pandora #103 and #104 have similar offsets 

relative to the Brewers before applying the correction to Pandora data.  In addition, the seasonal 

variations are consistent when comparing Pandora #103 to six individual Brewers (see Figure 

5.11a). After applying the TCO corrections (Figure 5.11b), the seasonal differences decreased 

from ±1.02% to ±0.25% for Pandora #103 and from ±0.40% to ±0.25% for Pandora #104, as did 

the offset which decreased from 2.92% to -0.04% for Pandora #103 and from 2.1% to -0.01% for 

Pandora #104. The 1σ uncertainty in Figure 5.11b shows that, statistically, the corrected Pandora 

datasets have no significant seasonal differences or offsets compared to the Brewer datasets. 

 

Figure 5.11: Monthly mean time series of the (Brewer – Pandora)/Brewer % TCO difference: (a) before 

applying the Pandora temperature dependence correction, and (b) after applying the correction. The 

shaded regions represent 1σ uncertainty. 
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5.3.2.2 Comparison with Satellite 

To further validate the temperature dependence correction for the Pandora data, this work used 

OMI ozone data (version OMTO3e). Pandora data are averaged within ±10 min of OMI overpass 

times. In Figure 5.12, scatter plots of OMI vs. Pandora TCO are shown in panels a and b; OMI 

vs. corrected Pandora TCO (using Eq. 5.15 and 5.16 with the correction functions found from the 

statistical model) is shown in panels c and d; OMI vs. corrected Pandora TCO (using Eq. 5.17 

with the correction function from (Herman et al., 2015)) is shown in panels e and f. All the 

Pandora TCO corrections shown in Figure 5.12 used the same Teff  calculated with the ERA-

Interim daily ozone data.  

Figure 5.12a and c show that, after applying the TCO correction (Eq. 5.15) to Pandora #103, the 

slope of the linear regression improved from 0.987 to 0.990, the offset improved from 14.84 to -

3.59 DU, the correlation coefficient improved from 0.987 to 0.991, and the mean bias between 

OMI and Pandora improved from 3.1% to 0.0 %. Similar improvement is seen in the comparison 

between Pandora #104 and OMI (see Figure 5.12b and d), although the size of the coincident 

measurement dataset is smaller, with the mean bias improving from 1.5% to -0.6%. In addition, 

Figure 5.12e and f show that, by using the correction function from (Herman et al., 2015), the 

comparisons also improve,  although 1.9% (1.4%) bias remains for Pandora #103 (#104) 

(indicated by the slop of linear fit with force the intercept to zero, see the green lines in  Figure 

5.12). Note that the ATDF in Herman et al. (2015) is only 0.08 % K
-1

 higher than the RTDF.  

Figure 5.13a and b show the monthly mean time series of the OMI – Pandora TCO percentage 

difference, before and after applying the three correction functions. All three correction models 

reduced the difference between Pandora and OMI. The relative correction model (Eqs. 5.15 and 

5.16) reduces the seasonal difference (indicated by the δ of the percentage monthly delta ozone) 

between Pandora #103 and OMI from ±1.68% to ±1.00%, with the mean bias decreasing from 

2.65% to -0.19% (the mean of the percentage monthly delta ozone). Pandora #104 has a similar 

improvement. The absolute correction model (Eq. 5.17) reduces the seasonal difference between 

Pandora #103 and OMI to 0.87%, with the mean bias decreased to 1.71%. The reduction in the 

mean bias between Pandora and OMI is better for the relative correction model. This result (-

0.19 ± 1.00 % mean bias) is consistent with Balis et al. (2007) who showed that the global 
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average difference between OMI-TOMS and Brewer instruments is within 0.6%, and that the 

difference in the 40-50 N band (Toronto is at 44 N) is close to zero (see their Fig. 1).  

 

Figure 5.12: Scatter plots of OMI TCO vs. Pandora TCO for (a) Pandora #103 without TCO correction, 

(b) Pandora #104 without TCO correction, (c) Pandora #103 with correction using Eq. 5.15, (d) Pandora 

#104 with correction using Eq. 5.16, (e) Pandora #103 with correction using Eq. 5.17, (f) Pandora #104 

with correction using Eq. 5.17. 
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Figure 5.13: Monthly mean time series of the (OMI – Pandora)/OMI % TCO difference: (a) before 

applying the correction, (b) after applying the correction using Eqs. 5.15 - 5.17, and (c) the difference 

between the corrections. The shaded regions represent the 1σ uncertainty. 

Balis et al. (2007) reported that the time series of globally averaged differences between OMI-

TOMS and Brewer instruments shows almost no annual variation, and the OMI-TOMS data 

theoretically have no temperature dependence (McPeters and Labow, 1996; Bhartia and 
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Wellemeyer, 2002). By using the relative correction, the corrected Pandora TCO should have 

similar performance to the Brewer TCO. Figure 5.13c shows the difference between the absolute 

correction method and the relative correction method. Although both methods removed some of 

the seasonal signal (reduced from 1.68% to 1.00% for the relative correction, and 0.87% for the 

absolute correction), Figure 5.13c shows that there is still a weak seasonal signal residual (0.39 

%) left between these two methods. 

5.4 Stray Light Effect 

It is well known that direct-sun UV spectrometers are affected by stray light when the solar 

zenith angle is too large. In general, when the ozone AMF is larger than 3 (SZA > 70°), the 

retrieved TCO will show an unrealistic decrease with increasing SZA (thus this effect is also 

known as the airmass dependence effect). In general, the stray light from longer wavelengths 

results in overestimation of the UV signal at short wavelengths and makes the measured UV 

signal in that part of the spectrum less sensitive to TCO. The double Brewer spectrometer was 

introduced in 1992, which uses two spectrometers in series to reduce the stray light (Bais et al., 

1996; Wardle et al., 1996; Fioletov et al., 2000). The BrT-D has the advantage of very low 

internal stray light fraction (10
-7

, stray light signal divided by total signal) compared to BrT    

(10
-5

)  in the 300-330 nm spectral range (Fioletov et al., 2000; Tzortziou et al., 2012). For 

Pandora instruments, a UV340 filter is used to remove most of the stray light that originates from 

wavelengths longer than 380 nm (Herman et al., 2015). A typical UV340 filter has a small 

leakage (5 %) at ~720 nm, which misses the detector and hits the internal baffles. Further stray 

light correction is done by subtracting the signal of pixels corresponding to 280 to 285 nm 

(which contain almost zero direct illumination) from the rest of the spectrum. However, a very 

small (but unknown) amount of this stray light may scatter on to the detector (Herman et al., 

2015). Tzortziou et al. (2012) tested the stray light effect for Pandora #34 and Brewer #171 and 

concluded that the Pandora stray light fraction (~10
-5

) was comparable to the single Brewer. 

Pandora ozone retrievals are accurate up to a slant column between 1400 and 1500 DU or 70 and 

80 SZA, depending on the TCO amount (Herman et al., 2015). 

To assess the airmass dependence, this work compared Brewer TCO to the corrected Pandora 

TCO data. Figure 5.14 shows an example of the Brewer/Pandora ratio as a function of ozone 
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AMF (reported value in Brewer data) before and after applying the TCO correction (Eq. 5.15), 

with the data points grouped by effective temperature. Before applying the correction (Figure 

5.14a), the linear fits show consistently low (-0.1 to 0.5%) relative AMF dependence between 

Brewer and Pandora (defined as the slope of the linear fit) for each Teff  group. However, the 

linear fit to the whole dataset (all effective temperatures, black line) shows that the relative AMF 

dependence is -0.007. Figure 5.14b shows that the correction changed the slope of the black line 

to -0.001; removing the temperature effect for the Pandora dataset thus reduces the relative AMF 

dependence from -0.7% to -0.1%. To characterize only the airmass dependence, therefore the 

temperature dependence effect from the Pandora dataset was removed. 

 

Figure 5.14: Brewer #14/Pandora #103 TCO ratio vs. ozone airmass factor: (a) before and (b) after 

applying the Pandora temperature dependence correction. The points are grouped by effective 

temperature (from 215 to 240 K, in 5 K bins), and the linear fits for each group are colour coded. The 

black line and linear fit is for the whole dataset. 
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To show how the different instrument designs affect the stray light performance, this work 

merged the six Brewer datasets into two groups (BrT and BrT-D) to compare with the corrected 

Pandora data. Figure 5.15 shows the (Brewer  ̶  Pandora)/Brewer percentage difference as a 

function of ozone AMF. In Sections 5.2 and 5.3, the TCO data with ozone AMF > 3 was 

discarded. The purpose of this filter was to ensure that only the best direct-sun measurements 

(with low airmass dependence) from both instruments were used. However, to study the 

instrument performance for large AMFs, and also to characterize the performance of Brewer and 

Pandora instruments, the AMF threshold was changed from 3 to 6. Figure 5.15 indicates that 

Pandora, BrT, and BrT-D instruments have similar airmass dependence for ozone AMF < 3 

(~71° SZA), consistent with the result reported by Tzortziou et al. (2012). Pandora and BrT-D 

have similar AMF dependence up to ozone AMF of 5.5-6 (80.6-81.6° SZA), but Pandora and 

BrT diverge above AMF of 3-4 (71-76° SZA). In general, these results indicate the Pandora and 

BrT-D instruments have very good stray light control. 

 

Figure 5.15: Percentage difference between Pandoras (#103 and #104) and Brewers (grouped as BrT and 

BrT-D) as a function of ozone airmass factor. On each box, the central mark is the median, the edges of 

the box are the 25
th
 and 75

th
 percentiles, and the whiskers extend to the most extreme data points not 

considered outliers. 

5.5 Summary 

The instrument random uncertainty, TCO temperature dependence, and ozone airmass 

dependence have been determined using two Pandora and six Brewer instruments. In general, 

Pandora and Brewer instruments both have very low random uncertainty (< 2 DU) in the total 
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column ozone measurements, with that for Pandora being ~0.5 DU lower than Brewer. This 

indicates that Pandora instruments could provide more precise measurements than the Brewer for 

the study of small-scale (temporal and magnitude) atmospheric changes. This work confirms the 

quality of the TCO data, with all eight instruments meeting the GAW requirement for a precision 

better than 1% (WMO, 2014), however, the Brewer instruments have smaller ozone temperature 

dependence than the Pandoras.  

By using the ERA-Interim and Brewer ozone data in the statistical method, this work 

successfully corrected the Pandora TCO to decrease its temperature dependence. Relative 

temperature dependence factors of 0.247 % K
-1

 for Pandora #103 and 0.255 % K
-1

 for Pandora 

#104 against the Brewer instruments were found. This relative temperature dependence factor is 

comparable to the absolute temperature dependence factors previously found for Pandora (0.333 

% K
-1

, by applying retrievals with different ozone cross sections, (Herman et al., 2015) and 

Brewers (0.07-0.094 % K
-1

 (Kerr et al., 1988; Kerr, 2002)). In addition, a 2% multiplicative bias 

was found between the Pandora and Brewer standard TCO products, which is due to the different 

ozone cross sections used in the retrievals. After applying the corrections, the annual seasonal 

difference between Pandora and Brewer instruments decreased from ±1.02 to ±0.25 % and the 

mean bias decreased from 2.92 to 0.04 %. In addition to using model ozone data (ERA-Interim 

for this case) to calculate the effective ozone temperature, Teff could also be estimated from 

Brewer or Pandora measurements (Kerr, 2002; Tiefengraber et al., 2016), however, at a cost of 

decreased TCO measurement precision. An effective ozone temperature algorithm is under 

development for the Pandora. The future operational Pandora ozone retrieval algorithm will use 

this derived effective ozone temperature to minimise the temperature dependence of the ozone 

product (Tiefengraber et al., 2016).  

This study confirmed that the Pandora and Brewer TCO data have negligible airmass 

dependence when the ozone AMF < 3. The Pandora and BrT instruments have similar airmass 

dependence (relative airmass dependence < ±0.1%) up to 71° SZA (AMF < 3); the Pandora and 

BrT-D instruments have very good stray light control, and their AMF dependence is comparably 

low up to 81.6° SZA (within 1% up to AMF = 5.5 and within 1.5% up to AMF = 6).  
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Chapter 6  

 Conclusions and Future Work 6

6.1 Summary and Contributions of the Thesis 

Ozone is one of the most important atmospheric trace gases, with impacts on human health and 

links to climate change. Thus monitoring and studying the depletion processes of ozone in both 

the stratosphere and troposphere are crucial to improving our understanding of the changing 

environment.  

6.1.1 Experimental Contributions 

With regard to experimental contributions, this thesis described the instrumentation, data 

collection, and data processing for the GBSs. These instruments have had many upgrades in both 

hardware and software since 2011. The UT-GBS input optics have been modified to improve 

spectral resolution and depolarization (thorough removal of the f-number matcher and 

mechanical entrance slit in 2012, and replacement of the 1-m fibre with a 10-m fibre in 2013).  

The instrument was upgraded to a MAX-DOAS system in 2015 by coupling it to UT-Suntracker 

#1. The PEARL-GBS was equipped with a wedged CCD mount that has improved the 

uniformity of spectral resolution across the CCD since 2013. New metallic natural density filters 

have been mounted in the PEARL-GBS filter wheel since 2014 to improve the quality of direct-

sun spectra. The new UT-Suntracker #2 was mounted on the north-west corner on PEARL Ridge 

Lab, which has improved the viewing geometry for PEARL-GBS MAX-DOAS observations 

since 2015. Also, the GBSs’ communication with the UT-Suntrackers was upgraded from UDP 

to TCP in 2015. The PEARL-GBS participated the CINDI-2 campaign in September 2016, 

during which many new features (for example, active tracking, 2D MAX-DOAS, horizon scan, 

and almucantar scan) have been successfully tested and implemented and will be implemented in 

Eureka when measurements resume in February 2017.  

The Eureka GBS zenith-sky dataset has been extended to 17 years (1999-2016, not 2002), and 

the MAX-DOAS dataset has been extended to seven years (2010-2016). Using the MAX-DOAS 
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spectra, aerosol, BrO, and NO2 vertical profiles have been retrieved. The Eureka GBS zenith-sky 

ozone and NO2 columns were submitted to the NDACC archive in NASA Ames format in 2013. 

GBS data in HDF format will be updated and submitted to the NDACC archive in early 2017.  

6.1.2 Contributions to the Study of Tropospheric Ozone Depletion 

Measurements of ozone, NO2, BrO and other species were obtained using two ground-based UV-

visible spectrometers in the Canadian High Arctic. In addition, data from lidar, radar, 

ozonesondes, radiosondes, FTIR, satellite instruments, and models were presented and used in 

this thesis. A case study of a transported bromine explosion event in 2011 was presented in 

Chapter 3. By using observational (Brewer and Bruker FTIR) and modelled (MERRA-2) data, a 

unique picture of dynamic and chemical links between surface ODE and HDO depletion were 

presented in Chapter 4. In these two chapters, the following scientific questions were addressed: 

 What is the source of the extremely high concentrations of bromine in the polar 

troposphere? Do we have observations at Eureka that provide evidence that the blowing-

snow induced sea-salt aerosol is one of the bromine sources?   

 What are the differences between high-wind-condition and low-wind-condition ODEs? 

What meteorological conditions can enable bromine explosion events at Eureka?  

The MAX-DOAS aerosol and BrO profiles were used to examine a bromine explosion event 

observed on 3 to 5 April 2011 at Eureka. This event involved transportation of a bromine plume 

~1800 km from the Beaufort Sea over three days with evidence of “unusual” (not a stable 

shallow boundary layer) meteorological conditions at the bromine source. During the initial 

formation of the bromine explosion, a strong cyclone developed over the Beaufort Sea, and the 

boundary layer height increased to three times its background level. Tropospheric and 

stratospheric BrO profiles and partial column densities at Eureka were retrieved from ground-

based MAX-DOAS and ZS-DOAS data. Further study of local meteorological conditions reveals 

that the boundary layer stability could have a significant effect on the surface BrO; a stable 

boundary layer may increase the likelihood of trapping a transported bromine plume and 

triggering local bromine release from the snowpack within the boundary layer, thus prolonging 

the duration of bromine explosion events, a process which is not currently included in chemical-

climate models. This combination of observations and modelling confirms that both high 
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wind/blowing snow and low wind/stable boundary layer are favourable environmental conditions 

for bromine explosion events, and in some cases, the combination of these two conditions will 

affect the lifetime of a bromine explosion event.  

 How well do the satellite measurements of tropospheric BrO agree with ground-based 

measurements at Eureka?  

The MAX-DOAS tropospheric partial columns show good consistency with GOME-2 satellite 

data. The weighted linear regression accounting for MAX-DOAS and GOME-2 measurement 

errors indicates that GOME-2 measurements are good correlated (R = 0.79) with the MAX-

DOAS measurements with a slope of 1.02 and offset of 7.0×10
12

 molec cm
-2

. The difference 

between MAX-DOAS and GOME-2 is partially due to the fact that the ground-based BrO 

VCDtrop data are only 0-4 km partial columns, whereas the GOME-2 VCDtrop data are 

approximately 0-8 km partial columns. In addition, the MAX-DOAS effective spatial sampling 

was within 20 km. However, GOME- 2 footprint size was about 40 km × 80 km. 

 Do our current ODE modelling results agree with ground-based measurements at Eureka? 

How well can models simulate BrO, ozone, and sea-salt aerosol (compared to 

measurements)? 

 The lifetime of reactive bromine is only a few hours in the absence of recycling. Do we 

have evidence of this recycling over aerosol or blowing-snow/ice particles at Eureka (for 

example, lofted ozone depletion layer coincident with lofted aerosol layer)? 

The UKCA chemistry-climate model successfully reproduced some of the main features (such as 

the vertical structure of the bromine plume) of the 2011 bromine explosion event after including 

a bromine source from blowing snow related to sea-salt production. Comparison between the 

model and measurements indicates that surface BrO is not only controlled by photochemistry, 

but also by local dynamics, which influence ozone through vertical mixing, indicating the 

difficulties in simulating BrO concentrations.  

The latest sea-ice surface salinity data has been applied in the UKCA model in Chapter 4. The 

new surface salinity data reduced the bromine release flux from the source region, but increased 

the modelled bromine concentration above Eureka to agree with the previous ground-based 
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observation for the 2011 event (Zhao et al., 2016a). This result supports the conclusion of that 

study that during a strong surface ODE (ozone VMR < 1 ppbv), BrO concentration can be 

significantly affected by the near-zero ozone concentration.  

Comparison of modelled blowing-snow SSA with lidar/radar measurements was also made. The 

pTOMCAT SI-SSA data captured some features of the increased aerosol in the 2007 and 2011 

event. For the 2007 event, the ground-based lidar and radar instruments observed ice cloud 

(vapour and ice crystals) from 700 to 1000 m height (from the end of 1 March to 3 March), 

which is coincident with an aloft ozone depletion layer (strongest ozone depletion to 7 ppbv at 

870 m height). However, pTOMCAT and UKCA both failed to reproduce this feature in their 

modelled ozone profiles. The pTOMCAT model results show that there was almost no SI-SSA 

during that period. Thus production and especially deposition mechanisms of SI-SSA in the 

models still need further investigation. The lidar/radar observations also reveal the deposition 

(falling snow and ice crystals) process from this ice cloud at Eureka. Thus the following shallow 

surface ODE (0 to 200 m) on 4 and 5 March is likely due to the deposition of bromine-enriched 

particles onto the local snow pack. This detailed vertical structure of ice clouds, ice crystal, and 

aerosol layers for the 2007 event could be used in future bromine modelling comparisons. 

 Blowing-snow sublimation process is a key step in producing bromine-enriched sea-salt 

aerosol. Can we use isotopologue measurements at Eureka to provide evidence of this 

sublimation process? 

Bruker 125HR δD data were used in Chapter 4 to expand the ODE study. The 3-D scatter plot of 

TCO, tropopause height, and δD data revealed two similar cyclone events from the nine-year 

dataset that show both depleted surface ozone and depleted HDO at Eureka in March 2007 and 

April 2011. The FLEXPART particle dispersion model was used to simulate airmass 

transportation, which revealed the cyclonic shaped plumes over the Beaufort Sea region. The 

observed HDO depletions during these two blowing-snow ODEs are found to deviated (weaker 

than) from pure Rayleigh fractionation model. This result provides evidence of the blowing-

snow sublimation process, which is a key step in producing bromine-enriched SSA. A plot of 

δD-PWV evolution is used to distinguish airmasses from the cyclone (from west) and another 

source (from north), which shows the termination of the shallow surface ODE is due to mixing 
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with a different airmass. Although the edge of the stratospheric polar vortex was found over 

Eureka during those periods, no evidence was found that the low δD value was caused by the 

polar vortex or a stratospheric intrusion.  

6.1.3 Contributions to the Study of Pandora and Brewer Total Column 
Ozone 

Another component of this thesis involved intercomparison of TCO measurements by Pandora 

and Brewer instruments. The instrument random uncertainty, TCO temperature dependence, and 

ozone airmass dependence were determined using two Pandora and six Brewer instruments. By 

using two-year TCO datasets collected in Toronto, the following scientific questions were 

addressed: 

 What is the cause of the difference between Brewer and Pandora TCO measurements? 

The major causes include different temperature dependence of the instruments and the different 

ozone cross sections used in their TCO retrievals. Relative temperature dependence factors of 

0.247 % K
-1

 for Pandora #103 and 0.255 % K
-1

 for Pandora #104 against the Brewer instruments 

were found. This relative temperature dependence factor is comparable to the absolute 

temperature dependence factors previously found for Pandora (0.333 % K
-1

, by applying 

retrievals with different ozone cross sections, Herman et al., 2015) and Brewers (0.07-0.094 % 

K
-1

, Kerr et al., 1988; Kerr, 2002). In addition, a 2% multiplicative bias was found between the 

Pandora and Brewer standard TCO products, which is due to the different ozone cross sections 

used in the retrievals. 

 Are the TCO measurements by Brewer and Pandora meeting the GAW requirement? And 

what are these instruments’ measurement precisions and accuracies? 

In general, Pandora and Brewer instruments both have very low random uncertainty (< 2 DU) in 

the total column ozone measurements, with that for Pandora being ~0.5 DU lower than Brewer. 

This indicates that Pandora instruments could provide more precise measurements than the 

Brewer for the study of small-scale (temporal and magnitude) atmospheric changes. This work 

confirms the quality of the TCO data, with all eight instruments (used in this work) meeting the 
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GAW requirement for a precision better than 1% (WMO, 2014), however, the Brewer 

instruments have smaller ozone temperature dependence than the Pandoras. 

 Can we improve the Pandora TCO data quality in a way that comparable to Brewer TCO 

data (given Brewer is designed to produce high-quality TCO data)? 

By using the ERA-Interim and Brewer ozone data in a statistical method, this work successfully 

corrected the Pandora TCO to decrease its temperature dependence. After applying the 

corrections, the annual seasonal difference between Pandora and Brewer TCO measurements 

decreased from ±1.02 to ±0.25 % and the mean bias decreased from 2.92 to 0.04 %. In addition 

to using model ozone data (ERA-Interim for this case) to calculate the effective ozone 

temperature, it can also be estimated from Brewer or Pandora measurements (Kerr, 2002; 

Tiefengraber et al., 2016), however, at a cost of decreased TCO measurement precision. An 

effective ozone temperature algorithm is under development for the Pandora. The future 

operational Pandora ozone retrieval algorithm will use this derived effective ozone temperature 

to minimise the temperature dependence of the ozone product (Tiefengraber et al., 2016). 

 How these differences (optical design, retrieval algorithm, etc.) in Brewer and Pandora 

instruments affect their precision and accuracy in TCO measurements?  

The double Brewer has the advantage of very low internal stray light fraction (10
-7

, stray light 

signal divided by total signal) compared to single Brewer (10
-5

)  in the 300-330 nm spectral 

range (Fioletov et al., 2000; Tzortziou et al., 2012). The Pandora instrument has low stray light 

fraction (~10
-5

), which is comparable to the single Brewer. Due to stray light, Pandora ozone 

retrievals are accurate up to a slant column between 1400 and 1500 DU or 70 and 80 SZA, 

depending on the TCO amount (Herman et al., 2015). This work confirmed that the Pandora and 

Brewer TCO data have negligible airmass dependence when the ozone AMF < 3. The Pandora 

and BrT instruments have similar airmass dependence (relative airmass dependence < ±0.1%) up 

to 71° SZA (AMF < 3); the Pandora and BrT-D instruments have very good stray light control, 

and their AMF dependence is comparably low up to 81.6° SZA (within 1% up to AMF = 5.5 and 

within 1.5% up to AMF = 6).  
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6.2 Suggested Future Work 

With the six years of measurements acquired during this work, the GBS zenith-sky dataset has 

been expanded to 17 years. Adams et al. (2012a) harmonised the GBS ozone and NO2 dataset 

from 1999 to 2011 using the most up-to-date NDACC ozone and NO2 LUTs at that time. I have 

performed NO2 retrievals using 2011-2015 GBS zenith-sky data with both the latest version 

(v1.0) of the NDACC LUT and the version (v0.1) used by Adams et al. (2012a). In general, there 

are some offsets in the NO2 VCDs retrieved by using these different LUTs. For example, the new 

LUT yields 1-3% higher spring-time NO2 VCDs. But this offset decreased to only ~0.6% in the 

summer time. This is likely due to the new LUT using a climatological NO2 profile from 12 to 60 

km, whereas the old version uses an NO2 profile from 18 to 60 km. Thus the latest version of the 

NDACC NO2 LUT should be implemented in future GBS retrievals with caution (some 

comparison and validation work is necessary). The new GBS zenith-sky dataset should be 

harmonized, converted to HDF format (Kristof Bognar is working on this), and archived in the 

NDACC database. In addition, the NDACC LUTs have been found to have some bias for high-

latitude sites (reported by the SAOZ group). Thus this work can be carried out as a more general 

scientific study, if more NDACC high-latitude sites are included. In addition, intercomparison 

between Brewer (even Pandora, in future) and NDACC UV-visible TCO should be performed 

for high-latitude sites. 

The 2D MAX-DOAS measurement scheme was implemented and tested during the CINDI-2 

campaign. The inhomogeneous horizontal distribution of BrO during bromine explosion events 

could be studied by using this technique. In addition, with the horizon scan method and 

implementation of a laser level, the accuracy of GBS viewing elevation could be improved. The 

almucantar scan is also potentially useful to improve aerosol retrievals. Ortega et al. (2016) 

proposed a new method of AOD and aerosol phase function retrievals based on RSP 

measurements (using almucantar scan spectra). They reported that this method has high 

sensitivity at low AOD and high SZA, potentially making it particularly useful for the Arctic. In 

general, the advanced 2D MAX-DOAS sequence and complementary scans should be 

implemented for the GBS Eureka measurements.  
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The horizontal level of the suntracker is critical for solar and lunar tracking. Direct-moon 

measurements were performed in winters of 2012-2015, but most of the measurements were poor 

due to the low accuracy of the passive tracking (approximately ±2). Since the active tracking 

was successfully implemented during CINDI-2, it can now be used for GBS lunar polar-night 

measurements. Also, with the improved tracker levelling scheme (horizon scan and laser level), 

even the accuracy of passive tracking should be improved in the future. Since the active tracking 

scheme has also been implemented for the Bruker 125HR, comparison of polar-night 

measurements from the UV-visible and FTIR instruments could be undertaken. 

As the UT-GBS has been upgraded to a MAX-DOAS instrument, the spring-to-summer time 

NO2 tropospheric profile retrieval can be performed in Eureka (note PEARL-GBS is operating in 

the UV region, which can also be used to retrieve tropospheric NO2). The snow-released NO2 

flux (Honrath et al., 1999; Grannas et al., 2007) can be studied using this approach.  

A ten-year colour index dataset (2003-2013) was derived from UT-GBS zenith-sky spectra to 

study tropospheric clouds and PSCs. Future work including RTM simulation, comparison with 

radar and lidar for different cloud conditions, and comparison with sun photometer for aerosol 

loadings could be performed. For example, using the AHSRL and MMCR data, the colour ratio 

of lidar/radar can be compared with the GBS colour index, as ice cloud and ice crystals should 

have different colour index/ratio compared to water cloud.  

A NOAA surface ozone analyser was installed in July 2016 at 0PAL (10 m above sea level), 

Eureka. There were two possible locations for this instrument, one was 0PAL, and the other was 

the PEARL Ridge Lab (610 m). The decision was made based on ozonesonde data from 2007 to 

2015 (528 ozone profiles in total). I found 13 ozonesonde measurements with deep ODEs (ozone 

VMR < 10 ppbv from the surface to 610 m) and 18 ozonesonde measurements with shallow 

ODEs (ozone VMR < 10 ppbv for the surface, but  > 10 ppbv at 610 m). This result suggested 

that only ~40% of all ODEs could be measured in Eureka, if the analyser was located at the 

Ridge Lab. Unlike ozonesondes, which have poor temporal resolution (daily during springtime, 

weekly at other times), this new ozone analyser can work 24 hr/day. Thus it will provide 

valuable continuous ground-level observations of ODEs, which can complement the MAX-

DOAS tropospheric BrO measurements. However, the drawback of the ozone analyser is its lack 
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of vertical resolution. Since the ozonesonde dataset revealed that ~40% of ODEs in Eureka could 

be deep depletion events, additional insights could be obtained by installing another ozone 

analyser at the PEARL Ridge Lab. With two ozone analysers located at different altitudes, ozone 

“profiles” with coarse vertical resolution but high temporal resolution could be acquired, 

providing additional information for ODE studies.  

The GBS ozone and NO2 data have previously been used to validate ACE-FTS, ACE-

MAESTRO, and OSIRIS. This work could be updated using the last several years of GBS 

measurements. Additional satellite validation work could be done with the GBS BrO and OClO 

data. Potential target satellite instruments include GOME, GOME-2, OMI, and TROPOMI.  

I have performed stratospheric and tropospheric BrO profile retrievals with two different OEM 

codes. Both OEM codes have limited DOFS in their retrieved profiles. As PEARL-GBS can 

perform good solar measurements now (due to the new filters and active tracking), a ZS-, DS-, 

and MAX-DOAS combined profile retrieval could be used to improve the quality of profile 

retrieval. This work will involve writing a new OEM that can work with a multiple scattering 

RTM. A possible approach is adapting/integrating Robin Schofield's ZS- and DS-OEM to work 

with the HeiPro. 

The operational Pandora ozone retrieval algorithm is being modified to use the derived effective 

ozone temperature to minimise the temperature dependence of the ozone product (Tiefengraber 

et al., 2016). The performance of this new algorithm can be evaluated by making comparison 

with the statistical method in Section 5.3.1. In addition, Pandora and Brewer ozone 

measurements in the High Arctic should be compared for cold temperatures and low SZA. 

Generally, this UV-visible project has contributed to long-term atmospheric measurements in the 

Canadian High Arctic. As this UV-visible dataset grows, it can continue to be used to quantify 

ozone depletion and recovery trends, studies of interannual and interseasonal variability of BrO 

and other trace gases, and to improve our understanding of chemistry-climate processes (by 

combining the measurements with atmospheric models). 
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Appendices 

A. BrO Spectral Fitting Window Tests 

Several BrO spectral fitting windows (Table A.1) were tested using PEARL-GBS MAX-DOAS 

spectra recorded from 1-5 April 2011. As shown in Figure A.1, these six fitting windows cover 

wavelengths from 332 to 370 nm. The DOAS spectral analyses were performed using the 

settings listed in Table 3.1 (the MAX-DOAS column). Figure A.2 is a colour-coded (by 

measurement date) scatter plot of BrO dSCD error vs. BrO dSCD, for fitting window #6. It 

shows that the measurements over these five days can be categorised into two regimes: non-BEE 

measurements and BEE measurements.  

Table A.1: BrO fitting windows included in the sensitivity test. 

Window 
# 

Wavelength 
range [nm] 

Number of BrO 
absorption features in 

the fitting window 

Reference  

1 340 – 370 5 Airborne DOAS, Prados-Roman et al. (2011) 
2 345 – 360 2 Ground-based ZS-DOAS, Adams (2012) 
3 336 – 352 3 Satellite DOAS, Theys et al. (2009) 
4 332 – 359 5 Satellite DOAS, Theys et al. (2011) 
5 341.5 – 357.6 3 Ground-based ZS-DOAS, Hay (2010) 
6 337 – 361.9 5 Ground-based MAX-DOAS, Hay (2010) 

 

Figure A.1: BrO absorption cross section at 223 K (Fleischmann et al., 2004). The double-headed arrows 

represent the BrO DOAS fitting windows listed in Table A.1.  
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Figure A.2: BrO dSCD error vs. BrO dSCD (fitting window #6). The data points are colour coded by the 

date of the measurement. The black dashed line is the threshold of 1-sigma confidence level for BrO 

dSCDs. 

Figure A.3 shows the fitted BrO dSCDs and RMS fitting residuals obtained using these six 

windows. Figure A.4 shows the histogram of the BrO dSCDs and RMS residuals. In general, the 

selection of fitting window was made based on the smoothness of the fitted BrO dSCDs, the 

RMS residual (e.g., low RMS, the shape of the histogram), and the correlation between the BrO 

cross section and the other cross sections used in the DOAS fitting. For example, in Figure A.3, 

BrO dSCDs on day 95 of 2011 (5 April) retrieved using windows #1, #2 and #5 show more 

scatter than those retrieved using the other windows. Thus they are not ideal for MAX-DOAS 

BrO fitting (if we assume that the concentration of BrO during a BEE does not change rapidly).  

In Figure A.4, the two peaks of the BrO dSCD histogram represent measurements during low 

and high BrO conditions. Since a scanning reference (at 90) is used, the fitted BrO dSCDs 

should not have negative values (for good quality spectra). Thus windows #3 and #6 performed 

better than the other windows. Figures A.5 and A.6 show the histogram of the BrO dSCDs and 

RMS residuals for elevation angles of 6 and 30 respectively. As expected, since the BrO plume 

extended from the surface up to ~2 km during the BEE days, the two peaks of the BrO dSCD 

histogram for 6 elevation angle are clearer than those for 30. For measurements at both 6 and 

30, windows #3 and #4 have fewer negative BrO dSCDs than the other windows, with most of 

these corresponding to 30 (indicating the BrO detection limit). Figure A.7 shows the histogram 
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of the BrO dSCD error and the scatter plots of BrO dSCD error vs. BrO dSCD. It shows that 

windows #3, #4, and #6 have lower BrO dSCD errors than the other windows. For non-BEE 

measurements, window #6 shows low correlation between the BrO dSCD error with BrO 

dSCDs, indicating the BrO detection limit.  

In summary, both windows #3 and #6 provided good BrO results in this sensitivity test. Since 

window #6 shows two distinctive peaks in BrO dSCD histograms (Figures A.4 and A.5) and 

lower BrO dSCD error (Figure A.7), it was the window chosen for MAX-DOAS BrO fitting. 
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Figure A.3: MAX-DOAS BrO dSCDs and RMS fitting residuals at different elevation viewing angles 

(indicated in the legend) measured at Eureka from 1-5 April 2011. Each row represents results for one 

spectral fitting window (indicated by the title of the panels).  
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Figure A.4: Histograms of MAX-DOAS BrO dSCDs and RMS fitting residuals using results from all 

elevation viewing angles. Each row represents results for one spectral fitting window, as indicated. 
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Figure A.5: Histograms of MAX-DOAS BrO dSCDs and RMS fitting residuals using results from 6 

elevation viewing angle. Each row represents results for one spectral fitting window, as indicated. 
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Figure A.6: Histograms of MAX-DOAS BrO dSCDs and RMS fitting residuals using results from 30 

elevation viewing angle. Each row represents results for one spectral fitting window, as indicated. 
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Figure A.7: Left panels: Histograms of MAX-DOAS BrO dSCD error for all elevation viewing angles.  

Right panels: Scatter plots of BrO dSCD error vs. BrO dSCD. Each row represents results for one spectral 

fitting window, as indicated. Note the y-axis scale in the scatter plots for windows #3, #4, and #6 is 

different from that for windows #1, #2, and #5. 
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B. MAXDOAS Box-AMFs 

The sensitivity of MAX-DOAS measurements to surface layers depends strongly on the viewing 

geometry (Wagner et al., 2007). Following Wagner et al. (2007), height-resolved AMFs (or the 

so-called box-AMFs) were calculated for springtime Arctic conditions to compare the altitude 

sensitivity of the measurements at 1 and 6 elevation viewing angles. This simulation was 

performed using the SCIATRAN2 (Rozanov et al., 2005) RTM.  

Figure B.1 shows the simulation results for two wavelengths (360 and 577 nm), with the SZA set 

to 80, the RAA set to 180, and the surface albedo set to 0.9. The temperature and pressure 

profiles from the US Standard Atmosphere were used. Three LOWTRAN7 aerosol scenarios 

were used in the simulation, with boundary layer (0-2 km) visibility ranging from 10 to 50 km.  

Figure B.1a shows, in the no aerosol scenario, that the AMF for the 1 elevation angle (AMF100m 

= 45.2) is ~3.6 times that for 6 (AMF100m = 12.5) at 100 m altitude. For the 50 km visibility 

scenario, the AMF for the 1 elevation angle (AMF100m = 30.1) is ~2.4 times that for the 6 

(AMF100m = 12.7) at 100 m altitude. For the 23 km visibility scenario, the AMF for the 1 

elevation angle (AMF100m = 19.1) is only ~1.6 times that for 6 (AMF100m = 12.3) at 100 m 

altitude. Similar results can be seen in Figure B.1b for 577 nm. Thus, in general, the simulation 

results confirmed that measurements at low elevation viewing angles can greatly enhance the 

MAX-DOAS surface layer sensitivity; however, this enhanced sensitivity is strongly dependent 

on aerosol loading. 
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Figure B.1: Box-AMFs as a function of altitude (logarithmic scale), for different viewing 

elevations (coded by colour) and aerosol scenarios (coded by line shape and symbols) for: (a) 

360 nm, (b) 577 nm.  


