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Abstract

This thesis presents improvements to retrievals of greenhouse gas concentrations, with a focus on
CO2 and the Arctic.

Near-infrared solar absorption spectra were collected at the Polar Environment Research
Laboratory (PEARL) in Eureka, Nunavut as part of the Total Carbon Column Observing Network
(TCCON), extending the data record to July 2020. Data processing was improved by the
application of solar zenith angle corrections to account for pointing offsets of the solar tracker.
Issues related to surface pressure records were resolved. TCCON measurements were used to
validate simulations of CO, and CHs by GEM-MACH-GHG, a model in development at
Environment and Climate Change Canada.

Vertical profile retrievals of CO, from TCCON spectra were evaluated, using improved
spectroscopy and line shapes. CO2 profiles were obtained from sequential retrievals in five spectral
windows using synthetic and real spectra. A sensitivity study showed that the leading source of
uncertainty in the retrieved CO; profiles is errors in the a priori temperature profile as small as 2°C
between 600-850 hPa. To distinguish the effect of errors in the instrument alignment and
spectroscopic parameters from other error sources, CO> profiles were retrieved using an a priori
profile built from coincident in-situ measurements. With real spectra, the deviations in retrieved

COz profiles were larger than typical vertical variations of CO2. Remaining errors in the forward



model limit the accuracy of the retrieved profiles. Implementing a temperature retrieval or

correction is critical to improve CO; profile retrievals.

A study was conducted in support of the proposed Canadian satellite mission AIM-North. The
ReFRACtor algorithm was adapted to generate synthetic spectra for a Fourier transform
spectrometer and a grating spectrometer. Retrievals were performed on these synthetic spectra to
estimate the precision and accuracy of retrieved XCHas, XCO, and XCO, in different conditions.
Over a standard scene corresponding to a boreal forest, the retrieval precision for the given
instrument characteristics was ~0.6% for XCH3, ~8% for XCO, and ~0.4% for XCO>. These results
can be used by the AIM-North team to decide whether the instrument design should be adapted to

meet the mission’s precision and accuracy goals and thresholds over specific scenes.
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Chapter 1
Introduction and Motivation

1.1 Greenhouse Gases

Without its atmosphere, Earth’s surface temperature would be close to -18°C, but instead the
global mean surface temperature is approximately +15°C (e.g., Wallace and Hobbs, 2006). This
difference is caused by gases that absorb and re-emit thermal radiation, thereby warming the
atmosphere; this process is called the greenhouse effect. Solar radiation is composed of a wide
range of wavelengths from gamma rays to radio waves, but their distribution peaks at around 500
nm in the visible spectrum (390-700 nm). Earth’s atmosphere is transparent for visible light and
most of the visible solar radiation can reach the surface. Greenhouse gases absorb and re-emit
long-wave radiation in the infrared (IR). Of the incoming solar radiation at the top of the
atmosphere, ~47% is absorbed by Earth’s surface and ~29% is reflected back to space by clouds
and the planet’s surface, while the rest is absorbed by the atmosphere. The short-wave radiation
absorbed at the surface is re-emitted as infrared radiation. The atmosphere is much less transparent
to the emitted terrestrial radiation than it is to the incoming solar radiation. Of the long-wave
radiation emitted by Earth’s surface, ~86% remains in the troposphere because of the abundance

of greenhouse gases and clouds (Hartmann et al., 2013).

To quantify the contribution of the different atmospheric species to the Earth’s radiative balance
and the greenhouse effect, the Intergovernmental Panel on Climate Change (IPCC) defines the
Radiative Forcing (RF) concept. RF is expressed in Watts per square meter (W.m) and can be
used to quantify the energy imbalance caused by a perturbation in atmospheric composition (e.g.,
a change in atmospheric CO> concentration). It is the change in the net difference of downward
and upward radiative flux due to the perturbation. The values are generally given with respect to
changes since pre-industrial times. RF is directly linked to global mean surface temperature
changes through the relation:

RF = AAT (1.1)



where AT is the temperature change associated with a given RF and A is the climate sensitivity
parameter. Each perturbation will have a specific A, but a positive radiative forcing results in
warming while a negative radiative forcing results in cooling. There are natural sources of RF
variations such as changes in solar irradiance, or aerosols and greenhouse gas emissions from
volcanoes, but those only represent a small fraction of the anthropogenic forcing during the
industrial era. The IPCC states “Total radiative forcing is positive, and has led to an uptake of
energy by the climate system. The largest contribution to total radiative forcing is caused by the
increase in atmospheric concentration of COzsince 1750.” (IPCC, 2013).

1.1.1 Water Vapour

Water vapour is the largest contributor to the natural greenhouse effect, with a RF two to three
times larger than that of CO». Unlike other trace gases, water is abundant in all phases on Earth. It
is also an essential constituent of the biosphere and is responsible for weather events such as clouds
and storms. It is not well-mixed, with most of the water vapour present in the lower troposphere.
As it precipitates and condenses, the amount of water vapour in a column of air is variable. It
depends on atmospheric temperatures; the atmosphere can hold 7% more water vapour for a 1°C
increase in air temperature. The air is drier at the poles than in the tropics. There are direct
anthropogenic emissions of water vapour, but they are only a small fraction of emissions from the
natural water cycle and should not play a significant role in the greenhouse effect. However, since
the water vapour amount depends on temperature, and increasing concentrations of greenhouse
gases warm the atmosphere, water vapour is an important climate feedback which amplifies any
RF from other agents. In the stratosphere, water vapour amounts have increased due to
anthropogenic emissions of CH4. CH4 gets oxidized and releases water that does have a RF in the
stratosphere, although it is smaller than the RF for CH4 and CO; (Myhre et al., 2013).

1.1.2 Carbon Dioxide

COz has the highest anthropogenic RF for the industrial era (1.82 W.m) and is the main driver of
the global mean warming. It is a long-lived trace gas and any emissions that are not absorbed by
the land and ocean reservoirs remain in the atmosphere for 5 to 200 years. Global mean
temperatures are estimated to increase by 0.8-2.5°C for each 1000 Gt C emitted to the atmosphere.
Between 445 and 585 Gt C were emitted between 1750 and 2011 (Collins et al., 2013). This



corresponds to a CO- attributable warming of 0.3-1.5 °C in 2011 relative to the preindustrial era
(Gillett et al., 2013). Section 1.2 describes the role of CO> in the carbon cycle.

1.1.3 Methane

Although CHg is about 200 times less abundant than CO: in the atmosphere, its contribution to
Earth’s radiative forcing is one-quarter of that of CO. (Myhre et al., 2013). It is also more
chemically reactive than CO> and has a shorter life time of ~9 years in the troposphere where is it
is removed by reaction with OH (Prather et al., 2012). This lifetime is affected by the concentration
of other atmospheric constituents such as reactive nitrogen compounds, OH and CO. Emissions of
CHa also lead to the production of ozone, water vapour, and CO2, which bring the total radiative
forcing contribution of CHa4 to +0.97 W.m (Myhre et al., 2013). Due to its relatively short lifetime
and strong global warming potential, mitigating CH4 emissions can have an impact on global
warming trends within a human’s lifetime. Atmospheric CH4 presents seasonal variations driven
by the concentrations of OH in the troposphere, which lead to minimum CH4 concentrations in
July-August. The timing in emissions from wetlands and biomass burning, and atmospheric
transport, also affect the seasonal cycle (Dlugokencky et al., 2011). Global surface concentrations
of CH4 more than doubled between 1750 and 2016, with a 257% increase from 771 to 1853 ppb
(WMO, 2018). The growth rate slowed between 1999-2006, but averaged 6.7 ppb.yr for 2007-
2015 (WMO, 2017). There still is not one widely accepted explanation for these variations.
Suggestions have included increased biogenic emissions from wetlands and agriculture in tropical
regions (Nisbet et al., 2016), anthropogenic emissions from oil and gas (Hausmann et al., 2016),
and changes in OH concentrations (Prather et al., 2012; Rigby et al., 2017; Turner et al., 2017).

1.1.4 Other Greenhouse Gases

N20 is a strong greenhouse gas, with the third largest anthropogenic radiative forcing (0.17
W.m2) and a long lifetime of 116+9 years. It is produced naturally by microbial activity in soils
and in a similar amount by anthropogenic sources, mainly agriculture. Atmospheric concentrations
increased by 20%, from 270 ppb to 331 ppb, between 1750 and 2018 due to fossil fuel combustion
and more importantly due to the growth of agriculture (~80% of the increase). N2O is deposited in
soil sediments or leaks to the ocean, through rivers or atmospheric deposition, before being emitted

to the atmosphere. N2O is removed by photochemical processes in the stratosphere producing



reactive nitrogen (NOx) that contributes to ozone depletion (Ravishankara et al., 2009; Ciais et al.,
2013; Tian et al., 2020).

Halocarbons are made of carbon atoms and halogen atoms (fluorine, chlorine, bromine, iodine).
They can be further divided into different groups, for example chlorofluorocarbons (CFCs),
hydrofluorocarbons (HFCs), and hydrochlorofluorocarbons (HCFCs), amongst others. Their
atmospheric concentrations are very small, ranging between 2 and 530 parts per trillion, but they
are very effective radiative forcing agents with a combined RF value of 0.36 W.m, and they are
also contributing to ozone depletion. Dichlorofluoromethane (CFC-12) used to be the third largest
contributor to the anthropogenic RF, but under measures from the Montreal Protocol (and its
amendments) to reduce emissions of CFCs, it was overtaken by N2O in 2011. N2O has also taken
the place of halocarbons as the most important ozone-depleting substance (Ravishankara et al.,
2009). However, concentrations of HFCs, HCFCs and other halogens has continued to rise and the
forcing due to halocarbons is still increasing (Myhre et al., 2013). It has also recently been found
that concentrations of trichlorofluoromethane (CFC-11) started increasing again between 2012 and
2018, inconsistent with reported production since 2006 and with past production, thus failing an
objective of the Montreal Protocol to eliminate CFCs emissions by 2010 (Montzka et al., 2018).
More recent measurements showed that emissions from unreported CFC-11 production are
decreasing again since 2018 (Montzka et al., 2021). This highlights the importance of atmospheric
measurements to monitor the concentration of ozone-depleting substances, or greenhouse gases,

independently from production reports.

The components of radiative forcing are presented in Figure 1.1, including the contributions of

greenhouse gases and aerosols.
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Figure 1.1: Components of radiative forcing for the period 1750-2011. Red and blue indicate positive and
negative RF, respectively. Other colours correspond to the indirect RF contributions of affected compounds.
A diamond symbol indicates the net impact of all contributions for a given compound. Figure from Myhre et
al. (2013).

1.2 The Carbon Cycle

Most of Earth’s carbon is stored in rocks, but exchanges between the environment and this
reservoir are slow, of the order of 0.01-0.1 Gt C/y. The rest is distributed between the atmosphere,
land, and oceans. The exchange of carbon between these reservoirs is called the Carbon Cycle
(Ciais et al., 2013). When one reservoir loses carbon, it is added to another. The carbon
accumulating in the atmosphere, primarily in the form of CO,, increases surface temperature
(IPCC, 2013). Atmospheric CO- is the main influence on the global carbon cycle, and comprises
828 Gt C. Other trace gases and aerosols have a smaller impact, including CH4 (3.7 Gt C), carbon

monoxide (CO, 0.2 Gt C), hydrocarbons, black carbon, and organic aerosols (Ciais et al., 2013).



1.2.1 The Slow Carbon Cycle

The slow carbon cycle, which transfers carbon from the environment to rocks, operates according
to several mechanisms. The slow carbon cycle is balanced over periods of several hundred
thousand years. Carbon is transferred from the atmosphere to rocks through rain; this is called
chemical weathering (Colbourn et al., 2015). Carbonic acid (H.COz) forms in the water and
dissolves rocks, producing ions which are carried to the ocean by rivers. In the ocean, calcium ions
react with carbonate ions to form calcium carbonate (CaCO3). CaCOz is used by various organisms
to build their shells and by plankton. After their death, shells fall and accumulate on the seafloor
where they turn into carbon-storing rocks by lithification. The bodies of dead organisms also
contribute to carbon storage in sedimentary rocks like shale. When they accumulate too quickly to
be assimilated, the organic carbon turns into oil, coal or gas instead. To close the slow carbon
cycle, the rocks are transported in the crust when the sea floor sinks under continental plates.
Carbon dioxide is released by volcanic activity above regions where high pressure and temperature
melt the rocks. Volcanic emissions are of the order of 0.13-0.44 Gt C / y (Gerlach, 2011).

Direct exchanges of carbon between the atmosphere and the ocean also occur on faster time scales.
Carbon dioxide dissolves in water at the ocean surface; it can then react with water to form
carbonic acid. The acid dissociates into acidifying hydrogen ions and bicarbonate ions (HCO3),
which themselves dissociate into more hydrogen ions and carbonate ions (CO3?). This doesn’t
result in more stored carbon through the process previously described because the carbonate ions
tend to recombine with hydrogen ions. The net effect is a lowering of the pH level and a change
in the balance between carbonate and bicarbonate ions. Ocean pH is already 0.1 lower than in pre-
industrial times and is predicted to be diminished by another 0.3-0.4 if atmospheric concentrations
of COz reach 800 ppm (Doney et al., 2009). Over the next century, this will be a concern for shell-
building organisms and corals because they rely on the production of calcium carbonate skeletons.
Increases in atmospheric CO2 concentrations result in increased dissolved CO> concentrations in
oceans. This is followed by reduced concentrations of carbonate ions, which hampers the ability
of marine organisms to produce calcium carbonate (Doney et al., 2009). The decrease in carbonate
ion concentrations diminishes the ocean’s ability to absorb CO> from the atmosphere (Sabine,
2004).



1.2.2 The Fast Carbon Cycle

The fast carbon cycle occurs on periods of a few years for the atmosphere, to decades to millennia
for land and ocean reservoirs. It accounts for fluxes of CO2 and CH4 between the atmosphere and
living organisms in the biosphere. It also includes anthropogenic activities which consume carbon
that usually belong to the slow carbon cycle by burning fossil fuels. Carbon is an essential element
in biology as organic molecules are made of long carbon chains. Living organisms use those as
fuel by breaking the bonds between carbon atoms. Plants and plankton remove CO; from the
atmosphere when they combine solar energy, CO>, and water to produce sugar and oxygen,; this
process is called photosynthesis. The opposite process, respiration, returns CO> to the atmosphere,
as sugar is consumed with oxygen, which releases CO., water and heat (Whitmarsh and Govindjee,
1999). This process is the same whether the plant itself consumes the sugar, burns in a fire, or is

eaten and excreted by animals.

The influence of the biosphere on the carbon cycle is evident during the growing season, especially
in the Northern Hemisphere because of the large extent of the boreal forest, as it creates an annual
minimum in atmospheric CO concentrations. In the Northern Hemisphere winter, plant
photosynthesis is weaker (and not necessarily shut down: Sevanto et al., 2006) and atmospheric
CO2 concentrations rise due to respiration and anthropogenic emissions until the next growing
season, when increasing photosynthesis removes CO, from the atmosphere. This cycle is
illustrated in Figure 1.2 using results from the CarbonTracker model (Peters et al., 2007), and in
Figure 1.3 surface CO> measurements at Mauna Loa (Hawaii) from the Scripps Institute of

Oceanography.
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Figure 1.2: Monthly average of the column-average dry-air mole fraction of CO2 (XCO) distribution over
the Northern Hemisphere from CarbonTracker CT2017 data, before (left) and at the end of (right) the
growing season in 2016. CarbonTracker CT2017 results were provided by the US National Oceanic and
Atmospheric Administration (NOAA) Earth System Research Laboratory (ESRL), Boulder, Colorado, USA
from the website at http://carbontracker.noaa.gov, last accessed on August 28" 2018.
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Figure 1.3: Monthly average CO2 concentration since 1958 using surface measurements by Keeling et al.
(2001) at the Mauna Loa Observatory (Hawaii), from
https://scrippsco2.ucsd.edu/data/atmospheric_co2/primary_mlo_co2_record.html, last accessed on May 19
2021.
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In addition to the sawtooth seasonal cycle in atmospheric CO, there is diurnal variability due to
the alternation of solar radiation between days and nights. While photosynthesis requires
sunlight, respiration is uninterrupted, and CO thus builds up at night. Photosynthesis and
respiration each have global fluxes of ~120 Gt C / y, while exchanges between the atmosphere
and ocean are ~80 Gt C / y (Ciais et al., 2013). In Figure 1.3, the sawtooth pattern is

superimposed on an increasing trend driven by anthropogenic emissions of CO».

1.2.3 Changes in the Carbon Cycle

Information about the composition of the atmosphere at a given time can be trapped in ice cores
for thousands of years. This offers the opportunity to investigate time series of CO, and
temperature up to 800,000 years ago (Luthi et al., 2008). As illustrated in Figure 1.4, there is a
strong correlation (r2=0.82) between CO> concentrations and temperature over the period from 800
ky to present. The Earth is regularly oscillating between ice ages and warmer periods due to shifts
in its orbit that affect the amount of energy the surface receives from sunlight; this is called orbital

forcing (Masson-Delmotte et al., 2013).

In more recent times, changes in the carbon cycle are due to anthropogenic emissions of
greenhouse gases through land use (1.5£0.4 Gt C / y), and more importantly fossil fuel burning
(9.5£0.5 Gt C / y, Friedlingstein et al., 2019). The anthropogenic emissions dwarf the natural
emissions of the slow carbon cycle, as the global burning of waste gases alone is emitting CO2 in
comparable quantities to volcanoes (0.2 Gt C /y, Gerlach, 2011). Fossil fuels have taken over land
use as the dominant source of emission since 1920. The longest record of atmospheric CO»
concentrations comes from Mauna Loa (Hawaii, USA) and shows an increase of surface CO; from
277 to 417 ppm between 1750 and 2020. Since 2001, the globally averaged surface CO, has
increased at a rate of ~2 ppm / y (varying from ~1.5 to ~3 ppm / y); fossil fuel combustion is the
primary source of those increases (Hartmann et al., 2013).
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Figure 1.4: CO:z records and EPICA Dome C (Antarctica) temperature anomaly (relative to the mean
temperature of the last millennium) over the past 800 ky before present (BP), from Lithi et al. (2008). Arabic
numbers indicate marine isotope stages and letters T with Roman numbers mark glacial terminations.
Horizontal lines indicate the mean values of temperature and COz. Colours represent different sample sites
and analyses.

Glaciation periods do not only depend on orbital forcing; they are also linked to CO;
concentrations. If concentrations remain above 300 ppm, models do not predict a glaciation period
for the next 50,000 years (Masson-Delmotte et al., 2013). Figure 1.5 shows the impact of
anthropogenic emissions of CO on carbon exchanges between land, atmosphere and ocean. Both
the land and ocean sinks have grown together with atmospheric concentrations of CO-; they
removed 55% of the total anthropogenic emissions each year between 1958 and 2011 (Ciais et al.,
2013). Increasing atmospheric CO2 concentrations means increasing CO> partial pressure which
leads to a net flux of CO> from the air to the ocean. In 2019, the ocean carbon sink was 2.5+0.6 Gt
C /'y (Friedlingstein et al., 2019). Meanwhile on land, increasing CO> concentrations have a
fertilizing effect on vegetation. The response of leaf photosynthesis and respiration to CO2 and
temperature changes is still an active area of research (Dusenge et al., 2019). Plant growth is
enhanced if there are no limitations on other sources of nutrients like nitrogen, phosphorous and
water. The land carbon sink is also sensitive to climate variability, variations in temperature,

precipitation, and exposure to solar radiation.
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Figure 1.5: Representation of the impact of anthropogenic activities on the global carbon éycle, averaged
globally for 2009-2018, from Friedlingstein et al. (2019).

The Arctic represents up to 25% of the global land carbon sink as the tundra and boreal forests
sequester CO2 (McGuire et al., 2012). In 2014, the Arctic Ocean accounted for 10-12% of the
global ocean CO: sink even though it only represents 3% of the surface area of all oceans
(MacGilchrist et al., 2014). The Arctic thus has a strong influence on the carbon cycle and it is a
region that responds strongly to climate change. Mean surface temperatures have increased twice
as fast in the Arctic as in the rest of the world, due to Arctic amplification, whereby positive
feedbacks enhance any temperature increases in the Arctic (Cohen et al., 2014). As global
temperatures rise from anthropogenic emissions of greenhouse gases, sea ice and snow cover are
reduced. This unveils darker ocean or land surfaces that absorb more solar radiation, resulting in
more warming (Pistone et al., 2014). The warming also causes the atmosphere to become wetter,
leading to more warming as water vapour is a strong greenhouse gas (Myhre et al., 2013). Although
the ocean carbon sink has increased together with increases in CO2 emissions since 1970, with
increasing surface temperatures the ocean surface tends to stratify (the downward-increasing
gradient of density is strengthened) and thus becomes more stagnant. If surface waters continue to
warm and the ocean continues to stratify this will reduce the ability of the ocean to take CO> out
of the atmosphere as the weaker circulation will limit the replenishment of surface waters with
carbon-depleted water (Bindoff et al., 2019).

11



The Arctic is also a region that contains large reservoirs of carbon that do not currently contribute
significantly to the carbon cycle but are susceptible to change under a warming climate. The most
vulnerable of these reservoirs is permafrost, soil that remains at temperatures below freezing for
at least two consecutive years. The permafrost reservoir holds 1400-1850 Gt C (Schuur et al., 2008,
2015; McGuire et al., 2009; Tarnocai et al., 2009; Hugelius et al., 2014). Both CO; and CH4 can
be released from warming soil and thawing permafrost. Decomposition of organic matter in dry
aerobic soils lead to emissions of CO2, while both CO2 and CH4 are emitted in wet anaerobic soils.
In a permafrost carbon feedback, thawing permafrost would stimulate decomposition and
ecosystem respiration, releasing greenhouse gases and contributing to further warming (Grosse et
al., 2011; Belshe et al., 2013; Schuur et al., 2015; Schoolmeester et al., 2019).

1.3 Measurement Techniques

To mitigate global warming and climate change, the 2015 UNFCCC Conference of the Parties
(COP-21), in Paris, set a target goal of limiting the global mean temperature rise to well below
2°C, and preferably below 1.5°C above pre-industrial levels (UNFCCC, 2015). To achieve this
goal, countries need to commit to policies to monitor and reduce their emissions of greenhouse
gases. Even then, the goal of 1.5°C is so challenging that few models even consider it (Victor et
al., 2014). Even if all emissions stopped, the carbon already in the atmosphere could lead to a
temperature rise of up to 1.5°C. This policy target is rather optimistic with respect to the different
Representative Concentrations Pathways (RCPs). The most optimistic scenario (RCP3) involves
significant emission reductions by 2020, while current emissions are already above the most
pessimistic one (RCP8.5), which leads to global mean temperature increases of 4.2-5°C by 2100
(Peters et al., 2013). Liu and Raftery (2021) assessed the probability of staying below 2°C by 2100
to only 5% with current engagement in emission reductions. In any case, reduction plans require a
capacity to estimate sources and sinks of greenhouse gases and to better understand the carbon
cycle to make predictions regarding future climate change. Measurements of greenhouse gases are
critical to further our understanding of the global carbon cycle, inform policies and monitor their

effectiveness.

Global and regional emission budgets are built using two approaches. The bottom-up approach
relies on extrapolating samples of measured emissions (natural sources and sinks) and inventory-

based data (anthropogenic sources) to regional and global scales. The top-down approach
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combines measurements of atmospheric concentrations with transport and chemistry models to
infer sources and sinks (inversions). It is difficult to partition separate sources with the top-down
approach, but it provides constraints on regional scales and can help determine if emission
estimates from the bottom-up approach are over or underestimated (Kirschke et al., 2013).
Greenhouse gases such as CH4 and CO> are monitored through several networks using various
instruments. However, the Arctic is poorly sampled, and the lack of observation coverage
introduces biases that make the estimates of carbon sources and sinks in this region uncertain (Ciais
et al., 2014; Schimel et al., 2015).

1.3.1 In-situ Measurements of CO»

Local surface fluxes of CO are derived from trace gas concentration and wind measurements on
flux towers, using the eddy covariance method (Foken et al., 2012). FLUXNET is a major global
network of such measurements with more than 500 sites, but especially concentrated in Europe
and North America. The FLUXNET 2016 dataset includes 20 sites north of 60°N (FLUXNET,
2016).

Air is sampled either continuously with in-situ measurements or with discrete glass flask samples
to be analyzed in laboratories. There are several possible sampling platforms, including towers on
land, and ships over oceans for surface air sampling. The vertical range of in-situ measurements
can be extended several kilometers when air is sampled on aircraft flights. The NOAA Earth
System Research Laboratory (ESRL) Global Monitoring Division collects carbon cycle-relevant
gases from a global network of 169 observation sites, including 13 Arctic sites, two of which are
Canadian sites run by Environment and Climate Change Canada (ECCC): Alert and Eureka. ECCC
also contributes measurements from a network of 11 sites to the World Data Centre for Greenhouse
Gases. These observations are used to build data products such as GLOBALVIEW, to enhance
their spatial and temporal distributions (Cooperative Global Atmospheric Data Integration Project,
2019, 2020), or the CarbonTracker model to keep track of sources and sinks of carbon (Peters et
al., 2007). Although very precise, the spatial and temporal coverage of in-situ measurements is
limited. Spatial coverage is limited over deserts, tropical regions, oceans and the Arctic (Peylin et

al., 2013). The temporal coverage is also limited for aircraft and ship campaigns.

AirCore measurements are a recent alternative to aircraft profiles. AirCore is a sampling system
that consists of a long, coiled stainless-steel tube initially filled with a dry calibrated gas (Karion
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et al., 2010). As a balloon carries it aloft, the fill gas evacuates. When the AirCore descends from
the stratosphere, ambient air enters the tube through the open end. The tube typically closes a few
hundred meters above the surface, and after landing it is retrieved for later analysis in a laboratory.
The sample is then pumped out of the tube and passed through a continuous gas analyzer. The first
gases to come out were the last to enter, and vice versa, allowing the preserved atmospheric trace
gas concentration profiles to be derived. This method has a precision and accuracy within 0.07
ppm for CO> concentrations in laboratory tests, and standard deviations of differences of 0.3 ppm
when compared to flask samples from aircraft flights (Karion et al., 2010). The balloons reach

about 25 km altitude, and therefore sample 98% of the mass of the atmosphere.

1.3.2 Remote Sensing Measurements of CO-

Greenhouse gases have been, and continue to be, observed from space by several satellites. This
section presents a short summary of the primary nadir-viewing satellites that measure CO-
columns. Measurements were made by the Scanning Imaging Absorption Spectrometer for
Atmospheric Cartography (SCIAMACHY, Bovensmann et al., 1999; Buchwitz et al., 20053,
2005b; Schneising et al., 2011; Heymann et al., 2015) from 2002 to 2012, and by the Tropospheric
Emission Spectrometer (TES, Beer, 2006; Kulawik et al., 2010, 2013) from 2004 to 2018.
Currently in orbit are the Atmospheric Infrared Sounder (AIRS, Aumann et al., 2003; Chevallier
et al., 2005; Maddy et al., 2008; Boisvert and Stroeve, 2015), the Greenhouse Gases Observing
Satellite (GOSAT, Kuze et al., 2009, 2016; Lindqgvist et al., 2015), the Orbiting Carbon
Observatory-2 (OCO-2, Crisp, 2008, 2015), TanSat (Liu et al., 2013; Yang et al., 2018), and the
more recently launched GOSAT-2 (Nakajima et al., 2012; Suto et al., 2021), and OCO-3 (Eldering
et al., 2019; Taylor et al., 2020; Kiel et al., 2021). AIRS and TES operate in the thermal infrared
(3-15 um) while the other satellite instruments mentioned operate in the near-infrared/short-wave
infrared (0.75-3 pm). AIRS and TES measure emission spectra while the other instruments
measure absorption spectra. All of these missions operate in Low Earth Orbit (LEO) at altitudes
less than 2000 km and synchronized with the sun, such that they can measure continuously. These
sun-synchronous orbits result in observations sampled along tracks and take days or weeks to
accomplish global coverage. Satellite observations have the potential to provide global spatial
coverage but in reality, LEO missions provide global sampling as it takes them several days to

revisit a given location. The European Space Agency (ESA) is considering using a constellation
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of at least three LEO satellites for the CO2 Monitoring Mission (CO2M) that would accomplish
global land coverage within 5 days (Sierk et al., 2019).

Geostationary (GEO) satellites, like the Geostationary Carbon Cycle Observatory (GeoCarb,
O’Brien et al., 2016; Moore III et al., 2018) planned for launch in 2022 over North America, can
provide high spatial and temporal sampling of a given region. Such measurements can be used to
help partition natural and anthropogenic emissions of CO2 and CH4. GeoCarb will be the first GEO
satellite dedicated to measure both CO2 and CH4. The instrument will scan in the East-West
direction with a North-South ground track of ~25° in latitude, spanning for example from Mexico
to southern Canada (Moore I11 et al., 2018). A GEO orbit must be close to the equator, it is not
possible to put a satellite in GEO orbit above the poles. Because of high viewing angles, GEO
satellites cannot observe high latitudes; GeoCarb will be able to observe regions between 50°S and
50°N, from the southern tip of South America to the south of Hudson Bay.

Retrievals of trace gas concentrations over high albedo surfaces, like the snow- and ice-covered
regions of the Arctic, can prove challenging (Merrelli et al., 2015). Satellite observations are
validated by ground-based networks such as the Total Carbon Column Observing Network
TCCON (Wunch et al., 2011, 2017) or the Infrared Working Group of the Network for the
Detection of Atmospheric Composition Change (NDACC-IRWG). The accuracy and precision of
observations from surface networks must keep improving in parallel with those of satellite
observations (Basu et al., 2011, 2018).

1.3.3 Inversions of Surface Fluxes from Atmospheric Measurements

Total column measurements are representative of large-scale (continental to hemispheric) regions
(Keppel-Aleks et al., 2011) because the sensitivity of the total column measurements is largest in
the free troposphere. This is because air can move along latitudinal bands, and from the surface to
the free troposphere in weeks. The timescales of horizontal and vertical transport are illustrated in
Figure 1.6. Panel (a) shows the timescales of horizontal transport; air moves faster from West to
East than it does from low to high latitudes. Panel (b) shows the timescales of vertical transport; it
takes 1-2 days for surface air to reach the free troposphere, a week to reach the free troposphere, a
month to reach the tropopause, and years to reach the stratosphere, while air in the stratosphere
descends to the troposphere in mid-latitudes and at the poles after 1-2 years (Jacob, 1999). Thus,
total column measurements, generally more sensitive to the free troposphere, are influenced by air
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which traveled for about a month and could originate from anywhere in the same hemisphere. To
capture surface fluxes from total column measurements, inversions must be performed on a global
domain (Keppel-Aleks et al., 2011). Obtaining vertical information in different layers, such as the
planetary boundary layer (PBL), from the surface to 1-3 km, and the free troposphere would

provide more information on regional surface fluxes.
b)
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Figure 1.6: Timescales of (a) horizontal transport, and (b) vertical transport. Figures taken from Jacob
(1999).

A yearly global carbon budget has been produced by the Global Carbon Project since 2012 (Le
Queéré et al., 2013, 2014, 20153, b, 2016, 20183, b; Friedlingstein et al., 2019). It presents current
knowledge of CO2 and CH4 emissions to inform greenhouse gas reduction policies. The project
uses ensembles of models and inventories, as well as CO> surface measurements, to estimate
different components of the global emissions of COx. It also uses CO> fluxes inverted from various
networks of surface measurements as a semi-independent validation tool for these estimates. And
since 2014, it makes mention of the potential of inversions using space-based measurements of
total column CO; to provide additional constraints on source and sinks of CO,. However,

greenhouse gases measured by remote sensing are still not used in these estimates of surface fluxes.

CO: fluxes obtained from inversions assimilating OCO-2 observations over land are now
becoming as reliable as those obtained from inversions using surface air sampling networks (
Chevallier et al., 2019; Crowell et al., 2019). Measurements of the column-averaged dry-air mole
fraction of CO, (XCO.) by satellites can be made with spatial coverage that cannot be practically

achieved using ground-based instrumentation. Inversions using CO> total columns over land are
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less sensitive to transport errors than inversions using surface CO (Rayner and O’Brien, 2001;
Basu et al., 2018), which requires accurate modeling of the planetary boundary layer height and
vertical mixing, which are a major source of uncertainty in inversions (Parazoo et al., 2012).
However, even small (< 1 ppm) spatially coherent biases in column measurements can have a large
impact on inversions assimilating XCO; (Chevallier et al., 2007), and efforts must be made to

characterize and minimize such biases (O’Dell et al., 2018; Kiel et al., 2019).

1.4 Motivation and Objectives

TCCON is a ground-based network of high-resolution (0.02 cm™) ground-based Fourier transform
Infrared (FTIR) spectrometers that record Near Infrared (NIR, 0.75-3 pum) solar absorption spectra.
A map of TCCON sites is shown in Figure 1.7. GGG is the software used by TCCON to transform
measured interferograms into spectra, and to retrieve trace gas concentrations from those spectra.
Central to this process is the Gas Fit (GFIT) program, a non-linear least-squares spectral fitting
algorithm. A forward model computes an atmospheric transmittance spectrum using a priori
knowledge of atmospheric conditions. An inverse method then compares the measured spectrum
with the resulting calculation and adjusts the retrieved parameters to obtain the best fit. In GFIT,
these parameters include volume mixing ratio scaling factors (VSF) for the different fitted gases.
GFIT performs profile scaling retrievals: for each retrieved trace gas, a single VVSF scales the a
priori concentration profile at all altitude levels simultaneously and therefore the retrieved profile
shape is unchanged from the a priori profile shape. Scaling retrievals do not require strong
constraints on a priori concentration uncertainties. In GFIT, the a priori uncertainty on the VSF of
the main target gas in a spectral window is 108 %, and XCO, can be retrieved with a 1-sigma
precision of 0.4 ppm (Wunch et al., 2010). GFIT minimizes the spectral fit residuals: the difference
between the measured and calculated spectra. The measurement uncertainty is not required to be
accurately known; all retrievals from TCCON CO: windows use an assumed signal-to-noise ratio
(SNR) of ~200. It has only a small effect on the result because for CO;, the absorption line depths

far exceed the measurement noise.
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Figure 1.7: Map of TCCON sites, from https://tccondata.org/ on January 28" 2021.

Even though TCCON XCO:> observations are precise, they lack information about the vertical
distribution of CO in the atmosphere, which is of interest for the validation of satellite
measurements and model simulations, and could improve the ability of flux inversions to resolve
regional scales (Keppel-Aleks et al., 2011). The most precise and accurate source of information
on CO; profiles comes from measurements that can directly sample air at different altitudes such
as from balloons or aircraft, but these measurements are sparse in space and time. Aircraft profiles
are used as validation tools for inversion studies (Stephens et al., 2007), which requires them to
remain independent from the inversion systems (Chevallier et al., 2019). Obtaining reliable CO>
profile information from ground-based direct sun measurements could add a new source of data
for verification and to assimilate in inversions. Vertical information derived from ground-based
absorption spectra cannot be as accurate as aircraft profiles, and would also be spatially sparse, but

it would have a high temporal sampling.

Eureka is the northernmost TCCON site at 80.05°N on Ellesmere Island (Nunavut, Canada). A
Bruker 125HR spectrometer was installed at the Polar Environment Atmospheric Research
Laboratory (PEARL) in 2006 when it started collecting solar absorption spectra in the Mid-
Infrared (MIR) for the Network for the Detection of Atmospheric Composition Change (NDACC)
(Batchelor et al., 2009). Since 2010, the spectrometer also measures in the NIR for TCCON.
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PEARL is one of only a few Arctic sites equipped to collect data for satellite validation. Ground-
based measurements in often snow-covered regions like the Arctic are particularly important for
satellite validation programs since retrievals from space-based instruments over snow-covered

surfaces are challenging while ground-based observations are not affected by surface properties.

To address the lack of coverage of space-based measurements over the Arctic regions and to
further our understanding of the Arctic carbon cycle, Environment and Climate Change Canada
(ECCC) and the Canadian Space Agency (CSA) are proposing the Atmospheric Imaging Mission
for Northern Regions (AIM-North, Nassar et al., 2019). The mission plans to use a pair of satellites
in a Highly Elliptical Orbit (HEO) to obtain a high density of measurements between ~40°N and
80°N. This thesis includes a study contributing to the “Phase 0” of the AIM-North mission by
demonstrating an algorithm that could be used to retrieve XCO., XCHas, and XCO from the
satellite’s observations and by conducting sensitivity studies with simulated observations to assessS

how well these quantities could be retrieved with given instrument characteristics.

The scientific goal of this thesis is to improve CO; retrievals from ground-based NIR solar
absorption spectra and improve greenhouse gas measurements in the Arctic with these specific

objectives:

1. Maintain and improve the record of NIR measurements at Eureka.

2. Develop and assess CO> profile retrievals from ground-based NIR solar absorption spectra.

3. Contribute to the AIM-North mission with simulations of CO., CH4, and CO retrievals to
inform future instrument design, and to meet the mission precision and accuracy

requirements.

1.5 Outline and Contributions

Chapter 1 of this thesis presented an introduction to greenhouse gases and the carbon cycle and
provided a motivation for improving remote sensing measurements of CO, and measurements in
the Arctic region specifically. Some of this background material was included in (Strong et al.,
2020a).

In Chapter 2, the PEARL Bruker 125HR will be described, along with the principles of Fourier
Transform Spectroscopy. Between 2015 and 2020, | was responsible for acquiring NIR solar

absorption spectra with the PEARL 125HR, on site during the Canadian Arctic ACE/OSIRIS
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Validation Campaigns of 2015-2019, and remotely when on-site personnel were not available to
operate the instrument. During these campaigns, | also performed routine maintenance on the
instrument together with fellow PhD students Dan Weaver (2015), Erik Lutsch (2016-2017), and
Tyler Wizenberg (2018-2019) who were each responsible for the acquisition of MIR spectra for
NDACC. Since the 2016 campaign, we have re-aligned the instrument ourselves with the help of
PEARL Site Manager Pierre Fogal. In summer 2015, |1 accompanied TCCON partner Dietrich
Feist and Pierre Fogal to assist in replacing the metrology laser of the PEARL 125HR. Outside of
field campaigns, the spectrometer is in the care of operators from the Canadian Network for the
Detection of Atmospheric Change (CANDAC). Remote access to the spectrometer and suntracker
computers was made possible by Dan Weaver and PhD student Joseph Mendonca in 2014.
Jonathan Franklin (Dalhousie University, now Harvard University) developed the control software
for the suntracker we use for the PEARL 125HR and continues to help us with any new tracking
issues. | implemented in the Eureka processing code a methodology Dr. Franklin developed to
correct for tracker mis-pointing by applying corrections to solar zenith angles. The alignment
procedure applied during the 2016 and 2019 field campaigns is also described in Chapter 2,
following instructions developed by John Robinson from the New Zealand National Institute of
Water and Atmospheric Research (NIWA). Orfeo Colebatch (UofT) assembled the alignment kit

that we used successfully on site.

Chapter 3 describes how atmospheric trace gases are retrieved from solar absorption spectra and

how to properly compare trace gas measurements from different instruments.

Chapter 4 presents the NIR measurements collected at Eureka during this PhD project, and a study
using TCCON data to validate simulations of CO from a coupled meteorological and transport
model developed at ECCC. Operation of the PEARL 125HR was performed by Joseph Mendonca,
Dan Weaver, Erik Lutsch, Tyler Wizenberg, and me. | performed the retrievals on the NIR
measurements for TCCON and developed software to generate the necessary auxiliary data files
needed for the data processing. Since 2015, several issues were identified with the retrieval setup
or the surface pressure measurements, which led to new TCCON data revisions for Eureka: R1
(Strong et al., 2016), R2 (Strong et al., 2017), and R3 (Strong et al., 2019). These issues and how
they were addressed are presented in this chapter. | also developed software to automate several
steps of the Eureka NIR data processing for TCCON. For the validation study of the ECCC model
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simulations with TCCON data, Saroja Polavarpu and Michael Neish (ECCC) provided data from

the model and the study was included in Polavarapu et al. (2016).

In Chapter 5, work to improve CO- profile retrievals from ground-based NIR spectra is presented.
This follows on a study started by Connor et al. (2016) which implemented GFIT2, a profile
retrieval algorithm, into GGG. | adapted the algorithm to work with the latest version of GGG
(GGG2020), which includes work from Joseph Mendonca that improved the line shapes, reducing
the spectral residuals in several NIR spectral windows. | tested GFIT2 with the improved algorithm
and developed a sensitivity study with synthetic spectra to assess the largest sources of
uncertainties in CO; profile retrievals. | used AirCore profiles as “truth” to assess how well CO>
profile retrievals from real spectra compare to true profiles. Brian Connor (B.C. Consulting Ltd.)
provided guidance on the use of GFIT2 and on which avenues were worth exploring for its
improvement. Geoffrey Toon (Jet Propulsion Laboratory, JPL) is the author of GGG and provided
feedback and answers to questions on the retrieval algorithm. Josh Laughner (California Institute
of Technology, Caltech) developed the software that generates the new a priori trace gas profiles
in GGG2020 and provided feedback. | developed the software that generates the new a priori
auxiliary profiles in GGG2020, with contributions from Josh Laughner. Colm Sweeney and Bianca
Baier (NOAA) provided AirCore data and feedback. Sébastien Biraud (Lawrence Berkley
National Laboratory) provided surface measurements at the Lamont TCCON site. Coleen Roehl
and Paul Wennberg (Caltech) provided NIR spectra from the Lamont TCCON site processed with
GGG2020. The work in Chapter 5 is described in Roche et al. (2021).

In Chapter 6, a contribution to “Phase 0 of the AIM-North mission is presented. The objective of
this work was to demonstrate a retrieval algorithm that could be used to retrieve XCO2, XCHg4, and
XCO with given instrument characteristics. The ReFRACtor (https://github.com/ReFRACtor)
algorithm used to retrieve trace gases from OCO-2 observations was adapted by Joseph Mendonca
and me to perform simulations using the AIM-North greenhouse gas instrument designs. |
developed software to run ensembles of retrievals on simulated observations and used it to assess
the impact of specific perturbations on the retrieval precision and accuracy. Instrument
characteristics were provided by engineers from ABB and Airbus. This work was included in a
report to CSA (Strong et al., 2020b). Finally, Chapter 7 presents a summary of the conclusions of

this thesis and outlines suggestions for future work.
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Chapter 2
Instrumentation

This chapter explains how solar spectra are obtained from Fourier Transform Spectrometers
(FTSs). Section 2.1 describes the instrument and the theory of Fourier transform spectroscopy.
Section 2.2 presents results from the monitoring of the instrument alignment at Eureka. Section
2.3 presents the steps of the alignment procedure that were applied during the 2018 Canadian
Arctic ACE/OSIRIS Validation Campaign. Section 2.4 presents the suntracker system used to

record solar spectra. Finally, Sect. 2.5 describes ancillary instruments.

Chapter 3 describes how atmospheric trace gas concentrations can be retrieved from the spectra
collected by the FTS, including details of the TCCON retrieval algorithm and of the theory on
which it relies. Then, Chapter 4 describes the spectra collected at PEARL during this PhD, how to
handle auxiliary measurements required for their processing, and a method to address issues with

the pointing accuracy of the solar tracker.

2.1 The PEARL Bruker 125HR and Fourier Transform
Spectroscopy

To meet the observational requirements of TCCON as presented in Table 2.1, the primary
instrument used by the network is the Bruker Optics GmbH 125HR FTS, illustrated in Figure 2.1.

Table 2.1: TCCON requirements.

Parameter Value
Wavenumber range 4000-9000 cm'?
Maximum optical path difference 45 cm
Suntracker pointing accuracy 1 mrad
Surface pressure accuracy 0.3 hPa
Surface temperature accuracy 1K
Timing of the zero-path-difference crossing
time for the interferogram 1s
Laser sampling error 0.00024 of the sample step
Routine monitoring of instrument line shape | monthly
Modulation efficiency 0.95-1.05 with precision of 0.02
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Figure 2.1: Schematic of the PEARL 125HR spectrometer adapted from the Bruker 125HR manual to show
the light path through the spectrometer for NIR measurements (blue lines), and with the main components
labelled (green lines). The different compartments of the instrument are labelled below the red lines that
show the extent of each compartment.

The instrument is a Michelson interferometer (Michelson and Morley, 1887) with a mobile mirror.
It uses a beamsplitter to split an input light beam in two and then measures the intensity of the
recombined beams as the mobile mirror moves in the long arm of the interferometer. When
recombined, the two light beams interfere because of the path length difference introduced by the
mobile mirror. A 633 nm HeNe laser is split in the same way; and as it is a nearly monochromatic
source, a detector measuring its recombined beam will measure alternating maximum and
minimum of intensity due to constructive and destructive interference. When the instrument
detects a zero-crossing in the laser interference pattern it samples and records the infrared light.
This mechanism allows precise sampling at equal distance intervals as the mobile mirror moves
and provides the instrument with a free spectral range of 15798 cm™. The intensity as a function
of position of the mobile mirror is called an interferogram. A spectrum, with intensity as a function
of wavenumber, can be obtained from the inverse Fourier transform of the interferogram. The

following discussion will assume a perfectly symmetric interferogram. In practice, interferograms
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are not perfectly symmetric and thus their Fourier transform has a non-zero imaginary part. A

method to address this issue is presented in Davis et al. (2001b).

The interferogram intensity dI measured at an optical path difference (OPD) x can be expressed
as a function of the spectrum intensity B over the spectral interval do and at wavenumber o (Davis
et al., 2001d):

dI(x) = B(o)do cos(2mox) . (2.1)

The integral over all wavenumbers yields the interferogram intensity at the path difference x:

o

I(x) = f B(o) cos(2mox)do. (2.2)
0

And the spectrum can be obtained as the inverse Fourier transform of the interferogram:

[0e]

B(o) = j I(x) cos(2mox)dx. (2.3)

0

In the case of monochromatic radiation with unit amplitude at a given wavenumber g,, the
recording of the interferogram would be perfect if we could measure it continuously up to an
infinite OPD. The ideal (continuous and infinite) interferogram would be I; 3,4 (x) = cos(2ma,x),

with the monochromatic spectrum represented by a §-function B(a) = §(o — g,).

However, the ideal interferogram cannot be measured. It is instead sampled at discrete equal
distance intervals, and it can only be measured up to a finite maximum OPD. The act of sampling

at fixed intervals Ax is equivalent to multiplying the interferogram with a Dirac comb function

111 (Aix) (equal to 1 where x is an integer multiple of Ax, and O elsewhere), or convolving the

spectrum with a Dirac comb with frequency Ao = A—lx. For the spectrum, this results in multiple

copies repeated every Ao. If the spectrum is not sampled with a frequency at least twice the highest
frequency to be observed, these replicas can overlap and cause artifacts in the spectrum. This is a
sampling theorem that requires sampling a cosine wave at least twice per wavelength to be able to

accurately measure its frequency, and the minimal sampling frequency is called the Nyquist
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frequency. The interferogram is sampled exactly twice per laser wavelength with the sampling

triggered on each (rising and descending) zero-crossing of the laser interference pattern.

The act of measuring up to a finite maximum path difference L is equivalent to multiplying the
infinite interferogram with a rectangular function (Davis et al., 2001b):

X
Imeasured (X) = Iideal(x) Xrect (ﬁ) (2-4‘)

or to convolving the spectrum with a sine cardinal (sinc) function:

Bmeasurea (0) = Bideal(o-) * ZLSiTlC(ZLO') (2-5)

with sinc the normalized sine cardinal function such that sinc(x) = S22

X

Thus, the physical limitation of making the measurement up to a finite maximum path length would
turn a purely monochromatic absorption line into a broad sine cardinal shaped line with unphysical
negative intensities in the side lobes. The presence of these side lobes is called “ringing”. The

function that convolves the spectrum is called the instrument function:
0(o) = 2Lsinc(2Lo). (2.6)

The instrument function is shown in Figure 2.2. Only the main central peak corresponds to a real
spectral line. The side lobes are unphysical and can become problematic when they overlap with
a separate, weaker spectral line. To minimize this problem, the interferogram can be multiplied by
a function decreasing with OPD and reaching zero at maximum OPD, instead of a rectangular
function. However, doing so will change the instrument function. For example, multiplying the
interferogram by a triangular function is equivalent to convolving the spectrum with a squared
cardinal sine function, which has a weaker and broader central peak and smaller side lobes without
negative frequencies. The act of multiplying the interferogram by such a function is called
apodization. Apodization reduces the amplitude of side lobes at the cost of a weaker and wider
central peak. Different functions that address this tradeoff are presented in Naylor and Tahic
(2007).
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The criterion that defines two lines as resolved is the Rayleigh criterion, originally defined to
characterize two lines with sinc-squared shapes as distinct. Two lines are distinct when the first

zero of a line coincides with the center of the other line. For the rectangular apodization, this
corresponds to a separation of i as in Figure 2.2, and of ? for the triangular apodization as shown
in Figure 2.3. When taking measurements with the Bruker 125HR via its interface software OPUS,
the definition used when specifying the resolution is ? The NIR spectra recorded by TCCON use

a maximum OPD of 45 cm. Thus, the resolution given to OPUS for the instrument to measure up

to L = 45 cm is 0.02 cm™. However, TCCON interferograms are not apodized with a triangular

function and the resolution of its spectra is % = % = 0.0111 ...cm™1. The resolution of% is often
presented as an intrinsic characteristic of the instrument, but it comes from an arbitrary definition
for two lines to be separated. For example, the resolution of TCCON spectra if often stated to be
0.02 cmt, which corresponds to a criterion for two lines to be completely separated: the first zero
of a line coincides with the first zero of the other line. The most unambiguous information to report

is the maximum OPD, together with information on which apodization function is applied, if any.
The number of points N in an interferogram measured up to L will be:
N = 2Lo, 4. (2.7)

When sampling is based on a 633 nm HeNe laser, 0,5, = 15798 cm™tand L = 45 cm, sON =
1421820 points. In practice, trailing zeros are added to the measured interferogram until the
number of points is equal to the nearest power of 2 (N = 2™) in order to transform it using the

Fast Fourier Transform (FFT) algorithm of Cooley and Tukey (1965): this is called zero-filling. In

Omax ~
221

our case N = 22! and the point spacing in the spectrum obtained after the FFT is

0.007533 cm™1. This spectral point spacing being smaller than the resolution does not mean that

zero-filling adds more information to the measurement. Zero-filling the interferogram is equivalent
to applying a sinc-interpolation to the spectrum. The resolution of the spectrum remains i after

zero-filling.
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A further instrument limitation that affects the instrument function is the finite size of the entrance
field stop, the aperture located at the focal point of the instrument and that determines its internal
field of view. Since the PEARL FTS does not use an aperture stop (that simply reduces the number
of incoming photons) before the field stop, the “entrance aperture” is the entrance field stop in our
case. In an ideal case, the input light is on-axis and travels only through the focal point of the
collimating mirror (see the “Collimating parabolic mirror” in the interferometer compartment in
Figure 2.1) such that the recombined beam would consist of two plane waves propagating in the
same direction. However, the size of the aperture is finite and may need to be large to obtain
enough signal for the measurement. This leads the input light to enter with a range of off-axis
angles and travel through the arms of the interferometer with a range of different optical path
differences. For an off-axis angle a and an optical path difference x, the fringe intensity of the

interference pattern is (Davis et al., 2001b):
dIl = cos(2mox cos(a))d) (2.8)

with dQ a small solid angle increment at the angle a. For simplicity, we have considered the case
of monochromatic radiation (as intensity per steradian) at wavenumber ¢ with unit amplitude such
that the right-hand sides of Equations 2.8-2.11 have units of intensity. With the small angle

approximation for a, the expression becomes:

dIl = cos <27wx (1 — g)) dQ. (2.9)

For a circular aperture, the solid angle is Q = wa?. The intensity for a given path difference x is

obtained by integrating up to the maximum solid angle Q,,:

I(x) = J:)m dl(x) = Lﬂm cos (27wx (1 — %)) dQ (2.10)
1(x) = Q,,sinc (U;im) cos <27wx (1 - 2—2)) . (2.11)
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One of the effects of the finite size of the entrance aperture is to scale the optical path difference

Qm . .
and wavenumber by 1 — . S0 agiven wavenumber o will appear as a range of wavenumbers

fromotoo (1 — 2—;”) The other effect is to multiply the interferogram by a sine cardinal function.

To avoid reducing the signal and amplifying the noise, the choice of the entrance aperture size
should be made such that the sinc function is positive up to at least the maximum OPD. The sinc

function becomes negative when:

oxQm
21

> 1. (2.12)

This depends on o, so it is not possible to have an optimal aperture at all wavenumbers
simultaneously. A criterion to decide on the optimal aperture size is to get the maximum fringe
amplitude at maximum OPD (L) for the largest wavenumber of interest a,,. Following Equation

2.11 at x = L and o = a,,, the fringe amplitude is proportional to:

. (O LQ
R Ao 2sin (_m2 m )
Qmsmc( o ) = ol (2.13)
The criterion is met when the argument of the sin function is equal to g:
omlQ,, ™« I
. = 2.14

The solid angle can also be expressed as a function of the entrance aperture radius r and the focal

length of the parabolic collimating mirror f for the maximum incident angle a,,:

r?

'Qm = T[CZTZn = f—z (215)

using the small angle approximation for r = fsin(a) = fa. Combining Equations 2.15 and 2.14

leads to the equation for the optimum aperture radius:

T r?

f
Op=—=—7; 1= . 2.16
" UmL fz " O'mL ( )

29



The PEARL Bruker 125HR has a parabolic collimating mirror with a focal length of 418 mm. The

optimum aperture size for wavenumbers up to the maximum of the FTS spectral range (o,, =

418
V15798x45

measure NIR spectra for TCCON at PEARL (note the aperture sizes listed by OPUS correspond

15798 cm™1) with L=45cm is r = ~ 0.5 mm. This is the aperture size used to

to their diameter). However, for TCCON observations the largest wavenumber of interest is

typically from the dioxygen spectral window centered at 7885 cm™ and 240 cm™ wide. Thus, the

418
v8005x45

criterion. However, the aperture radius at Eureka was limited to 0.5 mm as the detector could

aperture could be opened to r =

~ 0.7 mm to increase the signal while still meeting the

saturate with larger sizes, perhaps due to less water absorption in the dry conditions of the Arctic.
Some TCCON sites like Park Falls (WI, USA), Lamont (OK, USA), and Darwin (Australia), use
an entrance aperture stop with a diameter of 25-35 mm after the instrument entrance window, and
a field stop diameter of 1 mm. Contrary to adjusting the field stop, adjusting the entrance aperture
stop changes the signal intensity without affecting the instrument function. With an entrance
aperture stop, the light beam uses a smaller section of the optics, this can lead to improved

modulation efficiency if the flatness of the corner cube mirrors is imperfect.

With the effect of the finite size of the field stop, Equations 2.4 and 2.5 become (Davis et al.,
2001b):

] 0,x ) X
Imeasured(x) = Iideal(x) X 'Q'mSlnC( OZTL’ m) X rect (Z) (2.17)

2m 2o )
Breasured(0) = Bigear(0) * || — X rect( ) x 2Lsinc(2Lo) (2.18)
O-O O-OQTT'L

where the instrument line shape function is:

21 2no
ILS(0) = . X rect(

o O-O m

)) * 2Lsinc(2Lo). (2.19)
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2.2 Monitoring the Instrument Line Shape

To verify that the instrument is properly aligned with an acceptable line shape, a measurement is
made through a gas cell containing a known quantity of a gas at a known pressure. This
measurement is made with the light from an internal source. To verify the instrument line shape in
the NIR, a heated tungsten filament is used as the light source and a HCI gas cell is placed in the
optical path (see cell compartment in Figure 2.1). In addition to TCCON measurements in the NIR
and with a maximum OPD of 45 cm, the instrument is also used to measure in the mid-infrared for
NDACC with a maximum OPD of 257 cm. NIR spectra are collected using a CaF2 beamsplitter
while MIR spectra are collected using a KBr beamsplitter. The line shape in both spectral regions
is also monitored with different cells, the HCI cell for the NIR measurements, and either a HBr or
N20 cell for MIR measurements. In this section, only the ILS results from the HCI cell will be

shown.

The line shape retrieval software LINEFIT (Hase et al., 1999) is used to fit measured spectra of
the source with HCI absorption lines to retrieve the modulation efficiency (ME) and phase error
(PE). A loss in ME will widen the ILS, while PE will introduce asymmetry. As errors in ILS most
strongly affect the core of absorption lines, which have more information on trace gas
concentrations at higher altitudes, errors in the instrument line shape can be an important source
of error (5-10%) in the retrieved stratospheric column of species like HCI, HF, Oz, NO, and NO>
(Hase et al., 1999).

Typical misalignments that affect the line shape include an angular misalignment, when the
metrology laser beam and the beam of radiation to measure are not perfectly coaxial, and shear
misalignment, when there is an offset between the two corner cube retroreflectors. A typical shear
misalignment in a 125HR occurs because of wear of the teflon pads of the scanning mirror plate,

which causes it to be lower than the fixed mirror.

The LINEFIT 14.7 results for the Eureka cell measurements since 2015 are shown in Figure 2.4.
The low outlier near ~0.75 ME in early 2019 (which also corresponds to the outlier in PE) was
obtained after the instrument entrance window and aperture wheels were replaced and before the
alignment that followed. In the bottom panel, the time series of ME at MOPD shows that the ILS

had been degrading over time up to 2017. The TCCON quality requirement for ME at MOPD is
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1+0.05 and the Eureka ME decreased below 0.95 during 2016. This requirement may become more
stringent at 1+0.02, which can be achieved with careful alignment. Before 2018, each cell
measurement consisted of 50 co-added scans, however due to a new requirement for spectra to
have a SNR>3000 for LINEFIT 14.7, 100 scans have been co-added since 2018. The instrument
was re-aligned (for the first time not by a Bruker engineer) by fellow PhD student Erik Lutsch and
I, and with the PEARL Site Manager Pierre Fogal, in spring 2017. Ideally the instrument alignment
should be checked each year and the instrument re-aligned when the ME at MOPD is no longer
within 1+0.02. The alignment process will be described in Sect. 2.4. After the alignment, the ME
at MOPD was close to 1.01, compared to ~0.93 before the alignment, and the maximum amplitude
of the phase error was reduced from ~0.01 rad to ~0.005 rad. There can be variability in ME at
MOPD of ~0.01 between consecutive cell measurements, this variability is not well understood,
and more frequent cell measurement would be needed for LINEFIT results to be a more robust
diagnostic of the ILS. Some TCCON sites like East Trout Lake automate their cell measurements
and do them weekly at night so as to not disrupt solar measurements. The HCI cell measurements
at Eureka are not yet automated and thus sparser and irregular in time. Figure 2.5 shows the ILS
and ME at MOPD before the first alignment in November 2016 and after the last alignment in
February 2020, it shows the ME at MOPD improved from less than ~0.95 to ~1.01 and the phase
error improved from ~0.01 to less than 0.005 rad. The reduced phase error led to a visible reduction

in the asymmetry of the ILS.

The characteristics of the HCI cells used at Eureka are shown in Table 2.2. Before 2014, the cell
“Eureka NP #1” was used but it had been leaking over time and was replaced by Joseph Mendonca
during the 2014 Canadian Arctic ACE-OSIRIS Validation Campaign with the new “Cell #28”.
The cell column and pressure of HCI are required to run LINEFIT, but also when processing
measured solar spectra for TCCON. One of the inputs of the 2020 release of GGG (GGG2020),
the TCCON retrieval algorithm (discussed in Sect. 3.4), is a file containing the HCI cell
information. It includes the time period for each cell with corresponding HCI column amount and
pressure at the beginning and end of the time period. The algorithm will then assume a linear
decrease of the column amount between the first and last date to account for cells known to be
leaking over time. The HCI column scaling factors retrieved with the 2014 release of GGG
(GGG2014) showed the decrease of the HCI column amount over time with the “Eureka NP #1”
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cell, and this decrease was not linear as shown in Figure 2.6. Thus, the information for the “Eureka

NP#1” cell is split between two periods for which the decrease is roughly linear. The last known

measurements with this cell were done by Frank Hase (KIT) in December 2013 (Column 2 and

Pressure 2 in Table 2.2).

Table 2.2: Characteristics of the HCI cells used at Eureka. This information must be provided to GGG2020
via the eu_cell_status_info.dat input file. Numbers “1” and “2” indicate values at the start and end of the time

period, respectively.

Dat Length HEC He=Cl H¥Cl HCl
Cell ( -?n?i-dd) (ecnrg) Column 1 Column 2 Pressure 1 | Pressure 2
name yyyy (1E22 moIecuIes.m'Z) (1E22 moIecuIes.m'Z) (hPa) (hPa)
2010-07-01 to
2012-01-01 10 1.0192 0.7194 4.539 3.204
Eureka
NP#1 2012-01-01 to
2013-12-31 10 0.7194 0.5578 3.204 2.483
Cell #2g | 2014-02-01t0 10 12909 L2509 7o =
present
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Figure 2.4: Modulation efficiency (top), and phase error (center) as functions of optical path difference, and
time series of the modulation efficiency at maximum OPD (45 cm, bottom), for all HCI cell #28 measurements
at Eureka since 2015. The instrument was realigned in spring 2017, 2018 (minor adjustment), and 2019. The
colours change with time as indicated by the bottom panel.
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Figure 2.5: ILS retrieved with LINEFIT 14.7 using HCI cell #28 at Eureka on 22 November 2016 (top left),
when the ME at MOPD was below 0.95, and on 28 February 2020 (top right) when it was at ~1.01. The ILS is
visibly more asymmetric between the first negative lobes on 22 November 2016, a feature attributable to the
larger phase error. However, despite a ~6% difference in ME at MOPD, it is difficult to notice a difference in
ILS width, but the full width between the first zero crossings is ~0.0004 cm* wider on 22 November 2016.
Panels also show ME and PE for these two cases.
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Figure 2.6: 2010-2020 HCI scaling factor (VSF) time series retrieved with GGG2014 (black) and with
GGG2020 (colours). Because the a priori HCI column and pressure in the cell is adjusted over time based on
a new input file in GGG2020 that can account for leaking cells, the HCI VSF retrieved with GGG2020
remains close to 1 between 2010-2014.

2.3 Alignment of the 125HR

This section describes the procedure used to align the 125HR spectrometer at Eureka. This has
been successfully used during the Canadian Arctic ACE-OSIRIS Validation Campaigns since
2017. The procedure assumes no misplacement of the scanner rods on which the mobile mirror
platform is sliding. The instrument was re-aligned in March 2017 following a drop in ME at MOPD
below 0.95. In 2018, we made a minor adjustment to the flat mirror before the exit aperture to fine
tune its alignment with an entrance aperture with a diameter of 1 mm (as used for TCCON NIR
measurements and with some filters for NDACC MIR measurements). In 2019, PhD student Tyler

Wizenberg and | re-aligned the instrument after the installation of a new entrance window as the
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old one had degraded due to a dust patch baked onto its surface by the solar beam, reducing the
signal intensity. New aperture wheels were also installed as the previous ones had a defect that
made it impossible to co-align the entrance and exit aperture for different aperture settings, as the
position of center of an aperture of a given size would not coincide with the position of the center
of an aperture with a different size. Thus, the alignments in 2017 and 2018 were tuned for an
aperture with a diameter of 1 mm as used by TCCON, but were not optimized for NDACC MIR
measurements that used different aperture sizes. With the new aperture wheels, the instrument
could be well aligned for all aperture sizes in 2019. The alignment steps presented here follow
instructions developed by John Robinson (National Institute of Water and Atmospheric Research,

New Zealand).

2.3.1 Step 1: Check the Focus on the Entrance Field Stop

The entrance field stop (which can also be called entrance aperture at Eureka) is located between
the source compartment and the interferometer compartment (see Figure 2.1). It defines the
instrument’s field of view and the solid angle subtended at the first collimating mirror in the
interferometer compartment. As discussed in Sect. 2.1, the aperture shape and size are important
to define the ILS and the first step of the alignment procedure is to ensure that the aperture is at
the focal point of the first collimating mirror in the interferometer compartment. This can be
checked by placing a telescope, focused on infinity, in the long arm of the interferometer as shown
in Figure 2.7. To focus the telescope on “infinity” it was taken outside and focused on mountain
peaks on the horizon. If the entrance aperture does not appear sharp, then adjustments must be
made to the first parabolic (collimating) mirror in the interferometer compartment. Such an
adjustment was not needed, even after replacing the aperture wheels, as the smallest aperture

appeared in focus.
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Figure 2.7: Photo of the alignment telescope installed in the long arm of the 125HR to check if the apertures
are in focus.

2.3.2 Step 2: Define the Interferometer Axis

Once the entrance aperture is at the focal point of the first collimating mirror, the next step makes
use of an external HeNe laser as a source to define the interferometer axis, which is the path the
input light follows in the instrument. This axis is constrained by the position of the scanner rods
in the long arm of the interferometer. The goal of this step is to center the entrance aperture on the
observed interference pattern generated by the laser. Thus, the recombined laser beam must be
picked off before it reaches the exit aperture to be observed during this step. The laser was mounted
outside the instrument with a pick-off mirror to direct the light into the instrument as shown in
Figure 2.8. For the input light to appear homogenous and uniformly illuminate the entrance

aperture, a 1500 grit diffuser was placed in front of the aperture inside the source compartment
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and a speckle reducer was used to obtain a clearer image of the interference pattern. The placement

of the diffuser and speckle reducer is shown in Figure 2.9.

S/ S A ™
Figure 2.9: Photo of the speckle reducer (with the cable attached) and the 1500 grit diffuser (closer to the
aperture wheel) placed in front of the entrance aperture inside the source compartment.

A periscope was made from two flat mirrors placed in the interferometer compartment to pick off
the recombined beam as shown in Figure 2.10. Mirror 6 is placed in between mirrors 2 and 3 to
reflect the collimated recombined beam upwards towards mirror 7. Mirror 7 then directs the light
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beam into the same telescope used in Sect. 2.3.1, but now placed outside the spectrometer as shown
in Figure 2.11. For this alignment step, it is important to minimize any source of vibration to
observe the HeNe interference pattern, and the scanning mirror, which is normally free to oscillate
back and forth, must be locked in place. To do so, an Allen key can rest on the magnet at the back
of the scanner to keep this mirror in a fixed vertical position, and a jumper can be placed on the
board to enable a diode to light up when the mirror is in the correct position to be locked in, as

shown in Figure 2.12.

Figure 2.10: Photo of the setup used to bring the light beam out of the interferometer compartment and direct
it into the telescope for the centering of the HeNe interference pattern on the entrance aperture. 1: first
parabolic (collimating) mirror; 2: flat mirror; 3: collimating (focusing) mirror; 4: flat mirror; 5: exit
aperture; 6 and 7: flat mirrors making the periscope to pick off the collimated recombined beam coming

from mirror 2; 8: beamsplitter. The yellow arrows indicate the light path, a flat mirror not included in the
photo directs the light coming from Mirror 1 towards the beamsplitter. The blue arrows indicate the path
light would take without Mirror 6.
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Figure 2.11: Setup of the telescope to view the HeNe fringe pattern through the entrance aperture. A camera
looks through the telescope and is controlled from a computer and connected to a screen to view the fringes.

r/

. V4
Figure 2.12: Photo of the locking of the scanning mirror mechanism by resting an Allen key on the magnet. A
jumper (red circled element on the electronics board) enables the diode to light up when the mirror is in the
correct position.
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During this step, the first flat mirror in the interferometer compartment, the mirror that directs the
input light towards the beamsplitter (not shown in Figure 2.10), was adjusted until the HeNe
interference pattern appeared centered in the entrance aperture. This process is illustrated in Figure
2.13 with pictures of the fringes taken during the alignment done in 2019 after installing the new
entrance window and new aperture wheels. If there is a shear misalignment, which will manifest
itself as an apparent jump of the fringes when crossing the zero-path difference (ZPD), it cannot
and should not be fixed by adjusting the flat mirror. This “jump” is apparent in the first two images
of each row in Figure 2.13. In Figure 2.13(a) a shear misalignment was clearly present when
looking at the position of the mirror at the minimum distance from the beamsplitter (minPD) and
at the front of the first compartment of the long arm. These two positions are roughly the same
distance from the ZPD position. The center of the fringes is also clearly off the center of the
aperture as seen at different positions of the scanning mirror in the long arm with a 4 mm diameter
aperture. The compartments of the long arm are numbered starting with the compartment closest
to the beamsplitter. The “front” of a compartment is the side closer to the beamsplitter, and the
“back” is the opposite side. In Figure 2.13 (b) the same set of pictures was taken after a first
adjustment to the flat mirror to center the fringes away from ZPD. Then the adjustments were fine
tuned with smaller aperture sizes, once with the 2 mm in Figure 2.13 (c) and with the 1 mm aperture
in Figure 2.13 (d).
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1st comp. front 1st comp. center 1stcompback  2nd comp. back 3rd comp back

1st comp. front 1st comp. center 1stcompback  2nd comp. back 3rd comp back

1st comp. 1st comp. 1stcomp. 2nd comp. 3rd comp.
front center back back back

1st comp. 1st comp. 1stcomp. 2nd comp. 3rd comp.
front center back back back

Figure 2.13: The HeNe interference pattern as observed through the telescope for different positions of the
scanner mirror in the long arm of the interferometer during the 2019 alignment. The long arm is divided into
three compartments (“comp.”) and the minimum path difference (minPD) is the position of the scanning
mirror when closest to the beamsplitter: (a) with a 4 mm aperture after installing the new entrance window
and aperture wheels but before the alignment; (b) with a 4 mm aperture after a first adjustment to the first
flat mirror in the interferometer compartment; (c) with a 2 mm aperture after the second adjustment; (d)
with a 1 mm aperture after a third adjustment.

2.3.3 Step 3: Adjust the Fixed Corner Cube

After the fringe pattern appears centered away from ZPD, the apparent shift of the fringes when
scanning through ZPD can be addressed. This is corrected by adjusting the fixed corner cube,
typically only vertically, until the fringes appear unchanged through ZPD. It is best to use the
largest aperture for this adjustment. Once there is no apparent shift, the centering of the fringes at

longer path differences should be revisited and Steps 2 and 3 may require a few iterations.
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ZPD-2cm ZPD+2cm

ZPD-2cm ZPD +2cm 1stcomp. 1st comp.
front center
(©)

1st comp. 1st comp. 1st comp. 2nd comp. 3rd comp.
front center back back back

Figure 2.14: The HeNe interference pattern as observed through the telescope for different positions of the
scanner mirror in the long arm of the interferometer: (a) with a 6.3 mm aperture at 2 cm on both sides of
ZPD after an adjustment to the fixed corner cube; (b) with a 4 mm aperture at 2 cm on both sides of ZPD and
along the long arm after a fourth adjustment of the flat mirror; (c) with a 1 mm aperture after the fifth
adjustment to the flat mirror.

In Figure 2.14(a), the HeNe laser fringes are shown 2 cm on both sides of ZPD after adjusting the
fixed corner cube until there was no apparent shift of the fringes through ZPD. ZPD can be located
by noting the position of the mirror where the apparent shift occurs. In 2019, the fixed corner cube
only had to be adjusted once, then the centering of the fringes was fine adjusted with a 4 mm
aperture as shown in Figure 2.14 (b) and finally with a 1 mm aperture as shown in Figure 2.14 (c).

When the instrument is aligned, only the center of the fringes is visible until the mirror is at the
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back of the first compartment, roughly 50 cm from ZPD (equivalent to 100 cm path difference

since the light beam travels both ways).

2.3.4 Step 4: Focus the Exit Aperture and Co-align with the Entrance
Aperture

Once the fringes are centered on the entrance aperture and there is no apparent shift through ZPD,
the telescope is installed back in the long arm of the interferometer, this time to view the exit
aperture. If it does not appear in focus, the flat mirror that directs the light towards the exit aperture
(Mirror 4 in Figure 2.10) can be moved forward or backward by turning its three screws the same
amount. This was needed in 2019 and the result is shown in Figure 2.15. Once the exit aperture
appeared in focus it was co-aligned with the entrance aperture. Both apertures were observed at

the same time through the telescope.

Figure 2.15: Photos of the exit aperture as seen through the telescope placed in the long arm of the
interferometer: (a) out of focus; (b) in focus after adjusting the flat mirror that directs light towards the exit
aperture.

During solar measurements, the exit aperture is typically one size larger than the entrance aperture
and its role is to block radiation coming from the heated entrance aperture wheel. Thus, the fine
co-alignment of the exit with the entrance aperture is not critical, but it should not cut off the light
beam. Photos of the co-aligned apertures are shown in Figure 2.16 after adjustments to the exit flat

mirror.

45



-

Figure 2.16: Photos of the entrance and exit apertures as seen through the telescope placed in the long arm of
the interferometer: (a) with a 2 mm entrance and 2.5 mm exit apertures; (b) with a 0.5 mm entrance and a 0.7
mm exit apertures; (c) with a 0.5 mm entrance and exit apertures.

2.3.5 Step 5: Co-align the Metrology Laser with the Interferometer Axis

Steps 1 to 3 defined the interferometer axis, the path that the input light takes through the
instrument. The metrology laser, the internal spectrometer HeNe laser that is used to trigger
sampling of the interferogram at equal distance intervals as described in Sect. 2.1, needs to travel
parallel to the input light beam. The metrology laser beam comes vertically from under the
instrument and is directed through the beamsplitter with a prism. This prism can be adjusted to
optimize the modulation efficiency of the laser signals, which can be measured with an
oscilloscope. The laser signals are measured by two detectors, LASA and LASB, on both sides of
the beamsplitter. When the laser is well aligned, both detectors should observe the same signal.
The ME should not vary by more than 15% between the ZPD and maximum path difference (MPD)
positions of the scanning mirror. The laser signals are measured, and the ME at a given position
of the scanning mirror is computed as:
Vinax = Vinin

ME = (2.20)
Vmax + Vmin - 2Vzero

where V4, 1S the maximum of the signal in Volts, V,,;, is the minimum, and V..., is the zero
offset of the signal. The laser modulation efficiency is independent from the modulation efficiency
derived with the internal source as described in Sect. 2.2. This is because the laser beam and the
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solar/source beam are directed into the long arm of the interferometer by two different mirrors.
The laser signals and ME at ZPD and MPD obtained after the alignment in 2019 are shown in

Table 2.3 for both beamsplitters used by the instrument, the CaF for NIR and the KBr for MIR
measurements.

Table 2.3: Laser signals and modulation efficiency for the CaF2 and KBr beam splitters after the 125HR
alignment in March 2019.

CaF2 (Zero (V) Max (V) Min (V) ME

ZPD MPD ZPD MPD | MPD ZPD
LASA | -9.250 | -2.400 | -2.900 | -9.000 | -8.700 | 0.841 | 0.930
LASB | -9.250 | -3.700 | -4.200 | -9.200 | -9.000 | 0.906 | 0.982

KBr |Zero (V) Max (V) Min (V) ME

ZPD MPD ZPD MPD MPD ZPD
LASA | -9.230 2.1 1.6 -7 -7.3 0.697 | 0.671
LASB | -9.240 -1.7 -2.1 -8.15 -7.9 0.684 | 0.747

To check the alignment of the metrology laser, its two detectors can be lowered, then the laser
beam should pass through the smallest entrance and exit apertures with two small laser spots
clipping the edge of the aperture, and the main beam passing through the center. The small spots
are the results of the multiple reflections through the interferometer.

2.3.6 Step 6: Center and Focus Internal Source Image on the Entrance
Aperture
The last step of the alignment is to center and focus the internal sources of the instrument on the
entrance aperture. This is done by adjusting the sliding mirror in the source compartment of the
interferometer. When in focus, the image of the MIR source appears as a coil, and the entrance
aperture should be at the center of one of the coils as shown in Figure 2.17(a). For the NIR source,
the image of the tungsten filament should have fine stripes when in focus as shown in Figure 2.17
(b). At this point, cell measurements can be recorded and analyzed with LINEFIT to verify if the
modulation efficiency and phase errors are acceptable. Finally, before starting solar measurements,
the signal of the solar beam on the instrument detectors should be maximized by adjusting the
sliding focusing mirror in the source compartment.
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Figure 2.17: Photos of the images of (a) the MIR source, and (b) the NIR source on the aperture wheel. The
black circle is the aperture. The image of the NIR source should present fine dark and bright stripes, which
do not clearly stand out here because of the quality of the picture.

2.4 Solar Tracker

The original suntracker installed by ECCC in the early 1990s on the Bomem DA8 FTIR (the
predecessor of the 125HR at Eureka) could track the sun passively using solar ephemeris
calculations, or actively with a portion of the solar beam directed towards a photomultiplier tube
working like a quadrant-diode system (Farahani et al., 2007; Fast et al., 2011). A quadrant-diode
system traps the solar beam between four diodes by sending commands to the suntracker mirror to
move the solar beam away from the diode that detects the highest brightness. This system was
coupled to the Bruker 125HR in 2006 and was replaced in 2013 with a new Community Solar
Tracker (CST) system. The suntracker development began at the University of Toronto as part of
the Middle Atmosphere TRend Assessment (Strong et al., 2005) and PEARL projects (Adams,
2012). The CST development was continued at Dalhousie University by Jonathan Franklin during
his PhD (Franklin, 2015) who refined the active tracking method using a camera. At Eureka, the
suntracker mirror is installed inside a RoboDome (https://robodome.com/) on the roof of PEARL.
The RoboDome is a telescope dome with a shutter, it protects the suntracker mirrors from bad
weather. For solar measurements with the new system, a gold-coated elevation mirror is mounted
on a platform that rotates in azimuth (see the elevation and azimuth rotational stages in Figure
2.18) and is controlled by the CST Python program. The elevation mirror directs light towards a
second, static, gold-coated mirror that directs the light down towards the 125HR inside the
laboratory. Part of the solar beam is captured by a camera that the CST program uses to actively

track the sun. The program fits an ellipse to the image of the sun and sends instructions to the
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mirror, platform, and dome motors to follow the sun and keep the center of the ellipse at a given
position as viewed by the camera. The tracker setup and tracking method are similar to those
presented by Gisi et al. (2011). The CST tracking accuracy is within 20 arcseconds, while the
quadrant-diode system had a tracking accuracy of up to hundreds of arcseconds and needed regular
operator intervention. The CST can be operated remotely via a graphical user interface (GUI)
developed by Jonathan Franklin to control the dome and solar tracker. The CST can actively track
the sun using the camera, or passively based on a solar ephemeris calculation when the program
fails to fit an ellipse to the sun’s image. A schematic of the suntracker platform and mirrors is

shown in Figure 2.18.

Elevation rotation stage
(Newport RVS80PP)

Static 45 deg mirror

Azimuthal rotation stage
(Newport RV240PP)

Solar tracker
alignment frame

Figure 2.18: Schematic of the CST installed at Eureka in 2013. Figure obtained from Franklin (2015).

2.5 Ancillary Instruments

The 125HR is operated at low pressure (<0.5 hPa) using an Edwards nXDS15i dry scroll pump.
To be processed with GGG, each solar spectrum must be associated with coincident auxiliary
measurements: surface pressure, temperature, relative humidity, wind speed and direction. The

surface pressure is an important input to process spectra with GFIT, while other measurements are
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used to filter out some interferograms, e.g. at high wind speeds (>30 m.s%). The surface pressure

sensors and their measurements will be described in Sect. 4.5.
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Chapter 3
Retrievals

This chapter describes how trace gas concentrations can be obtained from solar spectra. Section
3.1 introduces the principles of rovibrational spectroscopy that describe the structure of solar
spectra. Section 3.2 presents the physical processes that give absorption lines their broad shapes,
rather than the purely monochromatic transitions described in Sect. 3.1, and also describes the

different line shape models.

Section 3.3 describes how ground-based solar spectra can be calculated as a function of the sun
position and of the state of the atmosphere (vertical profiles of trace gas concentration,
temperature, pressure, and other parameters). This function is called the forward model, and the
goal of a retrieval algorithm is to adjust some of these parameters (or adjust factors that scale these
parameters) until the calculated spectrum suitably matches a measured spectrum. The meaning of

“suitably” can change between retrieval methods.

Section 3.4 describes the GFIT and GFIT2 retrieval algorithms. As introduced in Sect. 1.4, the
TCCON retrieval algorithm, GFIT, is used to retrieve column-averaged dry-air mole fractions of
atmospheric trace gases from solar absorption spectra. By construction, GFIT scaling retrievals do
not contain more vertical information than the total column amount. The GFIT2 profile retrieval
algorithm was implemented to experiment with extracting vertical information from solar spectra,
and results from such experiments will be the subject of Chapter 5. GFIT scaling retrievals and
GFIT2 profile retrievals are both based on the optimal estimation method described by Rodgers
(2000) and summarized in Sect. 3.4. The scaling retrieval formulation is a special case of the
profile retrieval; as shown in Sect. 3.5, it is possible to constrain the profile retrieval such that it
produces the same results as a scaling retrieval. Thus, the more general formulation of the GFIT2
algorithm is presented first in Sect. 3.4.1, followed by the specifics of the GFIT algorithm in Sect.
3.4.2.

Finally, Sect. 3.5 describes the Averaging Kernels obtained from both retrievals. These hold

information about the sensitivity and vertical resolution of the retrieval.
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3.1 Rovibrational Spectroscopy

This section describes the transitions between rotational and vibrational energy levels that explain
the distribution of lines in spectra. This section and the equations it contains follow the work of
Hollas (2002, 2007a, 2007b, 2007c).

The wave function 1 that describes the state of a molecule can be divided into separate terms
describing the rotational wave function ,., the vibrational wave function ,,, and the electronic

wave function 1, such that:

Y = Yy (3.1)

Following the Born-Oppenheimer approximation, the total energy of the molecule is the sum of

each component:
E=E. +E,+E,. (3.2)
Each of these energy modes is quantized and in general E, < E,, < E,.

3.1.1 Vibrational Energy

A molecule with N atoms has 3N degrees of freedom: each atom can move in three dimensions.
Of these 3N, three describe a rotation of the whole molecule around each dimension, and a further
three describe a translation of the whole molecule along each dimension. The remaining 3N-6
degrees of freedom are vibrational modes. A linear molecule has one less rotational degree of
freedom as no energy is required for it to rotate around the inter-nuclear axis. Thus CO., which is
linear, has 3N — 5 = 4 vibrational modes. These are illustrated in Figure 3.1 with a symmetrical
(v1) and asymmetrical (v3) stretching modes, and a doubly degenerate bending mode (v,) for in-
plane and out-of-plane bending. These two bending modes have the same energy but are described
by different vibrational wave functions. The bending modes require less energy than the stretching

modes.
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Figure 3.1: Vibrational modes of the CO2 molecule. The bending mode is doubly degenerate with an in-plane
and out-of-plane bending.

The bonds between atoms can be treated as springs, and diatomic molecules can be treated as

anharmonic oscillators with quantized energy levels:

2

Ev=hca<v+%)—)(<v+%> + - (3.3)

where h is the Planck constant, c is the speed of light, o is the wavenumber of the vibration, the
integer v is the vibrational quantum number, and y is an anharmonic constant. The value of o
depends on the bond strength between two atom and their reduced mass. If the anharmonicity is
ignored, the unperturbed harmonic wavenumbers of each vibration mode of CO; are (Witteman,
1987):

o, =1351.2cm™Y; 0, =672.2cm™Y; 03 = 2396.4cm™L. (3.4)

For a polyatomic molecule, each vibration “i”’can be treated as an anharmonic oscillator and the

total vibrational energy is:

E,,=hCZO’i (vi+%>+22)(ij (vi+%> <vj +%) (3.5)
i j

i i
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where d; is the degeneracy of the vibration. For CO2 d; 3 = 1 and d, = 2. The energy levels of
vibrational modes of polyatomic molecules are complicated by their dependence on other

vibrational modes in the anharmonic term (when i # j).
For anharmonic oscillators, the transition rule between two vibrational energy levels follows:
Av =+1,%+2,43, ... . (3.6)

When Av > 2, the transition is called a vibrational overtone. A molecule has a rotational spectrum
in the infrared if it has a non-zero electric dipole moment. CO2 has no dipole moment during a
symmetric stretch, but it has a dipole moment during an asymmetric stretch because of the unequal
C=0 bonds, and when it is bent.

3.1.2 Rotational Energy

In the rigid rotor approximation, the rotational energy of a diatomic or linear polyatomic molecule

can be expressed as:
E.,=BJ(J+1) (3.7)

where ] is the rotational quantum number and B is a rotational constant that depends on the moment

of inertia | of the molecule:

hZ

— ] — 2
B_87T21'1 ur (3.8)

where r is the bond length between two atoms, and u is their reduced mass. For a polyatomic

molecule with N, atoms the moment of inertia is:

N
I = Z m;rf (3.9)
i=1

L

where m; is the mass of the i atom and r; is its distance from the center of mass of the molecule.

The “constant” B actually depends on the vibrational state:

54



1
B,=B,—«a (v + E) (3.10)
where « is the vibration-rotation interaction constant, and B, is the rotational constant for the

equilibrium bond length when no vibration is taking place.

The rotation occurs along any axis passing through the center of mass of the molecule. For a linear
molecule like CO., the axis of rotation is orthogonal to the internuclear axis. If the CO. molecule
is in a bending vibrational mode it behaves like a non-linear, prolate symmetric top molecule, and
its moment of inertia has three components along orthogonal axes a, b, and ¢ passing through the
center of mass and I, < I,, = I.. There are then three rotation constants A4, B, and C, with B=C. A

linear molecule is a special case of a prolate symmetric top with I, = 0:

h? h?

A=——; C=B=——.
8m?l, 8m?l,

(3.11)

The rotational energy levels are then described with an additional rotational quantum number K:
E.=BJ(J+1)+ (A—-B)K? (3.12)

Since I, < I, the quantity A — B is always positive and the energy for a given J increases with
increasing K. The magnitude of the rotational angular momentum along the axis of rotation is
n
21’

Rotational energy with a given K is doubly degenerate; it can have the same value in two opposite

hJ(J + 1) and its projection on the a-axis is kh with K = |k| = 0,1, 2, ...,/, and with A =

directions along the a-axis. Thus, for each rotational quantum number /, there are 2] + 1 possible
values of k. In the linear configuration we indeed have A = oo, but the rotational angular

momentum of a linear molecule is always orthogonal to the internuclear axis and K = 0.

The rotational energy levels are further affected by centrifugal distortion, where the rotation causes
a stretching of the atomic bonds away from the center of mass due to centrifugal force. This slows
down the rotation. Additional terms can be added to the expression of rotational energy to account
for this effect:

E,=BJJ+1)+(A-B)K*-D;,JJ + D]* + - (3.13)
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where D is the positive centrifugal distortion constant of the quartic term, and higher-order terms
may be added each with their own constant. As suggested by the subscript, there is a specific D,

for each value of the rotational quantum number J.

3.1.3 Rovibrational Transitions

The rovibrational energy of a polyatomic molecule is the sum of its rotational energy and

vibrational energy:

_ di di dj 2712
Ery=hc|) oi(vi+—)+ Xij\vit 5 )\vit5 |+ ) Avpili — Avgilik

4

+B,J(J + 1) + (4, — B,)K* — D;J*(J + 1)?|. (3.14)

For degenerate fundamental vibration modes like the two perpendicular v, bending modes of COs,

a mixture of the two modes generates angular momentum that contributes the additional terms:
ZAU(piziliz — Ayilik (3.15)
i

where [ is the quantum number describing the projection of the resulting angular momentum on
the a-axis, with |l| = v,,v, — 2,v, —4,...,0 or 1; ending with 0 or 1 if v, is even or odd,
respectively. The coefficient ¢ is a Coriolis coefficient which is always equal to 1 for linear

molecules.
A molecule can transition between rovibrational states following transition rules:
Av =+41,42,43,.. ;A] =0,+1;AK = 0. (3.16)

Due to these rules, rovibrational absorption spectra take the form of bands centered on the
wavenumber corresponding to the transition between the upper and lower vibrational state and
with two groups of absorption lines above and below that wavenumber that correspond to the
possible transitions between rotational levels. When the rotational quantum number of the lower

state is lower than that in the upper state we have AJ] = +1 and this forms the R branch of a band
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with absorption lines at wavenumbers higher than the band center. The P branch is at wavenumbers
lower than the band center, corresponding to A] = —1. Each line of a branch is typically labelled
using the J value of the lower energy level such that R(J — 1) and P(J + 1) correspond to a

transition to (in absorption) or from (in emission) the same upper level J.

In the rigid rotor approximation, the line spacing is constant throughout a rovibrational band of a
diatomic molecule and is equal to 2B. However due to centrifugal distortion the spacing in the R
branch decreases away from the band center, with increasing J, while the spacing in the P branch
increases away from the band center, also with increasing J. This effect is relatively small for CO>
because of the strength of C=0 bonds. It would be more pronounced for rovibrational bands of

molecules with weaker single bonds.

The case with AJ = 0 is only possible when the change in dipole moment is perpendicular to the
the principal axis of symmetry of the molecule and leads to absorption lines close to each other
near the band center, with a spacing of 2(4 — B). If the difference between A and B is small, all
the lines appear at the same position and will look like a very intense single line. These transitions
form the Q branch. For CO, this only occurs for transitions involving the v, bending modes when
K # 0. Another rule for these perpendicular bands is AK = +1, while AK = 0 applies when the
change in dipole moment is parallel to the principal axis of symmetry. These selection rules for

rovibrational transitions are summarized in Table 3.1.

Table 3.1: Selection rules for rovibrational transitions.

Av AJ AK K Changg |n_d|pole_moment relative to
principal axis of symmetry
£l 0 0 Parallel
+1,2,3 ... 0,+1 0 0
0,+1 +1 Perpendicular

CO:z is a special case, as the wavenumber o; of the symmetric stretch mode is almost equal to
twice the wavenumber o, of the bending mode. Thus, a CO2 molecule can have almost equal
energy levels with different combinations of v; and v, vibrations; this is called Fermi resonance

(Amat and Pimbert, 1965). When two vibrational modes are in Fermi resonance, their spacing in
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energy is increased. One notation describing a vibrational energy level could be made with the
vibrational quantum numbers (v,v,1,v3) including the vibrational angular momentum quantum
number [,, set equal to v,. But to distinguish levels in Fermi resonance, a fifth number n is added
(v1v5l,v3n) in the High-resolution Transmission Molecular Absorption Database (HITRAN)
spectroscopic parameters (Rothman et al., 2005, 2009, 2013; Gordon et al., 2017). This number is
used to differentiate vibrational states in Fermi resonance with n > 1 from other vibrational states
with n = 1. To convert from the five-number notation to the four-numbers notation, for each unit
of n above one, v, should be reduced by 1 and v, should be increased by 2 (Toth et al., 2008). For
example, (10002) corresponds to (0220). A sixth number can also be used to differentiate the
degenerate v, modes; it characterizes the symmetry, or parity, of the molecule. It is equal to 1 for
non-degenerate states and is equal to either 1 (alternatively using the letter e), or 2 (alternatively
using the letter f) for states with I, # 0 (Brown et al., 1975; Toth et al., 2008).

To derive its public XCO2 products, TCCON uses two spectral windows centered at 6220 and
6339.5 cm™. The main 2C%0, bands in these windows correspond to the transition between
rovibrational levels (30013) — (00001) and (30012) — (00001), respectively. With the four-
number notation, these would be (1401) — (0000) and (2201) — (0000), respectively, both with
[, = 0 and thus without a Q branch. The (30013) — (00001) rovibrational band is shown in
Figure 3.2, which also includes weak CO2 lines from overlapping bands. In this CO2 band,
transitions from odd-J in the lower state do not exist and the line spacing is close to 4B instead of
2B. This constraint comes from additional rules for electric dipole transitions between states based
on the change in parity of the total wave function of the molecule. For a more detailed discussion,
see di Lauro (2020b, 2020a).
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Figure 3.2: Rovibrational transmittance spectrum of CO:z in the TCCON window centered at (a) 6220 cm™.
The lines correspond mainly to the (30013) — (00001) band. The effect of centrifugal distortion is apparent
with an increased spacing at higher J in the P branch and a reduced spacing in the R branch. In (b), the same
plot is shown for the window centered at 6339 cm* with the main lines corresponding to the (30012) —
(00001) band. Not all the lines shown in these figures are from the main band, for example the weak lines
overlapping the P branch in (a) correspond to a different CO band centered at ~6195 cm™.

As indicated by their fifth label, the (30013) and (30012) levels are two of four levels in Fermi
resonance, the v; + 4v, + v; and 2v; + 2v, + v; levels, respectively. The other two levels of the
tetrad are the 3v; + v; and 6v, + v5 levels. The two TCCON bands both correspond to transitions
from the ground state (00001). Transitions from the ground state to the two other levels form
bands centered close to 6076 cm™ and 6503 cm™, respectively. Another noticeable band in this

spectral region is the (00031) — (00001) band, from the ground state to the second overtone
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(v3 = 3) of the asymmetric stretch mode with a center close to 6972 cm™. The effect of the Fermi
resonance is to cause a splitting of energy levels compared to where they would be expected in the
unperturbed anharmonic case. For example, in the unperturbed case, the (30013) level would be
close to 6285 cm, but because of the resonance with the other levels of the triad, it is found close
to 6228 cm™ instead. Similarly the (30011) level is found close to 6503 cm™ instead of the
expected 6273 cm™ (Suzuki, 1968).

In Chapter 5, we will use this Fermi tetrad of CO, bands as well as a strong band, with intense
absorption resulting from (20013) — (00001) transitions, to investigate the feasibility of
retrieving vertical profiles of atmospheric CO2 concentration.

3.2 Absorption Line Profiles

Section 3.1 described the structure of rovibrational bands, where each transition between two
rovibrational energy levels is characterized by a unique wavenumber. However physical processes
contribute to the broadening of these lines. This section describes the line profiles that characterize
the shape of absorption lines. It follows the work of Brown et al. (1992), Lévy et al. (1992), and
Hartmann et al. (2008).

One of the parameters the forward model uses to calculate spectra is the absorption coefficient k.
It depends on the intensity of the transition S at the wavenumber o, and on the line profile f (o —

0,) that describes the shape of the absorption line about the line center:

k(o) =Sf(o —ay) . (3.17)
The line intensity S at temperature T is given by (Rothman et al., 1998):

hcE'! _f;:(;(‘)
Q(Tref) e_—kBT 1—e B

o(T) hcE"! l hcag l
e

S(T) = S(Trer) (3.18)

“kBTrer |1 — e_kBTref

where S(Tref) is the line intensity at a reference temperature and is part of the spectroscopic line

parameters in the HITRAN databases (T, = 296 K in HITRAN linelists), Q is the total internal
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partition function, h is the Planck constant, c is the speed of light, E” is the lower state energy, and

kg is the Boltzmann constant.

3.2.1 Pressure Broadening

At lower altitudes, where the pressure is high, spectral line shapes are mainly affected by
broadening by collisions and can be described by a Lorentz profile:
VL

1
,00,T,P) =— 3.19
oo TP = e (3.19)

where T is the air temperature, P is the pressure, § is the pressure shift, a displacement of the
transition wavenumber that depends on pressure, y; is the Lorentzian half-width at half-maximum
(HWHM) defined for a given molecule with partial pressure P, as (Predoi-Cross et al., 2009;

Devi et al., 2016):

Tre f
T

T Nair Nself
VL(P' T) = ( T'Ef) Vair(Pref; Tref)(P - Pself) + ( ) yself(Pref:Tref)Pself . (3-20)

T

Here P..r = 1 atmand T,.r = 296 K are the reference pressure and temperature, y;, is the half-
width broadening coefficient that characterizes broadening due to collisions between the given
molecule and different molecules in air, . is the half-width broadening coefficient that
characterizes broadening due to collisions between the given molecule with same molecules, and
ngir and mger are the temperature dependence exponents of the air- and self-broadening

coefficients, respectively.

The pressure shift is obtained as (Devi et al., 2016):

P P
self] 5 self (3-21)

8(P,T) = 8¢ [1 ~Tp self “p

where the air- and self- pressure shift parameters are expressed as a function of the shift at T

and a pressure-induced shift coefficient &' such that (Devi et al., 2016):

86as(T) = SGAS(Tref) +8'[T - Tref]- (3.22)
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In practice, the forward model does not compute spectroscopic parameters such as transition
wavenumbers, intensities, and the pressure-broadening coefficients from theoretical equations.
GGG uses a “linelist” that compiles these parameters from different versions of the HITRAN
database and other spectroscopic literature in order to produce a list with parameters that best fit
observations. This compilation is done because newer HITRAN versions do not always improve
fits in all spectral regions and for all absorbers. When necessary, the resulting “atm” linelist also
includes empirical corrections to the spectroscopic parameters (Toon et al., 2016a). The GFIT/2
(GFIT and GFIT2) forward model uses these parameters to compute the absorption coefficients
described by Eq. 3.17. For the CO> bands used by TCCON, the line parameters are determined
experimentally using a multispectrum nonlinear least squares fitting technique with laboratory
spectra (Benner et al., 1995). The technique has been applied in the (30013) — (00001) (Devi et
al., 2007, 2016), (30012) — (00001) (Malathy Devi et al., 2007), and (20013) — (00001)

(Benner et al., 2016) bands. In these studies, the line position in wavenumber is defined as:

o=G—-G"+{BJJ' +1D)-D'[JU +DP+H[JJ +1D]*}
— {BII]II(]I’ + 1) _ DIIUII(]II + 1)]2 + HII[]I’(]II + 1)]3} (323)

where J' is the rotational quantum number of the upper state and /'’ that of the lower state, and
G' — G"" is the difference in vibrational wavenumber between the two states. Equation 3.23 is the
difference between two levels with energies described by Eq. 3.14, with k = 0 and including the
sextic term (in J) of the centrifugal distortion effect in addition to the quartic term. The

multispectrum fits solve for the constants G, B, D, and H.

3.2.2 Doppler Broadening

Spectral line profiles are also affected by Doppler-broadening that arises because of the motion of
molecules relative to the direction of propagation of the radiation. This causes a shift in the
transition frequency. The velocity of a molecule along the direction of propagation of the radiation

can be described by the Maxwell-Boltzmann distribution. At temperature T, the most probable

velocity of a molecule of mass m is V, = /ZIET, where kg is the Boltzmann constant. Due to

Doppler broadening, the frequency v of a transition becomes % where V;,, is the mean velocity
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of the distribution. At high altitudes, this broadening is much larger than the pressure broadening,

and the line profile is Gaussian and can be described by:

In?2 _(a—aoz)zlnz
fe(o,00,T) = T[_]/ze b (3.23)
D

where [n is the natural logarithm and y, is the HWHM of the Doppler-broadened line. The HWHM

B 0, VpVin2 _ 09 |2NpkTin2 (3.24)
Yp = c T oc M ' '

Here N4 is the Avogadro constant, M is the molar mass of the molecule in grams, kg is the

is defined by:

Boltzmann constant, c is the speed of light, and T is the temperature. The vIn2 term in Eq. 3.23
and Eq. 3.24 arises from using the HWHM rather than the standard deviation (STD) of the normal

distribution ( i half width). As a reminder, the HWHM is related to the STD as HWHM =
2V2In2 STD.

Since the pressure-broadened HWHM depends on pressure, retrieval algorithms can exploit line
shapes to retrieve trace gas concentrations at different altitudes, but this altitude-dependent
information becomes more difficult to extract when the HWHM of the Gaussian profile becomes
larger than that of the Lorentzian profile. And since the Doppler HWHM increases with increasing
wavenumber, this “ceiling” for vertical information moves to lower altitudes at higher
wavenumbers (for a given temperature). This is illustrated in Figure 3.3, where y, and y, were
derived for a given temperature, pressure, and CO2 concentration profile using Eq. 3.20 and Eq.
3.24. The spectroscopic parameters required by Eq. 3.20 (n4;y, Vair, and v ) Were obtained from
the GGG2020 linelist (atm.161) (Toon et al., 2016a). Vertical information is more difficult to
derive for altitudes higher than at the intersection of the ¥, and y, curves. In the strong (20013) —
(00001) CO; band (near 4852 cm™) the vertical information is “Doppler limited” to up to ~20-25
km depending on the transition. Because of the wavenumber dependence of y, the limit is at ~18-
23 km in the (30011) — (00001) band (near 6500 cm™). In the mid-infrared (at wavenumbers
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below ~3333 cm™), the limit is at higher altitudes, for example in the (01101) — (00001) CO;

band (near 672 cm™) the Gaussian HWHM curves intersect the Lorentzian curves at ~31-37 km.
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Figure 3.3: Half-width at half maximum of the Gaussian profile (red), and of the Lorentz profile for all
transitions of the (20013) — (00001) CO- band centered at ~4852 cm™ (left), and of the (30011) — (00001)
band centered at ~6500 cm™ (right). The Lorentz HWHM lines are coloured by the normalized lower state
energy (E”’) of the corresponding transition.

The HWHM of the Gaussian profile is affected by the “Dicke narrowing” effect due to the higher
probability that the velocity of a molecule decreases rather than increases after a collision. This

reduces the mean velocity and leads to a narrower Gaussian profile (Hartmann et al., 2008b).

3.2.3 The Voigt Profile

As the Gaussian shape due to Doppler broadening dominates at low pressure, and the Lorentzian
shape due to pressure broadening dominates at high pressure, the convolution of the two profiles
is often used to account for both effects. This convolution is called the Voigt Profile. This

combined profile can be expressed as (Boone et al., 2011):

1 [In2 ]
fvp = y—\/;]R{K(x, y) +il(x,y)} (3.25)

D

+00 —t?

_Y c
K(X;Y) _77:,[_00 y2+(x_t)2d

U
~

¢ ;L(x,y)=%]+oo (= De™ (3.26)

—0 y2+(x_t)2
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with R{a} indicating the real part of a, i the imaginary unit such that i? = —1, and with the

. . . —0o—8P)WIn2 Vin2
dimensionless variables x = % and y = L2
D

YD

The Voigt Profile is the line shape used by GGG versions up to GGG2014, and for most bands in

GGG2020. The Voigt Profile is based on several approximations or assumptions:

1. A molecule rovibrational state does not change during collisions (no line mixing, see Sect.
3.5.4).

2. Collisions do not alter the velocity distribution of molecules (no Dicke narrowing).

3. The Lorentz HWHM vy, and pressure shift § depend only on the mean velocity of

molecules.

With increasing precision standards for trace gas retrievals, the Voigt Profile has become
inadequate and is being replaced with more complex line profiles in spectroscopic databases (Tran
et al., 2013). Section 3.2.4 describes one of these that addresses the third approximation of the
Voigt Profile, and Sect. 3.2.5 describes a further development that addresses the first

approximation.

3.2.4 The Speed-Dependent Voigt Profile

The Voigt Profile can be improved by taking into account the speed dependence of the collisional
broadening, addressing the third assumption made for the Voigt Profile. The line shape is then the
weighted sum of Voigt Profiles for a range of absolute velocities with the weights determined by
the Maxwell-Boltzmann distribution of velocities. The speed dependence of the Lorentzian
HWHM and pressure shift can be expressed as (Tran et al., 2013):

p

4 2
<V> —1.5] (3.27)
p

where S, and Ss are the speed-dependent parameters of y, and &, respectively. The quadratic

4 2
vi(V) +i8(WP = [y, (V) + i8 (V) P] + [y (Ve DSy + i8(Vn)S5P] [<7> - 1.5]

:CO+CZ

Speed-Dependent Voigt Profile (QSDV) can be expressed as (Tran et al., 2013):
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1 |In2
faspv = _\E R{w(iZ,) —w(iZ;)} (3.28)

Yp
Z, =VX+Y =Y; Z,=VX+Y +VY (3.29)
i(6 — 0y) + Cy — 1.5C 2
G, 2C,\1n2

Here, w(z) is the complex probability function defined as:

i (teet 2
w(z) = —j dt = e “erfc(—iz) (3.31)
) ., z—t

with erfc the complementary error function:
fe(z) =1 zfz ~*dt (3.32)
erfc(z)=1——| e . :
v Jy

3.2.5 Line Mixing

An assumption of the Voigt Profile is that transitions are collisionally isolated, that is, collisions
cannot change the rovibrational state of a molecule. However, collisions can cause transfers of
population between energy levels of a molecule. This is illustrated in Figure 3.4 for two transitions,
one from lower level [ to upper level u, and another from lower level [’ to upper level u’. A
molecule can go from | to u through two different paths: first by absorbing a photon with
wavenumber ay,,; or second, initially in the lower level [ but transferred to level I’ by collision,
then transferred to ' by absorbing a photon with wavenumber a,,,/, and finally transferred to u
by another collision. This process transfers intensity from a part of the absorption line centered at
o,; to the line centered at o,,/. Similarly, the blue path transfers intensity from a part of the
absorption line centered at o,/ to the line centered at o,,;. This effect is significant when y; >
|6, — 0,1, | (Hartmann et al., 2008a), at high pressures or between closely spaced lines. The mixing

between two lines do not cancel each other, as the transfer of intensity is from regions of weak
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absorption to regions of strong absorption. Typically, the intensity of the peaks of two coupled

lines, and of the trough between them, will increase and the intensity of the wings will decrease.
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Figure 3.4: Schematic of line mixing between the transition from lower level I to upper level u and the
transition from lower level I’ to upper level w’. The filled arrows numbered 1 and 3 correspond to collisionally
induced transfer of population between 1 and I’ or between u and u’. The filled arrows numbered 2
correspond to transitions due to the absorption of a photon. The yellow path corresponds to a transfer of
intensity from the absorption line centered at a,,; cm™ to the one centered at ¢,,,cm™. The blue path
corresponds to a transfer of intensity from the absorption line centered at a;/,, cm™ to the one centered at
o,,cm™. Based on Figure IV.1 in Hartmann et al. (2008a).

When including the effect of line mixing (LM) with the gSDV, the line profile becomes (Ngo et
al., 2013):

1 [In2

faspveim = }/_ o [R{w(iZ,) —w(iZ;)} + VIm{w(iZ;) — w(iZ;)}] (3.33)
D

with X,Y,Z, and Z, previously defined for Eq. 3.28, and Y; the Rosenkranz first-order line

coupling coefficient (Rosenkranz, 1975; Hartmann et al., 2008a). Im{a} is the imaginary part of

a.

The gSDV line shape is a special case of more detailed line shapes that can address the second
assumptions for the Voigt Profile listed in Sect. 3.2.3. These profiles are described in Hartmann et
al. (2008b) and Tran et al. (2013).

The gSDV+LM line shape was implemented in GGG2020 for the (30013) — (00001),

(30012) — (00001), and (20013) — (00001) CO bands (Mendonca et al., 2016), for the CH4
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2v3 band centered near 6000 cm™ (Mendonca et al., 2017), and for the O, band centered near 7885
cm™ (Mendonca et al., 2019). The R branch of the CH4 2v; band overlaps with the CO, (30011) —
(00001) band centered near 6073 cm™, hence reducing the interfering effect of CHy lines when
retrieving CO- in that band. The largest improvement to spectral fits from the Voigt Profile to
qSDV+LM is in the strong (20013) — (00001) CO> band, which is more strongly affected by
LM than the other CO, bands of this Fermi tetrad. Figure 3.5 illustrates this improvement with
spectral fit residuals using the Voigt Profile or gSDV+LM profile in the (20013) — (00001) CO>
band using real measured spectra. The RMS of residuals decreased from more than ~2% to less
than ~0.9%.
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Figure 3.5: Spectral fit residuals in the (20013) — (00001) CO2 band using (b) the Voigt Profile, and (c) the
gSDV+LM profile. The calculated contribution of each absorber to the transmittance spectrum is shown in

(@)

Improvements to the line shape model used in the forward model should also improve our ability
to retrieve vertical profile information about atmospheric trace gas concentrations. Connor et al.
(2016) first tested the GFIT2 profile retrieval algorithm for the (30013) — (00001) CO- band

centered near 6220 cm using GGG2014 with the Voigt Profile. Chapter 5 will present a follow-
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up evaluation of GFIT2 using the improvements in GGG2020, including the gSDV+LM profile in
CO; bands. The qSDV+LM allowed for the inclusion of the strong CO2 window, which contains
the (20013) — (00001) band, as its spectral fit residuals are now more comparable to those in the
other TCCON CO2 windows. This is of interest because the pressure-broadened lines of the strong
band should contain useful information on the vertical distribution of CO- in the lower troposphere.

In Chapter 6, the retrieval algorithm used to simulate observations from the proposed AIM-North
satellite mission also includes gSDV+LM profiles and uses the strong (20013) — (00001) and
weak (30013) — (00001) CO2 bands.

3.3 Forward Model

The structure of spectra and absorption lines have been described in Sect. 3.1 and 3.2. Section 3.3

describes how this information is used in the forward model of GFIT/2.

The Beer-Lambert law describes how the intensity I, of a monochromatic light is affected by its

passage through a medium of length L, containing an absorbing species with number density n:
I(0,9) = I,(0)e (o faPT)n(fgPT)L (3.34)

where k is the absorption coefficient of a species at wavenumber ¢ as described by Eq. 3.17, f; is
the mole fraction of gas g, and P and T are the pressure and temperature of the medium,
respectively. The term knlL is called the optical depth of the medium for the wavenumber ¢ and

gas g. The number density n(f,, P, T) follows the ideal gas law:

fyNoP

RT (3.35)

”(fg' P, T) =

where N, is the Avogadro constant and R is the gas constant. In GFIT/2, the mole fraction is not

the adjusted parameter, but instead a scaling factor is retrieved.

In terms of transmittance Tr:

Tr(o, f, P,T,L) = e *(fePT)nUgPTL (3.36)
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when multiple absorbing species are present the resulting transmittance spectrum is the product of

the transmittance spectrum of each species:
Tr(o,P,T,L) = e~ Zgk(ofgPT)n(fgP.TL (3.37)

Finally, in the forward model the atmosphere is divided into a user-specified number of layers.
The total transmittance through the atmosphere is the product of the transmittance through each

layer:

Trioe(a, P, T) = e~ 2iZg K(ofgPT)nfg.PT) Li (3.38)

The absorption coefficients are calculated for each atmospheric level i, each associated with a
layer width L above it. Here the absorption coefficient is also a function of the atmospheric level
because it is a function of the temperature and pressure which will be different at each altitude. In
GFIT the retrieved column scale factor would appear outside of the sum over levels (and inside

the sum over gases) in Eq. 3.38, while in GFIT2 a scale factor would be retrieved at each level.

A retrieval algorithm functions by comparing a calculated spectrum to a measured spectrum, and
then iteratively adjusts retrieval parameters until the calculated spectrum suitably matches the
measurement. A new spectrum is calculated at each iteration with the adjusted parameters. The

spectrum calculated by the forward model is:
S(0) = ILS(0center) * (cont(o) X [Tr:(0) X SPTS(0) + ZLO)) (3.39)

where * indicates a convolution operation, and x a multiplication. The ILS was described
mathematically in Eq. 2.19. The ILS is computed using the central wavenumber o,y Of the
spectral window. The function cont describes the continuum of the spectrum, which is the form
the spectrum would have in the absence of absorbers. SPTS is the solar pseudo-transmittance
spectrum, the solar spectrum with absorption features caused by gases in the atmosphere of the
sun. Finally, ZLO is the zero-level offset; it is typically zero. There is a zero-level offset when the
tip of a saturated absorption line does not have a transmission value equal to zero. The ZLO value
can be retrieved in spectral windows that contain saturated lines. Zero-level offsets can arise

because of detector non-linearity with respect to the incoming photon flux (Abrams et al., 1994;
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Corredera et al., 2003; Lopez et al., 2010). Above a given photon flux the electric signal output by
a detector is no longer linearly dependent on the photon flux, without a correction this would lead
to erroneous signal intensity in the interferogram, especially for the center burst at zero path
difference. Although GGG includes a non-linearity correction scheme for the interferograms, these
are not perfect and small zero-level offsets can occur in the spectra. This is why the ZLO can be
used in the GFIT forward model. It is not always retrieved, it can be set to a fixed value to
empirically fix an observed offset. In TCCON retrievals it is not retrieved in windows that
contribute to public products and is assumed equal to zero, but the strong CO, band (centered near
4852 cm™) with saturated lines is used to fit ZLO as a diagnostic for potential anomalous non-

linearity.

The continuum function is expressed as the instrument spectral response multiplied by the solar
Planck function. It describes broad spectral structures, as opposed to SPTS and Tr which describe
high-frequency structures. The broad spectral structure is fitted using Discrete Legendre
orthogonal polynomials (Neuman and Schonbach, 1974):

Pn(K,N) = Zmo(—l)j (}) (m Jﬂ)%

J

(3.40)

where m is the order of the polynomial, N is the number of spectral points, and K = 1,2, ..., N,

and (r]n) is a binomial coefficient defined as:

I
()= @42

with m! indicating the factorial of m. K™ is the falling factorial of K with m factors defined as:

KM=KK-1)(K-2)..(K-m+1) (3.42)

cont(o) = CL (PO(K(O'),N) + CT X P;(K(o),N) + Z CC; X P;(K (o), N)) (3.43)

=2
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where K (o) is the index of wavenumber o in the spectral window with N spectral points. The
fitting routine adjusts m parameters to fit the continuum: the continuum level CL, the continuum

tilt CT, and m — 2 continuum curvature (CC) terms.

An important term in the transmittance spectrum described by Eq. 3.38 is the absorption coefficient
k, computed for each atmospheric level (with its own pressure, temperature, density, and trace gas
concentrations) and each wavenumber. It is a function of absorption line intensities and depends
on the spectral line profile considered, the physical model that describes the shape of absorption
lines. To retrieve the total column amount of a trace gas, GFIT uses a single scale factor a for the
whole profile such that Eq. 3.38 uses n(agfg,P,T) for the number density. GFIT/2 precomputes
the absorption coefficients using the a priori mole fraction f; of each gas g and does not recompute
them at each iteration with a, f;, but the number density of each gas to be retrieved is updated at
each step. The complete set of parameters adjusted during GFIT/2 retrievals is presented in Table
3.2. Two of these have not been introduced yet, GFIT/2 retrieves a frequency stretch (frequency
offset per spectral point) to correct for possible mismatches between the calculated and measured
wavenumber scales. Starting with GGG2020, GFIT/2 also retrieves a second “solar-gas” stretch
that accounts for the difference in stretch between the telluric absorption lines of Tr;,, and the
solar absorption lines of SPTS. The mismatch between calculated and measured wavenumber scale
can be caused by errors in the pointing of the suntracker as the forward model assumes it is pointing
exactly at the center of the sun. Section 4.4 will discuss a method that has been applied to NIR

measurements from Eureka to correct for such pointing errors.

Table 3.2: Retrieved parameters in GFIT2 profile retrievals. The same parameters are retrieved in GFIT
except for a single scaling factor applied to the mole fraction of the target gas.

State vector parameter Number of elements
Main target gas (CO>) 51 (number of atmospheric levels)
Interfering species 3-6 (scaling retrievals)

N (5 in the Strong window, 3 in the
Continuum basis functions: other windows)
Continuum level 1
Continuum tilt 1
Continuum curvature N-2
Freguency stretch 1
Solar-gas stretch 1
Zero-level offset 0 (1 in the Strong window)
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3.4 Retrieval Algorithm

Fourier transform spectrometers measure light intensity as a function of position of the scanning
mirror: the interferogram. The interferogram is converted to a spectrum, light intensity as a
function of wavenumber, through a FFT algorithm. In the GGG software, this is done through the
I2S program (Interferogram to Spectrum). The resulting spectra are then analyzed with the GFIT
program, which iteratively adjusts retrieval parameters to produce a calculated spectrum that best
fits the measured spectrum. This is done by minimizing the sum of the x? of the difference between
the measured spectrum and the calculated spectrum, and of the y2 of the difference between the a

priori state vector and the state vector (Rodgers, 2000):

x'=- f(x))TS§1(y —f(0)) + (xa — 0)"R(x, — X) (3.45)

where y is the measured spectrum, f(x) is the spectrum calculated by applying the forward

model, f, to the state vector, x, S is the measurement covariance matrix, x, is the a priori state

vector, R is a regularization matrix that constrains the a priori variability in the state vector
elements, and the T superscript indicates the transpose of a vector or matrix. In the optimal
estimation method, the regularization matrix is the inverse of the a priori covariance matrix S,,
which represents the statistics of realistic ensembles of the quantities to be retrieved (Rodgers,
2000). The state vectors of GFIT and GFIT2 contain scaling factors that are applied to vertical
profiles of a priori mole fractions, and also contain other fitted parameters listed in Table 3.2. The
forward model f is also a function of parameters that are not fitted (not part of the state vector) as
described in Sect. 3.3.

Equation 3.45 is minimized by iteratively solving for the state update Ax in the least squares
problem:

(KIS; Ki+S31 +yD ) Ax = K{S; (¥ — f(x;)) + Sat(xq — x;). (3.46)

For the i iteration, where K is the Jacobian matrix, each column of K contains the derivative of

the spectrum with respect to an element of the state vector, K = %. The Levenberg-Marquardt

parameter y is applied to a scaling matrix D, which is taken to be S;1. This is a choice, as the

scaling matrix does not have to be equal to the regularization matrix. The Levenberg-Marquardt
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parameter affects the size of the state update such that smaller steps may be taken when the
linearization of the forward model is not satisfactory. In the GFIT2 algorithm for profile retrievals,
Eq. 3.46 is used as is. In GFIT scaling retrievals, the Levenberg-Marquardt parameter is not used
and instead the size of the state update in the first two iterations is empirically limited. Both GFIT
and GFIT2 use the optimal estimation method and adjust the state vector to obtain the maximum
a posteriori probability. In Sect. 3.4.1, the details of the GFIT2 algorithm are presented and follow
the formulations of Rodgers (2000). In Sect. 3.4.2 the specifics of the GFIT algorithm are
highlighted.

3.4.1 GFIT2

The expected 2 of the maximum a posteriori probability should be:
x2@-x)=@-0)"(K'S;'’K+S;1)@-x) =n (3.47)

where n is the number of state vector elements. A solution is accepted when the ratio of the squared

state update to the estimated variance is a negligible fraction of the expected 2.

Ax (KTS;l (y — Fx) +S7(x, — x))) & n. (3.48)

In an algorithm, “<< n” must use a specific limit, and in GFIT2, “< n/10” was used. If the
inequality check is made with a parameter that is too large, like “<n”, the algorithm may take
fewer iterations to converge, but will take the same steps at each iteration, often leading to a
retrieved profile closer to the a priori. The inequality check should be done with a small enough

fraction of n that reducing it further does not significantly affect the solution.

If convergence is not reached in the i iteration, an algorithm determines if the Levenberg—
Marquardt parameter needs to be adjusted for the next iteration (Fletcher, 1971). Three different

cost functions are calculated:
Joua = (¥ — f(xi))ng_zl()’ — f(x) + (xg — x)TS7H(xg — x;) (3.49)
Jnew = (¥ — f(x; + Ax))TS;l(y — f(x; + 4x)) + (xg — x; — Ax)"S; ' (x, — x; — Ax) (3.50)
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Jorea = (¥ = F(x) — KAx)) ;1 (y — f(x;) — KAX)) + (x4 — x; — Ax)TS31 (x4 — x; — Ax) (3.51)

where Joiq is the cost function using the state vector at the beginning of the i iteration, Jnew is the
cost function using the updated state vector at the end of the i iteration, and Jpred is the cost

function using the state vector update and the linear approximation:

f(x+ A4x) = f(x) + Kdx. (3.52)
The ratio r is then evaluated:
]new - jold
= 3.53
]pred - ]old ( )

This is the relative change in the cost function produced by a state vector update when using the
forward model compared to a linear approximation of the forward model. The Levenberg—

Marquardt parameter is then adjusted as follows:

e 1 > 0.75: the linearization of the forward model is satisfactory and y is reduced to allow
larger steps (larger state updates Ax).
o y=1

e r > 0.25: intermediate case, make no change to y and reset the number of consecutive
divergences.
o ndiv =0

e 1r < 0.25:the linearization of the forward model is not satisfactory, increment the number of
consecutive divergences, y is increased to take smaller steps.
o ndiv=ndiv+1
o ify =0theny=1
o ify>0theny =10y

If ndiv reaches some specified maximum number, there will not be another iteration. When
r < 0.25, it means that the linearization of the forward model is not good enough. In GFIT2, this

was not allowed to happen more than twice in a row. Increasing y will lead to a smaller step for
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the state vector update, increasing the chance that the linearization of the forward model at the next

step will be better and » > 0.25.

In GFIT2, r > 0.75 in most cases, and if y is not initially set to O it will tend towards O until the
convergence criterion is met, thus the initial value of y was set to 0. However, the increase of the
parameter is often triggered when fitting noisier spectra and can give the algorithm a chance to

converge when it would otherwise need more iterations or fail without y.

After the last iteration, the goodness of fit of the retrieval is checked by evaluating the reduced

of the difference between the measured and calculated spectrum:

Xred(y fx) = NZ( — S, ) (3.54)

where €, is the measurement uncertainty, and N the number of spectral points.

The retrieval covariance matrix is:
S=(KTS;'K+ S;l)_l. (3.55)

The square root of its diagonal elements is used as the uncertainty on the retrieved scaling
factors.

3.4.2 GFIT

The GFIT scaling retrieval algorithm implementation differs slightly from that of GFIT2. GFIT
only uses one state vector element to scale the entire a priori mole fraction profile of a target gas.
The equation it uses to solve for the state update is slightly different from Eq. 3.2, instead two

equations are solved simultaneously:

Ks Yy _f(x)
< €_y> Ax=| & (3.56)
€a “ €a
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where the matrix K has dimensions (nmp, nfp). nmp is the number of measured spectral points,
and nfp is the number of fitted parameters. The subscript s is to differentiate the Jacobian from
the scaling retrievals to that of the profile retrievals used in Sec. 3.4.1. The scalar ¢, is the
measurement uncertainty, it characterizes the noise of the spectrum, but not systematic

instrumental errors. The vector €, is the a priori uncertainty of the fitted parameters, with size nfp.

The term < on the left-hand side is an (nfp,nfp) diagonal matrix. Rather than determining

€a
convergence based on Eq. 3.48, GFIT iterates until the root mean square of the residuals falls
below a given threshold. GFIT defines residuals in two ways to determine convergence, once when

computing residuals as:
r = f(x)log, (}%}O) (3.57)

and then once when computing residuals as r = y — f(x). The two formulations are equivalent in
the limit of small residuals, but Eqg. 3.57 allows faster convergence by making the problem more
linear for the first iterations. Rather than using the Levenberg-Marquardt parameter to limit the
size of the state update, it is empirically limited in the first two iterations. In the first iteration, the
state update is reduced by at least 60%, and in the second iteration it is reduced by at least 20%.
The state update is multipled by the fraction fr if fr < 0.4 in the first iteration, and if fr < 0.8

in the second iteration, with fr defined as:

_02+05]x|

] (3.58)

In the first iteration, the initial state vector values are set to the a priori state vector values and the
a priori scaling factors on target gases are set to 1. In the first iteration the state update is at most
0.4Ax, and at most 0.8Ax in the second iteration. In the third and subsequent iterations, the state

update is fr x Ax.

3.5 Averaging Kernels

The averaging kernel matrix describes a change in the retrieved state x for a change in the state

vector x:
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5%;

5 (3.59)

(Asp)ij =
Even though the averaging kernel is dimensionless, its units can be written as e.g., “ppm per
ppm” to indicate that it is the change at a given level for a change at a different level. Here the
SF subscript indicates that Agg is a change in the retrieved scaling factors. The averaging kernel

matrix is calculated as:

Agr = (KTS; 'K + S;1)KTS; K. (3.60)

The GFIT averaging kernel matrix can also be computed using Eqg. 3.60 and a very strong
regularization matrix instead of the a priori covariance matrix S,. Although the scaling retrievals
do not require explicit interlayer constraints, they are equivalent to a profile retrieval with infinitely
strong constraint on interlayer correlations. To use Eq. 3.60 for scaling retrievals, one could use
the discrete first order derivative operator L4 (Steck, 2002) to compute a regularization that is used
for Tikhonov-type retrievals (Tikhonov, 1963). The L, operator is a rectangular matrix with one

more column than rows:

“1 1 0 0
L=(9 ) (3.61)
0 0 -1 1

It can be used to build the regularization matrix R:
R = alLlL, (3.62)

where L, has dimensions (nlev — 1, nlev) and R has dimensions (nlev, nlev), where nlev is the
number of atmospheric levels. Then R can be extended to include the covariance terms for fitted
parameters that are not retrieved as profiles. The adjustable input parameter alpha determines the
regularization strength. Eq. 3.60 can be used with R and a — oo to approximate the averaging

kernel matrix of a scaling retrieval.

In practice, GFIT scaling retrieval averaging kernels are derived by solving for a in:

Ka,; = K, (3.63)
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where asf, = Z?iel”(ASF)iJ and Kj is the column Jacobian introduced in Equation 3.56.

To obtain the averaging kernel in ppm per ppm:

vmr;
(Aymr)ij = (Asp)i vTrj (3.64)

where vmr is the a priori mole fraction at the i and j™ levels. The partial column averaging kernel
matrix in molecules.cm per molecules.cm? is:

vmr; X d; X sp;

(Acol)i,j = (ASF)i,j vmrj < dj < Spj (365)

where sp (slant path) are the widths of the slant layers along the sun ray that correspond to the
altitude levels of the prescribed vertical grid. The total column averaging kernel vector can be

obtained from the partial column averaging kernel matrix using:

nlev

acolj = Z (Acol)i,j- (3.66)
i=1

It represents the change in the total column (molecules.cm?) caused by a change in the partial
column of the j layer. It should ideally be equal to 1 at each level, meaning that adding N target

molecules anywhere in the atmosphere will lead to N more molecules in the retrieved total column.
In practice, the GFIT scaling retrieval column averaging kernels are derived as:

nlev
i=1 vmr; X d; X sp;

Acolj = Asf; vmr; % d; X sp; (3.67)
The averaging kernel matrix would ideally be an identity matrix, meaning that adding N molecules
in the j™ layer would lead to N more molecules retrieved in that layer. However, adding N
molecules in the j layer will lead to an increase in the width of CO2 absorption lines of a spectrum
observed from the ground. Each wavenumber is affected by the CO, concentration over a range of
altitudes, because the spectrum observed on the ground is the product of all the spectra that would

be observed at each altitude. Even if that change in line widths were the only change in the
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spectrum and could be fitted perfectly, it would be impossible to exactly attribute that change to a
specific altitude level. Although the total column averaging kernel could be exactly 1 at each level,
the averaging kernel matrix can never be exactly the identity matrix for direct sun measurements

from the ground.

The column averaging kernel matrix can be used to degrade higher resolution profiles before

comparing them to retrieved profiles (Rodgers and Connor, 2003).
c; =A.(c—cy) + ¢y (3.68)

where c is the smoothed partial column profile, ¢ is the partial column profile to be smoothed,

and c, is the a priori partial column profile. Or using the total column averaging kernel:

tot

ct tot

=Ca

+ az:ol(c - Ca) (3-69)

where a’ is the transpose of a, and the “tot” superscript indicates a total column:

(3.70)

In Chapter 4, measurements of NIR solar spectra at Eureka and their processing with GFIT scaling
retrievals are presented. Section 4.8 presents a comparison of TCCON XCO, and XCHs with a
model developed at ECCC, in these comparisons the model XCO> is smoothed with the GFIT

column averaging kernel as described by Eqg. 3.69.

In Chapter 5, the partial column averaging kernels of GFIT2 are presented to describe the
sensitivity of the profile retrieval to CO2. The GFIT and GFIT2 averaging kernels are also used to

smooth XCO. derived from AirCore profiles of CO..
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Chapter 4
TCCON Measurements at Eureka

The PEARL Ridge Lab (80.053°N, 86.42°W) is located on Ellesmere Island (Nunavut, Canada)
about 12 km away from the Eureka Weather Station, on a ridge at 600 meters above sea level.
After Alert (Ellesmere Island), and Nord (Greenland), the Eureka Weather Station is the third-
northernmost permanent research settlement. It is one of the few Arctic sites that collect MIR and
NIR solar spectra that can be used to validate models and satellite observations in the region. The
importance of the Arctic region due to its high sensitivity to climate change and its potential to
become a carbon source in the next century were discussed in Sect. 1.2.3. The atmospheric
dynamics are also peculiar in the Arctic and the concentrations of atmospheric constituents in the
region are affected by the polar vortex. This strong circulation isolates Arctic air from air at lower
latitudes, changing the strength of the horizontal mixing between the Arctic and mid-latitudes and
of the vertical mixing inside the vortex (Manney et al., 1994; van den Broek et al., 2003). Thus,
ground-based total column measurements can be useful to validate model simulations of vortex
conditions. Trace gas retrievals over snow- and ice-covered regions like the Arctic are also difficult
with satellite measurements like those from GOSAT and OCO-2 because of the low albedo of
these surfaces in the NIR (O’Dell et al., 2018). Direct-sun measurements from ground-based
instruments use a simpler forward model that is not affected by surface properties, and because of
the high signal, these measurements are also minimally affected by aerosols. Finally, ground-based
instruments are accessible for maintenance so they can continue to be used as a ground-truth metric

for satellite instruments.

This chapter presents the NIR measurements collected at Eureka for TCCON, explains how they
were improved during this thesis leading to new data revisions (Strong et al., 2016, 2017, 2019),
and describes how they contributed to validation studies of TROPOspheric Monitoring Instrument
(TROPOMI) XCO and XCHg4 (Schneising et al., 2019; Sha et al., 2021), of XCO measurements
from the Measurements Of Pollution In The Troposphere (MOPITT) instrument (Hedelius et al.,
2019), of OCO-2 XCO, (Kulawik et al., 2019), and of XCO, and XCHs simulations from the

GEM-MACH-GHG model (Polavarapu et al., 2016).
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4.1 NIR Spectral Measurements at Eureka

The PEARL Bruker 125HR FTS has collected NIR solar spectra since 2010 as part of TCCON. It
uses a room temperature Indium Gallium Arsenide (InGaAs) detector (3500-11000 cm™) and a
Calcium Fluoride (CaF,) beamsplitter (1200-15000 cm™). Figure 4.1 shows an example of a
measured solar spectrum from Eureka obtained on April 21% 2020 with different spectral regions
highlighted by their principal absorber. Other TCCON sites also use a room temperature Silicon
(Si) detector to extend the measured spectral region to 15500 cm™, or a liquid-nitrogen-cooled
Indium antimonide (InSb) detector to extend it down to 1800 cm™. Although the instrument at
Eureka is equipped with an InSb detector, it is not used for TCCON measurements. Measurements
are also collected in the MIR for NDACC using a Potassium Bromide (KBr) beamsplitter (450-
4800 cm™) with InSb and Mercury Cadmium Telluride (MCT, 600-6000 cm™) detectors.
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s HDO — ()
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Figure 4.1: Normalized solar absorption spectrum measured by the PEARL FTS on April 215t 2020. The full
spectrum is in light grey and spectral windows used by TCCON are highlighted in colours and labeled with
the main absorber in that spectral region. HF is retrieved from a single absorption line at 4038.95 cm™.

The 125HR takes ~1.2 min to record an interferogram with 45 cm maximum optical path
difference. It is used to make both TCCON NIR and NDACC MIR measurements. Typically, one
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full day of NIR measurements is followed by a full day of MIR etc. as there is value in obtaining
a record of the variation of trace gas concentration throughout the day. The measurements are not
fully automated and require operator intervention to open the dome and start the suntracker, to
cool the detectors with liquid nitrogen for MIR measurements, and to swap the NIR (CaF.) and
MIR (KBr) beamsplitters. Because of this, the site does not take full advantage of the permanent
daylight from mid-April to late August as the observations are shut down when operators return to
the Eureka Weather Station.

The instrument is shut down during polar night from mid-October to late February. Figure 4.2
shows the solar zenith angle at PEARL throughout 2020. When the solar zenith angle is less than
90° at all azimuth angles, it is permanent daylight, and when it is larger than 90° at all azimuth
angles it is polar night. There are two transition periods that last ~2 months each from late February
to mid-April and from late August to mid-October when the number of daily sunlit hours changes
rapidly. The NIR measurements for TCCON get filtered based on various quality criteria before
being released publicly. One of these criteria for measurements using GGG2014 is that the solar
zenith angle must be smaller than 82° because the retrieved trace gases are affected by an airmass
dependence (which increases with solar zenith angle as the sun ray travels a longer distance
through the atmosphere). However, future improvements to the TCCON algorithm could reduce
the airmass dependence of retrieved gases and potentially allow a looser SZA quality criterion.
Thus, even if NIR measurements at SZA>82° are currently not included in the public TCCON
products, NIR spectra recorded before mid-March (when the solar noon SZA first drops below 82°
SZA\) can still be useful.
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Figure 4.2: Solar zenith angle at the location of the PEARL Ridge Lab throughout 2021. The colour bar
indicates the absolute azimuth angle in degrees, 0° corresponds to solar noon. The red line indicates the

TCCON quality flag at SZA=82°.

The spectral windows used for TCCON retrievals are presented in Table 4.1. For each target gas,
a column scaling factor is retrieved from multiple spectral windows separately, then the results
from each of those windows are combined in a post-processing routine to derive the column-
averaged dry-air mole fraction of the target gas after removing any window-dependent
multiplicative biases. For CO2, only two of the five windows presented in Table 4.1 are used to
derive XCOg, these include the (30013) — (00001) and (30012) — (00001) bands.
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Table 4.1: Spectral windows for the gases retrieved by TCCON. The CO2 windows highlighted in red do not

contribute to deriving XCOz reported in the public TCCON data.
Main target gas Window center Window width Primary interfering species
g g (cm'l) (cm‘l) y g p
Dry air 6146.9 1.6
(0] 7885 240 H.0O, HF, CO,, HDO
6220 80 H-»0, HDO, CHq4
6073.5 63.4 H»0, CH4
6339.5 85
O, H20, HDO
6500.4 58
13c0o,, 0Cc*o, oct’o, o3ctéQ,
4852.2 87.6 H,0. HDO
5938 116 COy, H20, N,O
CHa 6002 11.1
CO», H20, HDO
6076 138
4719.5 73.1 CHas, H,0, CO»
N2O 4430.1 23.1
4395.2 43.4
4233.1 48.4 CHa, H20, HDO
(6{0)
4290.5 56.6
HF 4038.95 0.32 H.0O
4565.2 25
4570.35 3.1 COy, CH4
4571.75 25
4576.85 1.9 CHas
4598.69 10.78
CHg, CO2, N2O
4611.05 2.2
4622 2.3 CO2, N2O
4631.55 1.4
H>O
4699.55 4
CO2, N2O
4734.6 7.3
4761.15 10.7 CO2
6076.9 3.85 HDO, CO2, CH4
6099.35 0.95 CO2
6125.85 1.45
HDO, CO,, CHg4
6177.51 1.26
6255.95 3.6 CO2, HDO
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6301.35 7.9
6392.45 3.1 HDO
6401.15 1.15
6469.6 35 HDO, €0
4045.6 3.3
4067.6 8.8
4116.1 8 H20, CHa
DO 4212.45 1.9
42325 11 H20, CHa, CO
6330.05 45.5
6377.4 50.2 H.0, CO;
6458.1 41.4
5577.3 0.4
5597.8 0.4 H20, CHq
5625.02 0.29
5683.57 0.36 H,0
5687.65 11
5702 0.7
5706.2 0.5
HCl 5719.12 2.26
5735.05 0.52
5749.8 0.6 H20, CHq
5754 0.8
5763.2 0.68
5767.35 1.7
5779.5 1
5790.45 0.9

4.2 Column-Averaged Dry-Air Mole Fractions

In GGG2020, the vertical profiles of atmospheric quantities are defined on 51 vertical levels from

0 to 70 km following:

z; =i % (0.4 + 0.02) (4.1)
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where z; is the altitude in kilometers of the it level. This results in levels with spacing increasing
with altitude such that adjacent layers have a more similar airmass than those with a fixed altitude

spacing. The width of the layer above the i level is the effective vertical path vp; (in km):
vp; = 0.4 + 0.04 X i. (4.2)

The effective vertical path distance of the level directly below a given site surface altitude is

truncated, and the effective vertical path of levels below it is 0.

The total column of air in molecules per square meter can be obtained as:

N
columng;, = z vp; X d; (4.3)
i=1
where d; is the air number density of the i'" level in molecules per cubic meter, and N is the number

of atmospheric levels. The total column of a target gas G is:

N
column; = z Sfe X vmrg; X d; X vp; (4.4)

i=1
where sf; is the retrieved column scale factor for gas G and vmryg ; is its a priori wet mole fraction
(molecules of G per molecule of air) at the i level. In the forward model, the retrieval grid is not
vertical but along the slant path from the instrument towards the sun. The scaling factors retrieved
for the slant layers are used with the corresponding vertical layers to compute the vertical columns.
The a priori profiles used by GFIT are built on the altitude grid directly above the site. This
contributes to an unknown error, largest at high solar zenith angles, when the projection of the sun
ray on the ground can reach a few hundred kilometers, and the a priori slant profiles of temperature

and water vapour could differ significantly from the vertical profiles directly above the instrument.

Because of the high variability of H20 in the troposphere (see Sect. 1.1.1), the mole fraction of
trace gases is often reported in dry air to distinguish their own variability from the variability in

the H20 amount. The column-averaged dry-air mole fraction of gas G (XG) is the ratio of column,,
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to column gy, _qir- The column of dry air can be expressed as the column of O divided by 0.2095

(Wunch et al., 2011):

columng
XG = 0.2095 —— (4.5)

column,,
where the O, column is retrieved from the spectral window centered at 7885 cm™ (see Table 4.1),
and columng is a weighted average of the columns retrieved from all the spectral windows in

which gas G is the main target gas.
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Figure 4.3: Column-averaged dry-air mole fractions retrieved with GGG2020 from NIR spectra measured by
the PEARL FTS since 2010.
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4.3 XAir

Figure 4.3 shows the Eureka time series of XG for trace gases retrieved with GGG2020. It also

includes Xluft (XAir in GGG2014, luft means air in German), which is a diagnostic variable to

. . l .. .
verify that the ratio of columng,.y,_g;, t0 % is indeed close to 1. The column of dry air can
be expressed as (Wunch et al., 2011):

P My,o
columng,.,_qiy = ———— — column 2 (4.6)
e gmdry—air H20 mdry—air

where P; is the surface pressure, g is the column-averaged gravitational acceleration, and mg; is
the mean molecular mass of gas G. Anomalies in XAir can be caused by issues with surface
pressure measurements (resulting in errors in columng,,_q;), tracking accuracy (resulting in
errors in columny, and columny, o due to an incorrectly calculated path through the atmosphere),
or instrument misalignment (resulting in errors in columny,, and column,, due to mismatch
between measured and calculated line shapes). Thus, if surface pressure measurements and
tracking can be done with sufficient precision, XAir is a diagnostic for instrument misalignments.
Surface pressure can be measured in-situ at Eureka with an accuracy of 0.15 hPa using a Vaisala
pressure sensor (see Section 4.5). Figure 4.4 highlights the improvement in XAir after the
alignment of the PEARL FTS in March 2017 (see Sect. 2.3).
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Figure 4.4: GGG2020 XAir at Eureka in 2016 and 2017; the FTS was re-aligned in March 2017.
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4.4 Solar Zenith Angle Corrections

GFIT calculates a solar pseudo-transmittance spectrum (SPTS) to obtain the absorption lines due
to gases in the atmosphere of the sun (see Sect. 3.3 and Eq. 3.39). This solar spectrum is calculated
assuming a pointing at the center of the sun. But if the tracker points at a part of the sun with a
velocity component V' (from the rotation of the sun) along the direction of propagation of the

radiation, the spectral point spacing Ao is Doppler stretched to Ag’ following:
%4
Ac’ = Ao (1 + ;> (4.7)

where ¢ is the speed of light. Calculating the solar spectrum with ¥V = 0 leads to a mismatch
between the observed and calculated wavenumber scales for solar lines. In GGG2020, this stretch
is retrieved and corrected for when fitting measured spectra; the retrieved parameter is the Solar-
Gas (SG) stretch in ppm of the spectral point spacing (for TCCON spectra with Ao =
0.007533 cm™1, SG = 1 ppm corresponds to a frequency shift of 0.007533 x 107 cm™1 per

spectral point).

However, a pointing error not only affects the wavenumber scale, but also leads to errors in the
calculated path of radiation through the atmosphere. This path is computed from the SZA, the
angle between the vertical and the center of the sun. Pointing off-center at a given Pointing Zenith
Angle (PZA) means that the true radiation path through the atmosphere is different from that
computed with the SZA. To produce the same absorption spectrum through a shorter (longer) path,
the number of absorbing molecules must increase (decrease). Thus, the retrieved total column
amount will be larger when SZA < PZA and smaller when SZA > PZA.

This will affect total column amounts similarly for different gases and thus the SZA error ASZA =
PZA — SZA will have a limited effect on the ratio XG. However, this effect is still significant for
XCO3 as shown in Figure 4.5 with the change in retrieved XCO: at Eureka resulting from the SZA
corrections. The corrections result in differences of up to ~0.05 ppm, caused by SG shifts of up to
2 ppm. Other TCCON sites may benefit from applying this method if they have periods where

tracking issues result in SG shifts larger than 1 ppm.
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Figure 4.5: Difference in Eureka XCO: retrieved with GGG2020, with and without applying solar zenith
angle corrections.

There is also a noticeable effect of pointing errors on XAir, which may prevent the use of XAir as
a diagnostic for identifying instrument misalignment. Contrary to the Doppler stretch of the
wavenumber scale, the SZA error is not systematically corrected in TCCON retrievals. The Eureka
TCCON data are processed with a SZA correction starting in 2014-2015 when a noticeable SZA
dependence of XAir was discovered and linked to tracking issues. Jonathan Franklin developed an
algorithm to derive ASZA using the retrieved SG stretch and the rotation angle of the image of the
sun on the tracker camera (relative to a reference position) (Franklin, 2015). The processing of the
Eureka data with GGG2020 is thus done in two steps, first with the original SZA to obtain the
retrieved SG, and second with SZA = SZA + ASZA. SG (in ppm of wavenumbers: 1 ppm of

1 cm™is 10 cm™) is converted to an angular shift in arcseconds (as) following:

SG

Sbas = —g 55103

(4.8)
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using the change in wavenumber per arc minute of mispointing at the solar equator (Gisi et al.,
2011): %U ~39x1077 cm t.arcmin™ = 6.5 x 107° cm™l.arcsec™ = 6.5 x

1073 ppm.arcsec™?! .

A fitis then performed to derive the amplitude A (in arcseconds) and phase B (in degrees) of SG

as a sinusoidal function of the rotation angle of the sun 6 (in degrees):

. T
0 = Az — Alt + C + 9.95 sin (ﬁAz) (4.9)
SG,, = A " 6+B) (4.10)
as = Acos|Too :

where Alt and Az are the sun altitude (Alt = 90° — SZA) and azimuth angles (in degrees) of the
sun, respectively. The calibration angle C is set for a given arrangement of the tracker camera and
obtained from the CST calibration mode; a new value must be derived any time the camera is

moved. The solar zenith angle correction ASZA (in degrees) is then obtained as:

ASZA = A in(Z (—-B — (Az— Alt + ©)) (4.11)
~3600° "\180 z ' '

The ﬁ factor converts arcseconds to degrees. Figure 4.6 and Figure 4.7 show SG, ASZA, and the

XAir retrieved with and without applying the SZA correction using Eureka data from 2014 and
2020, respectively. In both cases, the inclusion of ASZA of the order of 0.1-0.2 degrees leads to

reduced diurnal variability in XAir.

Figure 4.8 illustrates the fit of SG,, as a function of 8 as described by Eq. 4.9 and 4.10, using
Eureka NIR data from 2014. The relationship described by Eq. 4.10 is specific to a given
configuration of the tracker camera. If the camera were to be moved, different fits should be made
for the periods before and after the change. In May 2015, it was also discovered that changing the
neutral density filter in front of the tracker camera could lead to a shift of the solar beam and
periods before and after that change needed to be fitted separately. It is thus important to keep a
record of each time the tracker camera moves. However, it has been found that different time

periods needed to be fitted separately even without known changes to the tracker camera setup.
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Another complication for the procedure to derive ASZA is the need to filter out data that do not
appear to follow a sinusoidal relationship as described by Eq. 4.10, hence the step in which the
amplitude A and phase B are determined for different time periods is not easily reproductible by
different users. If this process cannot be made more systematic, it might need to be abandoned

despite the resulting reduced diurnal variability in XAuir.
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Figure 4.6: Solar zenith angle correction using 2014 Eureka data: (a) solar-gas stretch (in ppm), (b) solar
zenith angle correction (ASZA in degrees), and (c) XAir retrieved with (green) and without (red) the
correction. The horizontal axis shows the azimuth angle of the sun, with solar noon at 0.
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Figure 4.7: Same as Figure 4.6 but for 2020 Eureka data.
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Figure 4.8: Deviation angle (SG,,) as a function of the rotation angle of the sun (@) for Eureka NIR data from
2014 on the dates indicated by the legend (YYYYMMDD).

4.5 Surface Pressure Measurements

Surface pressure measurements are among the auxiliary data used by GGG to process measured
solar absorption spectra. These measurements must be made with an accuracy better than 0.3 hPa
for TCCON. Since 2010, three different pressure sensors have been used to measure surface
pressure at the PEARL Ridge Lab. A Setra Model 270 (M270) since 2010, a Vaisala PTB330 from
2016 to 2019, and a Vaisala PTU300 since March 2020. The Setra Model 270 measurements are

included in the outputs of a weather station that also records outside air temperature and humidity,
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and wind direction and speed. These quantities are measured with a frequency of one minute. Each

solar spectrum is paired with a 3-minute average of this auxiliary data.

Another weather station is installed on a safe hut close to the PEARL Ridge Lab, and its
measurements of relative humidity are used when there is a gap in the records of the PEARL Ridge

Lab weather station.

Biases of a few hPa in surface pressure can result in biases of a few tenths of ppm in XCOg, it is
thus important to monitor the accuracy of the pressure sensors as they can drift in time by as much
as 0.1 hPa/y. Table 4.2 presents a summary of the pressure sensors used at PEARL, the last time
they were compared to a well-calibrated pressure standard and the resulting correction to be
applied. The Setra sensor has been recording since 2010, but since 2016 the more accurate

measurements of the Vaisala instruments are used in priority.

Table 4.2: Instruments used to measure surface pressure at the PEARL Ridge Lab. Since 2016, the Setra
measurements are only used if there is a gap in the records of the Vaisala sensors.

Accuracy . . Callbrayon Altitude .
Sensor Last calibration | correction : Period
(hPa) (hPa) correction
Setra M270 0.3 March 2017 +0.24 Yes 2010-present
Vaisala PTB330 0.15 March 2017 -0.20 Yes 2016-2020
Vaisala PTU300 0.15 March 2020 0.00 No 2020-present

The M270 and PTB330 instruments have been measuring air pressure inside the PEARL Ridge
Lab building, in the same room as the FTS. However, GGG needs the pressure at the height of the
suntracker mirror, which is located on the roof of the building 4.65 m above. This is because
surface pressure is used in the computation of the airmass-dependent path of the sun rays through
the atmosphere. Thus, the entire record of surface pressure measurements from the M270 and
PTB330 instruments is altitude-corrected using the hydrostatic equilibrium equation:

_gM(Z,-24)
PZZ == lee RT (412)
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where Z, is the altitude of the corrected pressure, Z, is the altitude at which the pressure is
measured, g is the Earth acceleration, M is the molar mass of air, R is the gas constant, and T is
the air temperature. The choice of temperature is not critical and taking the inside room
temperature or the outside air temperature will have an effect of less than ~0.05 hPa on the pressure

correction, even with low Arctic temperatures as illustrated in Figure 4.9.
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Figure 4.9: Pressure correction (AP) for a 2 m altitude difference for a range of air temperatures (T)
encountered at Eureka and for three different initial pressures (Py) as indicated by the legend.

Figure 4.10 shows the raw surface pressure measurements collected by the M270 and PTB330 in
2019. It highlights the need for frequent calibrations of the instruments due to drifts in their
accuracy over time. A third calibration sensor is required to determine if the drift comes from only
one instrument, or both. For the calibration done in March 2017, the difference between the
Digiquartz Paroscientific calibrating sensor and M270 and PTB330 were almost equal in
magnitude, but with opposite sign (see Table 4.2). The pressure measurements with altitude and

calibration corrections are shown in Figure 4.11.
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Figure 4.10: Hourly averaged uncorrected surface pressure data for 2019 (upper panel), collected with the
M270 (blue) and PTB330 (orange) instruments at the PEARL Ridge Lab. There is a growing offset between
the two sensors of ~0.2 hPa from March to August. The long-term stability of these sensors is 0.1 hPa/y. This
should motivate yearly calibration of these instruments. The lower panel shows the difference between the
two uncorrected pressures measured by the sensors, with the legend indicating the average + standard
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The PTU300 sensor replaced the PTB330 in March 2020 after the PTB330 stopped working. It
was compared to another Vaisala PTB330 pressure sensor from ECCC at the Eureka Weather
Station, which was itself last calibrated with a travelling Paroscientific pressure standard in 2018.
The differences between the PTU300 and the ECCC instrument were less than 0.05 hPa, so no
calibration correction is applied to the surface pressure measurements from the PTU300. The
PTU300 is placed on the mezzanine of the PEARL infrared laboratory ~2 m below the suntracker
mirror, with an inlet tube attached to sample air at the height of the suntracker mirror. No altitude
correction is applied to the measurements of the PTU300. However, it was not verified that the
instrument is properly sampling air at the height of the suntracker mirror. This should be verified
with a calibrating sensor measuring outside air at the height of the suntracker mirror, once it is
possible to return to the Ridge Lab. When this is done, if it is found that the PTU300 is sampling
indoor air, it will mean the surface pressure used to process the 2020 Eureka TCCON data was
~0.2-0.3 hPa too high.

4.6 Eureka TCCON Data Revisions

Issues related to surface pressure measurements at PEARL have resulted in three new Eureka
TCCON data revisions for spectra processed with GGG2014 in addition to the original RO (Strong
etal., 2014) version: R1 (Strong et al., 2016), R2 (Strong et al., 2017), and R3 (Strong et al., 2019).

The changes to and issues with each data revision are summarized below.
RO0: 2010 to 2015

e The Airmass Independent Path length (AIPL), between the instrument and the suntracker
mirror, was set to 10 m instead of 4.65 m.

e Anunnecessary constant surface pressure offset pout_corr=0.7 hPa was mistakenly applied
as it was in the original Park Falls input file that should have been modified for Eureka.

e The surface pressure was measured inside the laboratory instead of at the height of the
suntracker mirror, without altitude correction.

e Pointing error corrections were only applied for 2014-2015 data.

R1: 2010 to 2016-08

e The correct AIPL (4.65 m) was used.
e The surface pressure offset was set to pout_corr=0 hPa.
e Surface pressure measured in the laboratory was altitude-corrected to the suntracker
altitude (4.65 m above) for the whole time series.
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Pointing error corrections were only applied for 2014-2015 data.

R2: 2010 to 2017-09

The surface pressure was corrected based on comparisons with a well calibrated
Paroscientific sensor in March 2017 (before the first NIR measurements of 2017).
Pointing error corrections were applied for 2014-2018.

Uncorrected timing offsets of up to 5h were included in the surface pressure measurements.
An inlet tube was attached to the Vaisala PTB330 pressure sensor on November 5" 2016
to sample air at the height of the suntracker mirror instead of the air inside the laboratory.
An altitude correction (of 4.65 m) was mistakenly applied to the data after the installation,
instead of before. It was later found the tube was not properly sampling air at the height of
the suntracker mirror and the sensor was still measuring indoor air, thus the R2 surface
pressure after November 5 2016 is fortuitously correct. But the surface pressure is ~0.5
hPa too high before November 5%, 2016.

R3: 2010 to 2020

Timing offsets in surface pressure measurements that affected R2 were fixed. These came
from unannounced changes in the time units of the timestamps of the M270 raw
measurements, which resulted in shifts up to 5 hours and surface pressure errors of several
hPa in R2.

The inlet tube installed on the Vaisala PTB330 was not properly sampling air at the height
of the suntracker mirror, and the measured pressure was still the pressure inside the
laboratory (see last bullet for R2). Thus for R3, all measurements from the Vaisala PTB330
sensor are using the altitude correction.

Because of an issue in the code handling the surface pressure measurements, the R3 2019
data is using pressure from the Setra Model 270 sensor rather than the Vaisala PTB330
sensor. The R3 2019 data are not “wrong”, but this was not intended and the more accurate
Vaisala PTB330 measurements should have been used.

The differences in retrieved XCO:> resulting from the changes between each data revision and

earlier revisions are shown in Figure 4.12. The changes in XCO2 between R1, R2 and R3 are all

smaller than differences relative to the original RO data, which had the largest surface pressure

errors, ~1.2 hPa too high because of the cumulative effect of a missing altitude correction (~ +0.5

hPa) and the erroneous +0.7 hPa offset that was applied. Differences between subsequent revisions

caused by smaller corrections lead to XCO> variability of ~0.1 ppm. These differences are

significant because they are of the same order as the 0.4 ppm 1o precision of TCCON GGG2014

products. With improvements to the retrieval algorithm, these kinds of issues become increasingly

important.
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Figure 4.12: Difference in retrieved XCO2 between each data revision and earlier revisions as indicated by the
legend. The legend also shows the mean + standard deviation of the differences.

4.7 Contributions to Validation Projects

The NIR measurements collected during this thesis contributed to validations studies that rely on
TCCON data as the reference. Hedelius et al. (2020) used GGG2014 TCCON data to evaluate
Version 7 joint (V7J) XCO products from the MOPITT instrument on the Terra satellite. MOPITT,
launched in 1999, was the first instrument dedicated to measure CO from space (Drummond et al.,
2010). Results showed MOPITT V7J has a high XCO bias of 6-8% when compared to standard
TCCON XCO products as illustrated in Figure 4.13. However, the TCCON XCO products are tied
to the World Meteorological Organization (WMO) in-situ scale using comparisons with aircraft
measurements; the resulting scaling factor applied to GGG2014 XCO is +7% (Wunch et al., 2010).
Without that scaling applied, MOPITT XCO has a bias less than 0.5%. The +7% scaling applied
to TCCON XCO is inconsistent with retrieval errors expected from uncertainties in spectroscopic
parameters and there is an ongoing effort to determine if the scaling is appropriate for XCO. If the

scaling is appropriate, the estimated 1o accuracy of TCCON XCO is 2 ppb (Wunch et al., 2010).
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Figure 4.13: Correlation plot comparing MOPITT and TCCON XCO. Figure obtained from Hedelius et al.
(2019).

TROPOMI was launched on the Sentinel-5P Precursor (S5P) satellite in 2017 to measure
atmospheric trace gases such as ozone, NO2, SO, CO, CH4, CH20 (formaldehyde), and aerosol
properties (Veefkind et al., 2012). Schneising et al. (2019) used TCCON data to validate XCHa
and XCO derived from the operational retrieval algorithm of TROPOMI using the first
measurements from the mission start until 2018. The target accuracy of TROPOMI is 15% for
XCO and 2% for XCHgs (Veefkind et al., 2012; Fehr, 2016). The TCCON 1o accuracy for XCH4
is 3.5 ppb (Wunch et al., 2010). Results showed global offsets of 4.49 ppb for XCO and -1.3 ppb
for XCHg4. Figure 4.14 shows the comparisons of TROPOMI with TCCON using daily averages
of XCO and XCHa.

Sha et al. (2021) used both NDACC-IRWG and TCCON data to validate TROPOMI XCO and
XCHas measurements from November 2017 to September 2020. The study considered both the
uncorrected TROPOMI data and bias corrected data. They found the systematic differences
between TROPOMI and TCCON XCH4 was -0.69+0.73% for the uncorrected data and
-0.25+0.57% for the bias-corrected data. For XCO they found systematic differences of
9.14+3.33% using standard TCCON XCO, and 2.36+3.22% using TCCON XCO without the +7%

in-situ scaling.
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Figure 4.14: Correlation plots of TROPOMI XCO (left) and XCHg (right) compared to TCCON based on
daily means. The linear regression results are shown as well as the correlation (R), and also the mean (u) and
standard deviation (o) of the differences. Figure taken from Schneising et al. (2019).

Reuter et al. (2020) used TCCON data to validate a new XCO and XCH3 data product that aims
to produce a consistent long-term data record of these variables. They merged satellite data
products from SCIAMACHY, GOSAT, and OCO-2 using the ensemble median algorithm
(EMMA) developed by Reuter et al. (2013) to provide a dataset useful for surface flux inversions.
The resulting Level 2 (L2) dataset consists of a merged across-track data product in addition to the
original data from each satellite. The L2 merged data were used to generate Level 3 (L3) data
consisting of gridded 5°x5° global files of monthly XCO, and XCHjs. This data product is available
on the Copernicus Climate Data Store (CDS: https://cds.climate.copernicus.eu, last accessed April
8t 2021). The comparison with TCCON was done for both the L2 and L3 datasets; the results for
the L2 product showed a global bias of 0.2+1.29 ppm (mean difference * standard deviation of
differences) for XCO2 and -2.0£17.4 ppb for XCHa. The results for the L3 product showed a global
bias of 0.18+1.18 ppm for XCO> and -2.9+8.7 ppb for XCHa.

Finally, Kulawik et al. (2019) compared OCO-2 and the Atmospheric Observations from Space
(ACOS) GOSAT XCO, to TCCON and in-situ measurements to characterize the spatiotemporal
variability of XCO: biases in the OCO-2 Version 8 products and ACOS GOSAT version 7.3
products. They found a systematic error of 0.6x£0.1 ppm over land for both satellite products and

this error is reduced by 0.5 ppm with bias corrections. They found OCO-2 XCO- errors were
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correlated on spatial scales of 0.3° and 5-10°, and on temporal scales of 60 days. They then
assimilated the OCO-2 XCO- bias-correction term of +0.7 ppm in a surface flux inversion to
estimate the effect of OCO-2 spatiotemporal biases on fluxes in regions defined for the
Atmospheric Tracer Transport Model Intercomparison Project phase 3 (TransCom-3). The
assimilations of the OCO-2 biases caused patterns of positive and negative flux variation with

standard deviations of 0.4 PgC.y™* over land.

4.8 Comparisons of TCCON XCO2 and XCH4 with GEM-MACH-
GHG Simulations

XCO2 and XCHg retrieved from NIR spectra collected at the PEARL Ridge Lab and other TCCON
stations were used to validate simulations of a new model for greenhouse gas transport developed
at ECCC: the Global Environmental Multiscale - Modelling Air Quality and CHemistry for
GreenHouse Gases (GEM-MACH-GHG). This work was published in Polavarapu et al. (2016).
GEM is an integrated forecasting and data assimilation system developed for operational weather
forecasts in Canada (Coté et al., 1998; Girard et al., 2014). GEM-MACH (Moran et al., 2010) adds
complete tropospheric chemistry in a limited domain over North America. GEM-MACH-GHG
replaces the GEM-MACH chemistry model with a simplified model for CO and CH4 chemistry in
the troposphere. It only includes their oxidation reaction with OH (Polavarapu et al., 2016; Kim et
al., 2020).

The simulations were run using CarbonTracker (CT2013B; Peters et al., 2007) 3-hourly optimized
COz surface fluxes at every time step in the model. The initial conditions are from CT2013B on
January 1%, 2009. A 1-year spin-up period is used to reduce the effect of initial and boundary
conditions. The CH4 surface fluxes are from CarbonTracker-CHa (provided by NOAA ESRL,
Boulder, Colorado, USA, from the website at https://www.esrl.noaa.gov/gmd/ccgg/carbontracker-
ch4). The CO surface fluxes were prepared by Sylvie Gravel (Meteorological Service of Canada)
from the Hemispheric Transport of Air Pollution project (HTAP; Janssens-Maenhout et al., 2015).
The simulated CO2 and CH4 for the year 2010 were compared to TCCON measurements. The

TCCON sites included in the comparison are presented in Table 4.3.
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Table 4.3: TCCON sites used to compare with GEM-MACH-GHG simulations.

Site Latitude | Longitude Reference

Eureka 80.05 -86.42 Strong et al. (2019)
Sodankyla 67.37 26.63 Kivi et al. (2014)
Bialystok 53.23 23.02 Deutscher et al. (2019)

Bremen 53.1 8.85 Notholt et al. (2019)
Karlsruhe 49.1 8.44 Hase et al. (2015)

Orléans 47.97 211 Warneke et al. (2019)
Garmisch 47.48 11.06 Sussmann and Rettinger (2018)
Park Falls 45.94 -90.27 Wennberg et al. (2017)

Lamont 36.6 -97.49 Wennberg et al. (2016)

Izafia 28.3 -16.48 Blumenstock et al. (2017)
Darwin -12.43 130.89 Griffith et al. (2014)
Wollongong -34.41 150.88 Griffith et al. (2014b)
Lauder -45.05 169.68 Sherlock et al. (2014a, 2014b)

The model outputs vertical profiles of CO, and CHa dry-air mole fractions at each site’s location.
To be properly compared to TCCON products, both the model and TCCON total columns are
derived in the same way. The vertical column of a gas, gas, is obtained as:

L Ap; (4.13)

where f;,; is the mole fraction of that gas at the i"" layer with pressure thickness Ap;, g; is Earth’s

acceleration, and m,;, is the molecular weight of air. GEM-MACH-GHG produces profiles of

i . ary _ fgas ‘s .- _ [kQHZO] . .
dry-air mole fraction f;,; g & well as specific humidity q g Considering
1-fH,0 _ 1-q .

—— = —g; We can express Eqg. 4.13 as:
ar air
N dry
(1= 4 fgass
Vigas = Z —larias'l Ap; . (4.14)
i=1 giMgr

The total column amounts derived from the model outputs are then smoothed using:
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i=1 gimg,

where a is the TCCON column averaging kernel. Finally, the smoothed model column-averaged

dry-air mole fraction X is obtained as (Rodgers and Connor, 2003):

ycmodel _ o4 priori
gas,a

gas,a
dry
VCair

model __ yapriori
Xgas - Xgas

(4.16)

where “a priori” refers to the TCCON a priori mole fraction being used in Eq. 4.15. Here the model
output is treated like a true profile, and X;’;l‘;d” is the estimate of how the TCCON instrument
would measure that profile in the absence of retrieval error. In the absence of retrieval errors,
replacing VCg"}l‘;f%fl with the smoothed true atmospheric profile VCER4S, in Eq. 4.16 would produce

H TCCON
the retrieved Xgq5°" .

GEM-MACH-GHG has an output frequency of 15 min. Hourly averages of X, are considered

in the comparisons with TCCON and the following statistics are used, with N the number of pairs
(hours) for which there are TCCON measurements. The Bias is the average difference between the
model and TCCON:

N
1
Bias = NZ(Xglgdel — XISEoN ;- (4.17)
i=1

The root-mean-square of the differences is:

L

N
1
RMS = NZ(X;'ggdel — xTeoNy® (4.18)
i=1

The Scatter is the standard deviation of the differences:
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The Pearson’s correlation coefficient is defined as:

N (Xmod_el _ ymodel ) (XTCCQN _ xTCCON )
i=1\“gas,i gas gas,i gas
R — mean mean . (4.20)
2 2
N model model N TCCON TCCON
\/Zizl (Xgas,i _Xgas mean) \/Zi:l (Xgas,i _Xgas mean)
The mean bias is:
NS
1
Biasyeqn = —Z Bias; (4.21)
N 4
i=

where N, is the number of TCCON stations. And the standard deviation of the biases provides an

estimate of the variability in the Bias from station to station:

1

SD =
N,—1

Ny
Z(Biasi — BiaSpmean)? - (4.22)
i=1

This last quantity is an estimate of regional-scale accuracy and is only meaningful if the station-
to-station Bias of TCCON products with respect to the true state of the atmosphere is negligible
compared to the model-TCCON station-to-station bias. The best approximation to the true state of
the atmosphere is obtained with in-situ measurements of trace gases from aircraft, which are used
to “calibrate” TCCON and improve its accuracy. The resulting 2c precision and accuracy of the
network is ~0.8 ppm for XCO. (Wunch et al., 2010).

The statistics for the XCO> comparisons are shown in Table 4.4, using all GGG2014 TCCON data
in 2010. The Bias is below 1 ppm at every station but Eureka, which only had 56 hours (i.e., N=56)
of measurements in 2010, the year that NIR capability was added to the 125HR. All the data are
included when computing the Mean, SD, and ALL statistics. At Eureka the -2.4 ppm bias
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significantly impacts SD, it is 0.83 ppm with Eureka and 0.26 ppm without. And the mean bias
increases from 0.23 ppm to 0.45 ppm without Eureka. The large negative bias relative to Eureka
stands out from the other station, possibly pointing to issues with transport to this region in the
model, or an incompatibility between CT2013B fluxes and the GEM-MACH-GHG transport. The
CT2013B fluxes are optimized for CarbonTracker to produce results consistent with observations.
Since the GEM-MACH-GHG transport is different from that of CarbonTracker, GEM-MACH-
GHG CO- and CH4 concentrations cannot be expected to compare better to observations than
CarbonTracker when using CT2013B fluxes (Polavarapu et al., 2016). Except for Eureka and
Lauder with the 120HR instrument, the bias is positive with an overall standard deviation of 0.89
ppm and a high correlation of 0.93. The record from the Lauder station is split into two distinct
periods using two different instruments: the 120HR spectrometer, which measured until December
2010, and the 125HR that started measuring in February 2010. The XCO. obtained from the
120HR shows poorer correlation (0.8 instead of 0.88 ppm) and scatter (0.76 instead of 0.47 ppm).

Table 4.4: Statistics of comparisons between TCCON XCO; and GEM-MACH-GHG hourly-averaged
smoothed XCO:. Bias is the mean difference, RMS is the root-mean square of differences, Scatter is the
standard deviation of the differences, and R is Pearson’s correlation coefficient. The “ALL” field presents
statistics using all data from all sites combined. The “Mean” is the average of each parameter and SD is the
standard deviation of the station’s bias. N is the number of data pairs used in the computation of the
statistics. For Mean and SD, N is the number of sites (14).

Site Latitude N Bias RMS  Scatter R

(ppm)  (ppm)  (ppm)
Eureka 80.05 56 24 264 111 076

Sodankyla 67.37 757 0.49 1.17 1.06 0.97
Bialystok 53.23 586 0.62 1.3 1.14 0.9
Karlsruhe 49.1 274 0.94 1.36 0.98 0.92
Orléans 47.97 571 0.72 0.98 0.66 0.97
Garmisch 47.48 734 0.26 1.1 1.07 0.91
Park Falls 45.94 954 0.15 0.8 0.78 0.95
Lamont 36.6 2239 0.33 0.87 0.8 0.89
Izafha 28.3 140 0.65 1.13 0.92 0.87
Darwin -12.43 289 0.39 0.62 0.49 0.57
Wollongong -34.41 856 0.54 0.92 0.75 0.69
Lauder 125 -45.04 826 0.34 0.58 0.47 0.88
Lauder 120  -45.05 384 -0.02 0.76 0.76 0.8

ALL 8666 0.4 0.98 0.89 0.93
Mean 0.23 1.09 0.85 0.85
SD 0.83
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The statistics for the XCH4 comparisons are shown in Table 4.5. In this case, Eureka does not
present an anomalous bias compared to other sites, but shows a poor correlation of 0.34, along
with Darwin at 0.53. The Bias is positive except at Izafia, which is the only high-altitude site at 2.3
km above sea level. The Bias is less than 10 ppb except at Lauder and Sodankyl&, with an overall
scatter of 8.42 ppb. Like CO2, CHs is a well mixed gas in the troposphere and variations are small
relative to the background concentrations of ~1800 ppb (in 2010). The precision requirement for
satisfactory observations, or simulations, is thus relatively high at ~1% (~18 ppb) and the
comparisons shows that the model can simulate XCHjs to better than 1%.

Table 4.5: Same as Table 4.4 but for XCHa.

Site Latitude N Blas RMS — Scatter R

(ppb)  (ppb)  (ppb)
Eureka 80.05 56 378 1025 961  0.34

Sodankyla 67.37 757 12.44 15.73 9.63 0.89
Bialystok 53.23 586 4.08 7.89 6.75 0.77
Karlsruhe 49.1 274 799 10.66 7.07 0.73
Orléans 47.97 571 5.19 7.56 55 0.78
Garmisch 47.48 734 0.1 7.38 7.39 0.72
Park Falls 45.94 954 3.15 6.69 5.91 0.82
Lamont 36.6 2239 1.78 7.55 7.34 0.86
Izafa 28.3 140 -3.13 7.37 6.69 0.68
Darwin -12.43 289 6.68 8.33 4.99 0.53
Wollongong  -34.41 856 8.86 1151 7.36 0.79
Lauder 125  -45.04 826 1466 15.24 4.19 0.93
Lauder 120  -45.05 384 14.4  15.26 5.08 0.91

ALL 8666 548  10.05 8.42 0.96
Mean 6.15 10.11 6.73 0.75
SD 5.42
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Chapter 5
Retrieval of CO, Vertical Profiles from
Ground-Based Near-Infrared Spectra

This chapter presents a study that aims to improve retrievals of CO, from ground-based solar
spectra as measured by the TCCON instruments. This was done through the use of the GFIT2
algorithm, which performs full profile retrievals rather than the scaling retrievals performed by the
TCCON algorithm GFIT. TCCON and GFIT were first introduced in Sect. 1.4, along with the
motivation for the development of CO profile retrievals. A methodology was developed to assess
the performance of profile retrievals, first using retrievals on synthetic spectra, and then using
AirCore profiles (see Sect. 1.3.1) as the a priori in retrievals from real spectra to isolate the effect
of a priori errors from those of other errors in the forward model. The work presented in this

chapter was published in Roche et al. (2021).

This study assesses the quality of CO> profile retrievals with GFIT2 implemented in GGG2020.
Section 5.2 describes the retrieval algorithm and our methodology. Section 5.3 presents a
sensitivity study using synthetic spectra, followed by retrievals using real measured spectra.
Section 5.4 investigates the use of empirical orthogonal functions to empirically correct forward

model errors. Finally, Sect. 5.5 presents a summary of the results and conclusions.

5.1 Introduction

CO. profile retrievals from ground-based Short-Wave Infrared (SWIR) spectra have been
performed in other studies using the band centered at 1.6 um fitted with a VVoigt line shape (Kuai
et al., 2012), and in the band centered at 2.06 um with the PROFFIT optimal estimation software
package (Hase et al., 2004) fitted with a Voigt line shape with line mixing (Dohe, 2013). Connor
et al. (2016) showed that CO: profile retrievals in the CO2 band centered at 1.6 um are very
sensitive to errors in spectroscopy. In our approach, we use the GFIT2 software package initially
described by Connor et al. (2016), which is a profile retrieval algorithm based on the GGG software

suite, but modified such that it allows the profile shape to vary during the retrieval process. Instead
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of retrieving a single VVSF value that scales the whole a priori profile, a VSF value is retrieved for
each atmospheric level. The algorithm thus has much more freedom to fit the observed spectra but
is also more sensitive to uncertainties in the forward model calculations such as errors in the

atmospheric temperature profile, spectroscopic errors, and instrument misalignment, for example.

GFIT2 was first developed using the GGG2014 version of the GGG suite (Wunch et al., 2015),
which uses a Voigt line shape to compute absorptions coefficients. In this study, we use the
GGG2020 version, which will be released in mid 2021. This version of the code implements
quadratic speed-dependent Voigt line shapes with line mixing (qSDV+LM) for CO. (Mendonca
et al., 2016) and CH4 (Mendonca et al., 2017) bands, and qSDV line shapes for O2 in the band
centered at 1.27 um (Mendonca et al., 2019). The line mixing coefficients are derived with the
first-order Rosenkranz approximation (Rosenkranz, 1975). This leads to significantly better
spectral fits, especially in the strong CO> band centered at 2.06 um, as was shown in Figure 3.5,
and smaller variations of gas amount with airmass. Other improvements to the forward model
include: (1) updates to the spectroscopic linelist (Toon, 2015); (2) a solar-gas stretch fitted to
account for Doppler-driven differences between solar and telluric wavenumber scales (see Sect.
4.4), whereas in GGG2014 only the stretch in the telluric wavenumber scale was fitted; and (3)

improved a priori profiles as described in Sect. 5.2.

5.2 Methods

In this study, GFIT2 is used to retrieve CO> profiles from the two original TCCON retrieval
windows and three new windows that possess a large range of opacities, and therefore vertical
sensitivities. These windows are presented in Table 5.1 and Figure 5.1. The TCCON1 window
(centered at 6220 cm™) and TCCON2 window (centered at 6339.5 cm™) are used to derive XCO,
for the public TCCON data products, because the spectral absorption lines opacities are close to 1
and are therefore equally sensitive at most altitudes. The CO: line intensities in the two weak
windows are 10 times smaller those in the standard TCCON windows, providing more sensitivity
to CO- variations aloft. The CO: lines in the strong window are 15 times stronger than those in the
standard TCCON windows, providing more sensitivity to CO> variations near the surface. All
windows have an average lower-state energy (E’*) of roughly 240 cm™, rendering the retrieved

total column of CO; highly independent of the assumed temperature (<0.1%.K1). The derivation
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of XCO:; as calculated in GGG was described in Sect. 4.2. XCO is the ratio of the CO. column to
the column of dry air, and the column of dry air is expressed as the retrieved O, column (from the
window centered at 7885 cm™, see Table 5.1) divided by 0.2095 (Wunch et al., 2011b). OCO-2/3
and GOSAT/2 use two windows comparable to the Weak1 and Strong windows to retrieve COo,

and use the Oz A-band (centered near 13158 cm™) to obtain the Oz column.

Table 5.1: COz2 spectral windows used with GFIT2. Interfering absorbers labeled “solar” are due to
absorption by heavy metal ions (e.g., Fe, Si, Ca, Ni) in the solar atmosphere. Also shown are the strength-
weighted averages of the lower-state energy (E’’), and of the line strengths (S) over all the COz lines in each
window. The column of Oz, retrieved with scaling retrievals from the Oz window, is used to compute XCO..

. . Primary v S
V\Q;rcri]zw C(er:rt‘t;r C(:Ce:qt_?)r \(Ac/rlr?tl? interfering (c];:n'l) (cm/(molecule.cm))
H absorbers x 10723
TCCON1| 1.61 | 6220 80 solar, H,O | 245.3 1.14
TCCON2 | 1.58 | 63395 85 solar, H,O | 254.6 1.14
Weakl | 1.65 | 6074 | 708 CHﬁfg'ar’ 2235 0.118
Weak2 | 154 | 6499.1 | 6938 So'ﬂ’DHOZO’ 229.3 0.130
13
Strong 2.06 |4852.87 | 86.26 Hzos’mafoz’ 243.8 17.8
solar, H»0,
0, 1.27 | 7885 240 HE. CO, 203.4 0.00518

A qualitative representation of the vertical sensitivity due to the range of different line opacities is
presented in Figure 5.2, which shows the normalized CO> Jacobian for typical absorption lines in
the Strong window (centered at 4852.87 cm™?), the Weak1 window (centered at 6074 cm™), and
the TCCON1 window (centered at 6220 cm™). The strong saturated lines of the Strong window
are more sensitive to levels below 5 km than lines in the TCCON1 window, but the Strong window
also contains lines of intermediate absorption strength that provide more uniform sensitivity up to
~10 km, and that extend the window’s sensitivity to up to 30-40 km. The saturated lines in the
Strong window correspond to the 20013-00001 band, while the lines of intermediate strength
around 4820 cm™* come from the R-branch of the 2111301101 band. The TCCON1 window has
more uniform sensitivity up to ~10-15 km and includes weak lines that contain information on

CO; above 15 km. The Weakl window is less sensitive below 10 km and has more uniform
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sensitivity between 10-20 km. Figure 5.2 also shows little to no sensitivity to levels above ~30 km

in all windows.
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Figure 5.1: Contributions of different absorbing gases to the calculated transmittance spectrum on a dry
winter day at Lamont on January 14", 2012 and at a solar zenith angle of 60.6° for each of the spectral
windows used to retrieve COs..
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Figure 5.2: COz absorption lines (black line) overlaid on heatmaps of the CO2 Jacobian for lines of (a) the
Strong window; (b) the Weak1 window; and (c) the TCCON1 window. The colour bar represents the
normalized Jacobian where 1 corresponds to the maximum amongst all the CO2 Jacobians from the five CO2
windows. Lines of the Weak2 and TCCON2 windows are not shown as they look like the Weak1 and
TCCON1 windows, respectively.

5.2.1 Retrieval Algorithm

The details of the GFIT and GFIT2 retrieval algorithm were presented in Sect. 3.4, with the
complete set of retrieved parameters presented in Table 3.2. In principle, a CO. profile retrieval
should have less sensitivity to errors in the a priori CO> profile compared to scaling retrievals (i.e.,
differences from the true profile) since it can adjust for differences between measured and
calculated spectra caused by erroneous prior profile shapes (Connor et al., 2016). However, the
retrieval may also conflate errors due to other sources, such as incorrect spectroscopic parameters,
incorrect modeling of the instrument line shape, or errors in the a priori meteorology and profiles

of interfering species, with these errors in the a priori CO> profile.
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5.2.2 Data Sets

The CO2 and CHjs a priori profiles were built by combining the balloon-borne AirCore (Karion et
al., 2010) profiles with surface in situ measurements, adding the GGG2020 a priori profile above
the maximum altitude sampled by AirCore. These composite profiles will be referred as “truth”.
The CHyg profile is included because CHa is an interfering gas in the Weak1 window. In Sect. 5.3.2,
AirCore profiles from the v20181101 dataset were used as “truth” to assess the quality of GFIT2
profile retrievals. We used all AirCore profiles measured over the Lamont TCCON station that
had coincident ground-based measurements within + 1 h of the AirCore landing and within £1.5 h
of the closest a priori time. All figures showing profiles use the average of profiles retrieved from
the coincident spectra. The launch dates of the eight AirCore profiles used are presented in Table
5.2. An iMet-1 radiosonde carried by the same balloon as the AirCore provides in situ temperature

and relative humidity profiles.

Table 5.2: AirCore launch dates and number of coincident spectra within +1 h of the AirCore last sampling
time and within £1.5 h of the closest a priori time. The range of solar zenith angles covered by the coincident
spectra is also shown.

Coincident Solar zenith
Launch date angles
spectra
(degrees)
January 14", 2012 65 60.6—73.8
January 15, 2012 48 65.6—77.9
July 23,2013 44 20.8-36.5
February 26", 2014 61 46.6-59.0
February 27", 2014 41 46.2-53.3
September 17, 2014 48 37.9-51.1
October 19", 2016 31 47.1-50.3
April 11", 2017 33 31.2-39.2

Instead of the diagonal prior covariance used in Sect. 5.2.1, a more realistic CO2 prior covariance
matrix was built for retrievals with real spectra in Sect. 5.3.2. The difference between GGG2020
apriori COz profiles and aircraft profiles (Biraud et al., 2013) over Lamont from NOAA’s ObsPack
(Sweeney et al., 2017) between 500 and 5000 m were computed for 382 aircraft profiles and for

each month between 2008 and 2016. The mean difference profile plus one standard deviation of
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the month with the largest differences, August, was used to build the diagonal of the a priori

covariance matrix. The a priori CO2 uncertainty can be expressed as an exponential fit to this data:
o, = 3.99¢7992% + (0,98 (5.1)

where x; is the altitude of the i™ atmospheric level in kilometers. The a priori covariance matrix

IS expressed as:

Zi,j =X (52)
(Az)i,j = |zi,j - ZTl"j (53)
_(Az);;
(Sa)ij =(67a);;xe "7 (5.4)
)] /]

where z is a matrix with each row containing the altitude profile, Az is the matrix of absolute
altitude differences between each level, S, is the a priori covariance matrix, and h is the length
scale of interlayer correlations. The length scale was set to 2 km based on the width of the rows of

correlation matrices built from the ensemble of aircraft vertical profiles.

The vertical grid used in the retrievals presented in this study has 51 levels between 0 and 70 km,
and the spacing between levels increases with altitude (see Sect. 4.2). Figure 5.3 shows the a priori
uncertainty as a function of pressure for each of the eight a priori states used to process the Lamont

spectra presented in Table 5.2.

Since the AirCore profiles do not extend down to the surface or above about 25 km, other sources
are used to complete the “true” CO2 profile. The TCCON spectrometer used in this study is located
at the U.S. Department of Energy Atmospheric Radiation Measurement program (ARM) central
facility in Lamont, Oklahoma. The facility hosts a suite of instruments for remote and in-situ
measurements of the atmosphere. When available within 5 h of the last AirCore sampling time,
surface CO and CHs measurements from precision gas systems were used (Biraud and Moyes,
2001). When they were not available, measurements from discrete flask samples were used (on 23
July 2013, 27 February 2014, and 17 September 2014) (Biraud et al., 2002). Surface pressure,
temperature and relative humidity were obtained from in situ measurements at the Lamont central

facility.
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Figure 5.3: A priori uncertainty profiles for each of the ten dates presented in Table 5.2. These are defined by
Eqg. 5.1. Since o is defined on an altitude grid, it varies slightly with pressure.

GGG2020 uses 3-hourly a priori profiles of the atmospheric state. For each spectrum in the
retrievals, GGG uses the nearest a priori profile in time. The a priori meteorology and H20 profiles
are obtained from analyses of the Global Modeling and Assimilation Office (GMAO) Goddard
Earth Observing System Version 5 Forward Processing for Instrument Teams (GEOS5-FPIT)
(Lucchesi, 2015). The COz a priori profiles are constructed from the deseasonalized NOAA Mauna
Loa and Samoa flask data (Dlugokencky et al., 2019) by determining the transport lag between the
measurement site and each level of the a priori (Laughner et al., n.d.). In the troposphere, this is
done with an age-of-air formula and an effective latitude that accounts for synoptic motion of air.
In the stratosphere, this is obtained from an age climatology derived from a Chemical Lagrangian
Model (McKenna, 2002) of the stratosphere using equivalent latitude to account for air motion.
The stratospheric priors also account for atmospheric transport with age spectra (Andrews et al.,
2001). A seasonal cycle parametrization is then applied and the resulting CO2 profiles are corrected
to match the CO latitudinal gradients observed by the High-Performance Instrumented Airborne
Platform for Environmental Research (HIAPER) Pole-to-Pole Observations (HIPPO) (Wofsy,

2011), and by the Atmospheric Tomography (ATom) mission (Wofsy et al., 2018).
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The parameters that differ between the “GGG2020 a priori” and the “truth” are the CO2, CH4, H20,

and temperature profiles.

5.2.3 Information Content and Degrees of Freedom

The information content in the profile retrieval can be quantified using the averaging kernel matrix
A (Rodgers, 2000). The Shannon information content H is defined as:

H = —%ln(ll —Al), (5.5)

wWhere “In” is the natural logarithm and |I — A| is the determinant of the difference between the
identity matrix and the averaging kernel matrix. The degrees of freedom for signal (DOFS) can be

expressed as:
DOFS = tr(A). (5.6)

The DOFS can be divided into the CO> profile DOFS and the DOFS corresponding to the rest of
the state vector elements. The profile DOFS can be interpreted as the number of independent pieces
of information that improve the retrieved CO. profiles compared to the a priori. The DOFS are
shown in Figs. 5.4-5.7 and 5.9-5.10.

5.3 Results

In Sect. 5.3.1, we investigate the sensitivity of the profile retrievals to different sources of error
using synthetic spectra produced by running the GGG forward model with a given set of
atmospheric conditions. The resulting spectra are then used as input to the profile retrieval
algorithm using the same set of atmospheric conditions, except for a perturbation in either the COo,
temperature, or H2O profiles, or in the spectroscopic parameters of CO- lines (air- and self-
broadened half-width coefficients, and their temperature dependence). In these retrievals, the SNR
of the spectrum to be fitted is set to 1000 and the CO> a priori covariance matrix is diagonal with
5% (~20 ppm) uncertainty at all levels. No noise is added to the calculated spectra, but the assumed
1000:1 SNR is used to build the measurement covariance matrix and affects the relative weight of
the measurement and the a priori. The weak prior constraint and high SNR serve to highlight the

sources of variability in the retrieved profiles.
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In Sect. 5.3.2, CO; profile retrievals are tested with atmospheric solar absorption spectra measured
at the Lamont TCCON site. If the forward model were perfect and the a priori state equal to the
true state of the atmosphere, the retrieved scale factor at each level would be equal to 1. However,
errors in the forward model (including spectroscopy, a priori meteorological information, radiative
transfer, and instrument line shape) cause the retrieved scale factors to deviate from 1. To isolate
the effect of instrument misalignment and errors in spectroscopic parameters from errors in a priori
meteorology, we build a priori profiles of H2O, temperature, CO, and CHs using in situ
measurements. In Sect. 5.3.2 we also use an a priori covariance matrix with off-diagonal elements

based on comparisons between the a priori profile and aircraft profiles, as described in Sect. 5.2.2.

5.3.1 Synthetic Spectra

In this section, we attempt to identify the main sources of error in the retrieved CO> profiles. To
do this, we use synthetic spectra that are calculated with GFIT’s forward model for a given set of
inputs (atmospheric conditions and spectroscopic parameters). Note here that there is no difference
in the forward model of GFIT and GFIT2 for generating synthetic spectra; both are using the same
atmospheric state on a given altitude grid, and the same linelist to compute spectra. These “perfect”
synthetic spectra are then used as measurements to be fitted in retrievals with one perturbed input.
Thus, when the perturbed input is not the a priori CO> profile itself, the a priori CO; profile is the
“truth”. In Sect. 5.3.1.1, we look at the ability of the retrieval algorithm to retrieve CO2 when it is

the only unknown.

Over the course of a day, the water vapour profile can vary by 40% and the temperature profile
can vary by more than 10°C in the lowest troposphere, and therefore 3-hourly a priori
meteorological information could differ from the true atmospheric state by several degrees C for
temperature and by 10% for water vapour. In Sect. 5.3.1.2, we perturb the a priori H2O profile,

the main interfering absorber.

In Sect. 5.3.1.3, we perturb the temperature profile, as the intensity and width of all absorption
lines depend on temperature. In Sect. 5.3.1.4, we perturb spectroscopic line parameters themselves
to within their uncertainties. In Sect. 5.3.1.5, we perturb the zero-level offset and the internal field
of view of the instrument, the latter leads to a change in the width of the ILS. Finally, in Sect.

5.3.1.6, we present a discussion of the results of Sect. 5.3.1.
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The total retrieval random error for the retrievals presented in this section is ~4.5% (~18 ppm) and
the contribution of random noise is ~0.8% (~3 ppm). See Sect. 5.3.2.2 for definitions of total and
measurement noise errors. When the deviations from the truth are larger than the a priori
uncertainty (~20 ppm), it means the perturbation applied has a severe effect on the retrieval. Of
course this can be mitigated by using a stronger a priori constraint or a measurement covariance
matrix that reflects expected systematic errors, and not just random noise, but always at the cost
of reduced sensitivity to CO> too. The goal here is to estimate the relative effect of different kinds
of expected systematic errors on retrieved profile shapes. Stronger constraints can only reduce the
amplitude of the deviations from the truth, but the same structures would remain. When the
perturbation to a parameter other than CO- results in deviations from the truth much larger than
those presented in Sect. 5.3.1.1, it means that errors in that parameter will dominate the variability
in the retrieved CO- profiles regardless of the retrieval constraints. This discussion applies for the
CO- profiles, as the total column amount derived from wildly oscillating retrieved profiles may

still be a good estimate of the true total column.

5.3.1.1 Perturbed CO: Profile

With a perturbed CO: prior profile, the algorithm can retrieve the true profile shape very well in
all windows, even with an a priori profile vastly different from the truth as shown in Figure 5.4. In
Figure 5.4(a), when using the same prior that generated the synthetic spectrum, the retrieved
profiles do not align exactly with the prior profile. This is due to small imperfections in the
synthetic spectra, but these result in differences of less than 1 ppm at any altitude. In Figure 5.4(c)
the standard GGG2020 a priori is used as the a priori, while the “true” CO2 profile used to generate
the synthetic spectrum was built from a composite “true” profile as described in Sect. 5.2.2. In
each window, the retrieved profile is within 2 ppm of the truth. In Figure 5.4(e), a constant CO-
profile with 380 ppm at all levels is used as the a priori. Again, the retrieved profiles are within 2
ppm of the truth except at the bottom and top of the profile where most of the information comes
from the a priori. This self-consistency test shows that the GFIT2 algorithm works as expected and

can accurately retrieve CO2 when the a priori CO; profile is the only source of uncertainty.
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Figure 5.4: The left-hand panels show CO: profiles retrieved using synthetic spectra. In (a), we use the
AirCore profile, which was used to generate the synthetic spectra, as the a priori. In (c), we use the GGG2020
a priori CO: profile as the a priori profile. In (e), we use a constant CO: a priori profile. The right-hand
panels: (b), (d), and (f) show the difference between the retrieved profiles and AirCore, corresponding to (a),
(c), and (e) respectively. Here 5 km corresponds to ~0.55 atm, 8-13 km to ~0.36-0.17 atm, and 15 km to
~0.125 atm.
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5.3.1.2 Perturbed H>0 profile

Figure 5.5 shows the effect on CO> profile retrievals of a +10% perturbation to the H,O vapour
profile below 5 km for a dry winter day and a wet summer day. It leads to 2 ppm deviations from
the CO- a priori profile in the Strong window under dry conditions and up to 15 ppm under wet
conditions. In both cases, the deviations from the truth in the CO profiles retrieved from the other

windows were within 2 ppm.
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Figure 5.5: The left-hand panels show CO: profiles retrieved using synthetic spectra. 10% is added to the
H20 profile below 5 km for (a) dry conditions on January 14, 2012, and for (c) wet conditions on July 23",
2013. The right-hand panels: (b) and (d), show the difference between the retrieved profiles and AirCore,
corresponding to (a) and (c) respectively. Here 5 km corresponds to ~0.55 atm, 8-13 km to ~0.36-0.17 atm,
and 15 km to ~0.125 atm.
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5.3.1.3 Perturbed Temperature Profile

A +5°C perturbation to the temperature profile below 5 km (0.5 atm < P < 1.0 atm), as in Figure
5.6(a), leads to deviations from the truth in the retrieved CO: profiles of up to 50 ppm in the Weak
and TCCON windows, and up to 100 ppm in the Strong window. In this case, the fit residuals can
exceed 1% in the Strong window and 0.5% in the TCCON windows. For the retrievals used to
obtain the profiles in Figure 5.6(a), the SNR was set to 100 in the Strong window, 200 in the
TCCON windows, and 1000 in the Weak windows. In Figure 5.6(c) and (e), the SNR is set to 1000
in all windows. In Figure 5.6(c), a +2°C perturbation is applied between 8 and 13 km (0.2 atm <P
< 0.35 atm). The amplitude of deviations in the TCCON windows and in the Strong window is
close to 50 ppm at ~0.9 atm and 100 ppm at ~0.2 atm. In the two Weak windows, the deviation
amplitude is ~10 ppm at ~0.9 atm and ~20 ppm at 0.2 atm. In Figure 5.6(e), a +2°C perturbation
is applied above 15 km. In the Strong window, the resulting deviation at pressures > 0.6 atm has
the smallest amplitude amongst the five windows, within 4 ppm, and the deviation at ~0.2 atm is
~20 ppm. In the TCCON windows, the deviation at pressures > 0.6 atm is reduced to ~10 ppm
while the deviation at pressures > 0.6 atm is comparable to that in Figure 6(b). In the two Weak
windows, the deviations at ~0.9 atm is unchanged when to compared to Figure 5.6(b) and the

deviation at ~0.2 atm is reduced from ~15 ppm to ~10 ppm.
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Figure 5.6: The left-hand panels show CO: profiles retrieved using synthetic spectra for: (a) +5°C added to
the a priori temperature profile below 5 km, (c) +2°C between 8 and 13 km, and (e) +2°C above 15 km. The
right-hand panels: (b), (d), and (f) show the difference between the retrieved profiles and AirCore profile,
corresponding to (a), (c), and (e) respectively. Note the difference in the horizontal axis range between the
panels. Here 5 km corresponds to ~0.55 atm, 8-13 km to ~0.36-0.17 atm, and 15 km to ~0.125 atm.

From the results in Sect. 5.3.1.1 to 5.3.1.3, we observe that CO; profile retrievals do not need

accurate prior knowledge of the CO: profile, but require accurate knowledge of the prior
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temperature and water vapour profiles. Moreover, these results suggest that errors in the
temperature profile are the main source of deviations from the truth in retrieved CO. profiles.
Retrievals using the two Weak windows are the least affected by biases in the prior temperature
and water vapour profiles. The need for accurate a priori water vapour profile could be alleviated
by retrieving H>O profiles simultaneously with CO> profiles, but this was not tested with GFIT2
which currently can only retrieve the main target gas in a window with profile retrievals. In

addition, H>O profile retrievals would also be affected by temperature errors.

5.3.1.4 Perturbed Line Parameters

The linelist used by GGG is a compilation of different versions of the HITRAN linelists (Rothman
et al., 2005, 2009, 2013; Toon, 2015; Toon et al., 2016a; Gordon et al., 2017). GGG2020 has the
option to use either the gSDV+LM line shape or the Voigt line shape for some windows and gases
(Mendonca et al., 2016, 2017, 2019). The reference linelists and the uncertainties on air- and self-
broadened Lorentz half-width coefficients, and their temperature dependence, are summarized in
Table 5.3. The qSDV+LM line shape is only implemented for the CO lines of the two TCCON
windows and the Strong window, for the CHa lines of the Weak1 window, and for the O lines of
the oxygen window centered at 7885 cm™. The qSDV+LM line shape is not implemented for the
CO:2 lines of the Weak1 and Weak2 windows, but these weak lines are minimally affected by line

mixing, and they lack laboratory measurements of speed-dependent line parameters.

The effect of errors in the half-width coefficients on the retrieved CO; profiles was tested by
increasing both the self- and air-broadened Lorentz half-width coefficients by 0.1% for all CO-
lines as shown in Figure 5.7(a). This perturbation corresponds to the median uncertainty of these
parameters in the Strong and TCCON windows as shown in Table 5.3. This caused deviations of
up to 10 ppm in the Strong window, 5 ppm in the TCCON windows, and 2 ppm in the Weak
windows. Similar deviations are obtained by perturbing the temperature dependence of the half-
width coefficients by -1% as shown in Figure 5.7(b). In this case, the deviations appear mirrored
about the a priori compared to Figure 5.7(a). The shape of deviations in both cases is similar; it is
also similar to the shape obtained in Figure 5.6 from perturbing the temperature profiles. This is
because all those perturbations ultimately lead to an altered line width and all cause residual
patterns that cannot be distinguished from each other, as illustrated in Figure 5.8. This implies that
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errors in the a priori temperature profile, water vapour profile, and spectroscopic widths are
difficult to disentangle in the current GFIT2 profile retrieval. A simultaneous temperature (hence

pressure) and CO; profile retrieval would be necessary to overcome these issues.

A factor of 10 increase in the perturbations applied to the width coefficients or their temperature
dependence also leads to a factor of 10 increase in the amplitude of deviations in the retrieved CO-
profiles. Panels (a) and (b) of Figure 5.7 use perturbations corresponding to uncertainties in the
line parameters when using gSDV+LM for the TCCON windows and the Strong window. The
same perturbations were applied for all five windows. However, in the Weakl and Weak2
windows, these perturbations are 10 times smaller than realistic uncertainties as reported in Table
5.3 for the Voigt line shape. Therefore, with real spectra and for the Weak windows, we can expect

deviations from the truth 10 times larger than in Figure 5.7, within ~10-20 ppm.

Table 5.3: 16 relative errors of the air- and self-broadened Lorentz half-width coefficients (b) and of their
temperature dependence (n). The values from Benner et al. (2016) and Devi et al. (2007a,b) use the median 1o
uncertainty for the whole band, from the Appendix or supplemental files of these studies. The values for the
Voigt line shape use the error codes reported in the HITRAN2016 linelist (Gordon et al., 2017).

: Window b (air) n (air) b (self) | n(self)
Line shape (band) (%) (%) (%) (%) Reference
TCCON1
- (Toth et al., 2008)
Voiat T\(/:VC(;;)kTZ >=1 and >=1 and
g Weak2 <2 From <10 <2 (Lamouroux et al., 2015)
To<1 (Gordon et al., 2017)
Strong -
TCCON1 .
(30013-00001) 0.13 _ 0.07 (Devi et al., 2007)
TCCON2 (Malathy Devi et al.,
0.14 0.07
4SDV+LM (300ét2r0(rJ13001) 2007)
0.03 0.12 0.09 0.33
(200;30(;3001) (Benner et al., 2016)
(21113-01101) 0.25 1.47 0.49 2.27

In Connor et al. (2016), the authors used a Voigt line shape. Figure 5.7(e) shows the effect of
fitting with a Voigt line shape a synthetic spectrum that was generated using gSDV+LM. In that
case the fit residuals in the Strong window can exceed 1% and the residuals in the TCCON
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windows can exceed 0.5%. For these retrievals, the SNR is set to 100 in the Strong window, 200
in the TCCON windows, and 1000 in the Weak windows. The profiles retrieved from the Strong
window present deviations from the truth within 60 ppm. In the two TCCON windows, the
deviations from the truth are within 30 ppm. In the Weak1 window, the deviations from the truth
are within 10 ppm, because qSDV+LM was not used to calculate the CO2 line absorptions
themselves, but only for the relatively strong CH4 lines in that window. In the Weak2 window,
there is no difference between the two linelists or line shape, and thus the retrieved profile does
not differ from the a priori profile. Therefore, even if we assume perfect a priori meteorology, the
deviations in the CO. profiles retrieved from the TCCON1 window observed by Connor et al.

(2016), when fitting real spectra could be entirely due to the use of the Voigt line shape.

The effect of the errors in the a priori water vapour and temperature profiles, and in the
spectroscopic parameters cannot be mitigated by adjusting the measurement covariance, for
example by using a variable SNR. Figure 5.8 shows an example of spectral residuals from fits to
synthetic spectra from the Strong window using scaling retrievals, but with different perturbations
applied. Showing residuals from scaling retrievals reveals systematic features that the profile
retrieval will attempt to suppress. Figure 5.8(b) presents residuals from fitting a synthetic spectrum
using the same a priori profile that was used to generate the synthetic spectrum. It shows small (<
0.05 %) residuals, caused by the use of a constant ILS across the window for a faster convolution
of the spectrum with the ILS. The corresponding profiles are shown in Figure 5.4(a). In Figure
5.8(c), a 2°C offset is applied to the a priori temperature profile between 8 and 13 km before fitting
the synthetic spectrum. In Figure 5.8(d), a constant a priori CO> profile is used to fit a synthetic
spectrum that was generated with an AirCore CO: profile as a priori. In Figure 5.8(e), the air- and
self-broadened Lorentz half-width coefficients are increased by 0.1% compared to the parameters
used to generate the synthetic spectrum. In Figure 5.8(f), the temperature dependence of the air-
and self-broadened Lorentz half-width coefficients is decreased by 1% compared to the parameters
used to generate the synthetic spectrum. In Figure 5.8(g), the GGG2020 a priori meteorology and
trace gas profiles are used as a priori profiles instead of the a priori constructed with AirCore

profiles used to generate the synthetic spectrum.

In all panels of Figure 5.8 except (c) and (g), all the residual features correspond to CO> absorption

lines. In Figure 5.8(c), with a perturbation to the a priori temperature profile, there is an added
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contribution of temperature errors on interfering species. Furthermore, the residuals in Figure
5.8(g) result from a combination of errors in the a priori meteorology and trace gas profiles but are
dominated by temperature errors. Perturbations in the temperature profile, CO> profile, or CO; line
width coefficients all cause residuals with the same shape because they all affect the width of CO>
lines. It is not possible to de-weight the effect of any of those errors by adjusting the measurement
error without also losing the ability to correct for residuals caused by CO; errors. Residuals caused
by realistic temperature errors as shown in Figure 5.8(c) are of the same magnitude of those caused
by unrealistically high errors in the a priori CO profile shape as shown in Figure 5.8(d).
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Figure 5.7: The left-hand panels show CO: profiles retrieved using synthetic spectra. In (a) the air- and self-
broadened half-width coefficients of all COz lines are increased by 0.1%o. In (c) the temperature dependence
of these coefficients is decreased by 1%. In (e), the synthetic spectrum used as “measurement” is generated
with the speed-dependent Voigt line shape with line mixing, but profiles are retrieved using a Voigt line
shape. The right-hand panels: (b), (d), and (f) show the difference between the retrieved profiles and AirCore,
corresponding to (a), (c), and (e) respectively. Here 5 km corresponds to ~0.55 atm, 8-13 km to ~0.36-0.17
atm, and 15 km to ~0.125 atm.

128



— CO, 1601218  —— HzO other

@ S 13co2 16012¢c170 solar
9
g T Ty mv
=
2
g 0° '
=
0.1 b) reference
0.0
_0.1 T T T T T
054 ¢ +2K between 8-13 km
0.0 JuLALAL AR LLAL A AL i L s P NI N e ML
. RTINS Yo hery
—-0.51
0.5 4-d) constant CO, profile at'380 ppm
0.0 Ll ot g s e lal ] [ - — Ll l.l.hn\lllh\ii\lllll!l:
—0.5 1
)]
v OlTg 5= I.00T"b
h=] i Il
PO I 111114 A ' T
0\0 -0.1 T T T T T
0.1 1 A=0.99%n
0.0 ”].“I““l.llﬂu.u"n.l l ll”lln.l Lo A jll JJLI'JIJH
_01 T T T T T
054 9 ICCQN prior
OO | | W 'YJ 1[ ]l 1ﬁlmn'.""\i'\\l./»a’\“'\./"“\I""‘xr‘(l vu'*/\l Mﬂl\‘v\Mnnf{'\
B L LA AN
4820 4840 4860 4880 4900

Wavenumber (cm™1)

Figure 5.8: Panel (a) shows an example of calculated lines in the Strong CO2 window. The other panels show
residuals from fits to a synthetic spectrum, using the same inputs used to generate the synthetic spectrum
except for: (b) no perturbation; (c) +2°C perturbation to the a priori temperature between 8 and 13 km; (d)
COq prior profile set to 380 ppm at all levels, corresponding to ~15 ppm offset from the unperturbed prior;
(e) air- and self-broadened Lorentz half-width coefficients is increased by 0.1%; (f) temperature dependence
of the half-width coefficients decreased by 1%; and (g) using the a priori that would be used by TCCON
operational processing, instead of that constructed from in situ measurements, resulting in a combination of
different errors in the a priori such as H20, temperature, and CO2. Note the vertical scale of panels (b), (e),
and (f) is five times smaller than that of panels (c), (d), and (g).

129



5.3.1.5 Perturbed Zero-Level Offset and Field of View

The saturated lines of the Strong window allow the fitting of a zero-level offset (see Sect. 3.3).
Figure 5.9 shows the zero-level offset retrieved from the Strong window using real spectra for each
of the days with Lamont data presented in Table 5.2. The median absolute value is at most 0.001
on July 23", 2013. The effect of a zero-level offset on retrieved profiles was tested with synthetic
spectra. Figure 5.10(a) and (b) are the same as Figure 5.4(a) and (b) and show profiles retrieved
from synthetic spectra in the reference case, when no perturbation is applied. Figure 5.10(e) and
(F) show the effect of a +0.002 perturbation to the zero-level offset, without retrieving it in the
Strong window. This has a large effect in the profile retrieved from the Strong window, with

deviations from the truth within 30 ppm, and a smaller effect in the other bands with deviations up

to 10 ppm.
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Figure 5.9: Zero-level offset retrieved from the Strong CO2 window for the Lamont spectra coincident within
+1 hour of the last AirCore sampling time and within £1.5 hour of the closest a priori time on each of the days
indicated by the legend. The dashed lines mark the median value for each date.
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Figure 5.10: The left-hand panels show CO: profiles retrieved using synthetic spectra. In (a), we use the
AirCore profile, which was used to generate the synthetic spectra, as the a priori. In (c), the internal field of
view is perturbed by +7%, increasing the width of the ILS. In (e), the zero-level offset is perturbed by +0.002
and is not retrieved in the Strong window. The right-hand panels: (b), (d), and (f) show the difference
between the retrieved profiles and AirCore, corresponding to (a), (c), and (e) respectively. Here 5 km
corresponds to ~0.55 atm, 8-13 km to ~0.36-0.17 atm, and 15 km to ~0.125 atm.

In Figure 5.10(c) and (d), we also consider the effect of one type of ILS error by perturbing the
internal field of view by +7%: this leads to a widening of the ILS. The unperturbed internal field




of view of the spectrometer is 2.4 mrad. The deviations from the truth are within 1 ppm for P >

0.5 atm and within 3 ppm for P < 0.5 atm.

This sensitivity test shows that the effect of zero-level offsets and field of view errors will not be
a major source of variability in the retrieved profiles. If the zero-level offset retrieved from the
Strong window is added to the TCCON and Weak windows before the retrieval, the change in the
retrieved profiles is less than 3 ppm at all altitudes as shown in Figure 5.11 using days with

AirCores at Lamont.
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Figure 5.11: Using real Lamont spectra with the AirCore profile as a priori, the zero-level offset was first
retrieved from the Strong window and then added in the Weak and TCCON windows. The difference in the
retrieved profiles with and without the added offset is shown for each window and for all the days with
AirCore profiles over Lamont. In the Strong window, where the offset is retrieved, the differences are less
than 0.001 ppm.

5.3.1.6 Synthetic Spectra: Discussion

For retrievals on synthetic spectra, the “measurement” SNR is set to 1000, which is high compared
to most solar spectra measured by TCCON. This highlights the sources of variability in the

retrieved profiles. For profiles retrieved from real spectra, we can expect a greater influence of the
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a priori CO profile: the deviations will be smaller, and the degrees of freedom for signal will be
lower than those shown in the figures of Sect. 5.3.1. This is not a desirable outcome; the a priori
CO:2 covariance is meant to nudge the retrieval such that the solution lies close to realistic
ensembles of CO; profiles, not to constrain deviations caused by temperature errors. Tuning the a
priori or measurement covariances is not the right approach unless profile deviations caused by
typical errors in spectroscopy or meteorology are smaller than typical vertical variations in CO2
profiles. Figure 5.4 shows that the profile retrieval algorithm works well and could be a powerful
tool to derive information about the vertical distribution of CO, even with ill-defined a priori CO-
profiles. Panels (a) and (b) of Figure 5.7 show that profile information could still be retrieved to
within ~5 ppm given realistic errors in line width parameters. But as shown with Figure 5.6, a
temperature retrieval, or correction, is critical to producing reliable CO; profile retrievals. This
study does not show the effect of typical instrument misalignment errors on the retrieved profiles.
GFIT/2 currently has no capacity to fit the instrument line shape (ILS) of a misaligned instrument
given specific angular and shear misalignments, and instead always assumes a perfect ILS. This is
an area of future development for the GFIT/2 program. However, the effect of an error in the
instrument’s internal field of view and the effect of a zero-level offset were presented in Sect.
5.3.1.5; both should lead to minor deviations from the truth, within less than 3 ppm with real

spectra.

In Sect. 5.3.2, GFIT2 is tested with real spectra using an a priori profile built from in situ
measurements. In that case, the deviations from the truth in the retrieved CO. profile caused by
errors in the a priori meteorology (temperature, pressure, and water vapour profiles) are
minimized, and the remaining deviations are caused by errors in the spectroscopic line parameters,

in the radiative transfer, in the instrument line shape, or in the pointing of the suntracker.

5.3.2 Real Spectra

Here the algorithm is tested with real spectra measured at Lamont as described in Sect. 5.2.2. A
scaling retrieval is performed before each profile retrieval and the root mean square of the residuals
from the scaling retrieval is used as measurement uncertainty for the profile retrieval. Since the
residuals from the scaling retrieval include systematic features larger than the random noise in the

measurement, the root mean square residual is a conservative estimate of the noise. Thus, for a
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given a priori constraint (the one described by Eq. 5.1-5.4), the deviations of the retrieved profile
from the truth presented in this section are underestimated compared to that which would be
obtained by using the same measurement uncertainty as for the scaling retrieval. We do not try to
adjust the SNR to account for specific systematic features because in operational TCCON
retrievals, there is no a priori knowledge of systematic errors and the measurement uncertainty
only describes random noise in the spectrum. Thus, scaling retrievals do overweight spectral
features caused by systematic errors as they underestimate the measurement uncertainty by only
considering random errors. However, because of the inherent restricted freedom of the scaling
retrieval to fit a measured spectrum by only adjusting a single scale factor for all levels at once,
systematic errors have a more limited effect on scaling retrieval than on profile retrievals.
Furthermore, the formulation of the optimal estimation method is based on the assumption that the
physical quantities measured and the retrieved parameters follow Gaussian statistics; tuning the a
priori or measurement covariance matrices as tools to correct for systematic errors strays away

from that assumption.

In Sect. 5.3.2.1, we present CO; profiles retrieved from real spectra and we attempt to isolate the
effect of errors in instrument line shape, in spectroscopic parameters, and in pointing, from the
effect of errors in meteorology. To do this, we take advantage of the availability of AirCore
measurements of CO2, and radiosonde measurements of temperature and H20, to build as good an
approximation of the true state of the atmosphere as possible. We use that true state as a priori in
retrievals to quantify the combined effect of the systematic errors listed above. Although the results
of Sect. 5.3.1 with synthetic spectra are applicable to all TCCON sites, the profile deviations
observed in Sect. 5.3.2.1 are specific to the Lamont TCCON site.

In Sect. 5.3.2.2, we present an analysis of the information content and altitude sensitivity of the
retrieval, as well as the error analysis for the profile retrieval. In Sect. 5.3.2.3, we compare XCO>
derived from the scaling retrieval to XCO- derived from the profile retrieval. Finally, Sect. 5.3.2.4

discusses the results of Sect. 5.3.2.
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5.3.2.1 Profiles

Figure 5.12 and 5.13 show CO profiles retrieved from real spectra measured at Lamont, OK, on
January 14", 2012 and April 11", 2017, respectively. In each figure, panel (a) shows profiles
retrieved using in situ profiles as the a priori (the “truth as described in Sect. 5.2.2). In those cases,
we assume that deviations from the truth caused by errors in a priori meteorology (pressure,
temperature and water vapour profiles) are minimized, and the remaining deviations can be
attributed to the combination of instrument misalignment (ILS), pointing errors, or errors in
spectroscopic parameters. Panel (c) shows profiles retrieved using the GGG2020 a priori (see Sect.
5.2.2). A first complication for obtaining a satisfactory CO- profile retrieval is that the a priori CO>
profiles in GGG2020 already compare well with in situ profiles, typically within 5 ppm over
Lamont. In Figure 5.12(c) and 5.13(c), the profile that most closely matches the AirCore is the a

priori.

Even with ideal prior knowledge of the meteorology and trace gas profiles, the CO. deviations
from the truth can be as large as 50 ppm as shown in Figure 5.12(a) and 5.13(a). When synthetic
spectra were perturbed with realistic errors in line width parameters, profile deviations remained
within 5 ppm for profiles retrieved from the Strong window and within 10 ppm for the TCCON
windows. This suggests that the main cause of deviations in Figure 5.12(a) and 5.13(a) is not due
to errors in spectroscopic parameters. The assumption that there is no contribution from
temperature errors in the radiosonde profile is supported by the CO. profile deviation being
smallest in the Strong window, which is the most sensitive to temperature errors. Although the
effect of typical perturbations in the instrument field of view, zero-level offset, and spectroscopic
parameters is relatively small compared to the effect of temperature errors, the cumulative effect

of these errors could explain the deviations from the truth in Figure 5.12(a) and 5.13(a).
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Figure 5.12: CO2 profiles retrieved from spectra measured at the Lamont TCCON site on January 14™, 2012,
at 61-74° solar zenith angle, coincident with AirCore measurements using: (a) the “truth” as a priori and (c)
the GGG2020 a priori. In (b) and (d) the difference of the retrieved profiles minus the AirCore profile is
shown, corresponding to (a) and (c), respectively. The points represent the 51 levels of the vertical grid. The
DOFS for each retrieval window are indicated in (b) and (d).
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Figure 5.13: Same as Fig. 5.12 but for spectra measured on April 11", 2017 at 28-39° solar zenith angle.

Figure 5.14 shows the difference between the GGG2020 a priori temperature profile, used in
Figure 5.12(c) and 5.13(c), and the radiosonde temperature profile used in Figure 5.12(a) and
5.13(a). In both cases, we replace the a priori surface temperature with the measured surface
temperature. On January 14", 2012, the radiosonde temperature profile is about 1°C higher than
the GGG2020 a priori profile at pressures < 0.6 atm. The shape of the Strong window CO: profile
deviations in Figure 5.12(c) is consistent with the sensitivity tests using synthetic spectra in Sect.
5.3.1.3. In Figure 5.6(a), a +5°C offset below 5 km results in +500 ppm CO: error at ~0.9 atm,
while in Figure 5.10, a -1°C offset in the lower troposphere leads to a -50 ppm error at ~0.9 atm.
The deviations are smoother in Figure 5.12 and 5.13 than in Figure 5.6 because the SNR of real
spectra is between 200 and 500 instead of 1000, and because of the smoothing effect of the off-
diagonal elements of the a priori covariance used in this section. The off-diagonal elements of the

a priori covariance introduce inter-layer correlations that reduce large differences between levels
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over a given length scale (see Sect. 5.2.2). Retrievals on real spectra after applying a +5°C offset
to the radiosonde temperature profile below 5 km lead to a +100 ppm offset at ~0.9 atm. The CO-
profiles in Figure 5.13(c) differ less with those in Figure 5.13(a) than do the profiles in Figure
5.12(a) and 5.12(c). Figure 5.14, the difference between the GGG2020 and radiosonde temperature
profile on April 11", 2017 is ~3°C for the first two levels above the surface, but the average

difference between 0.85 and 0.6 atm is -0.15°C compared to -1.05°C on 14 January 2012.
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Figure 5.14: Temperature profile difference for the GGG2020 a priori temperature minus measured
radiosonde temperature on January 14™, 2012 and April 11, 2017. The radiosonde temperature profile is
included in the a priori used in panel (a) of Figs. 5.12 and 5.13, and the GGG2020 a priori temperature profile
is used in panel (b) of Figs. 9 and 10. In situ temperature measurements are used for both cases at the surface.
The dashed line marks the average difference, with the value indicated in the legend.

In aircraft profiles over Lamont between 2008 and 2018 from NOAA’s ObsPack, the steepest
vertical gradients in CO> profiles are ~5 ppm/km between the surface and ~3 km. In its current
state, CO> profile retrieval with GFIT2 cannot distinguish these vertical variations from CO;
deviations caused by errors in the forward model, even with very accurate a priori meteorology.
Typical errors in the a priori temperature profiles will prevent operational use of CO; profile

retrieval without a scheme for retrieving or correcting the temperature profiles.
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5.3.2.2 Information Content and Error Analysis

Table 5.4 presents the average values of the Shannon information content, H, and of the CO;
profile DOFS, from all profile retrievals performed on Lamont spectra when using the GGG2020
a priori profiles. It also includes the Ratio of Residuals (RR) of the spectral fits (defined as Eq.
3.54 but with o, replaced by the RMS of the fit residuals from the scaling retrieval), which
represents the residuals of the profile retrievals as a fraction of the residuals of the scaling
retrievals. The same quantities are plotted in Figure 5.15 for each spectrum. The RR is always
smaller than 1 because the profile retrieval has more freedom to adjust the calculated spectrum and
so can never produce larger residuals than scaling retrievals. Figure 5.15 also shows XCO:
obtained from the scaling retrievals subtracted from XCO; obtained from profile retrievals for each

window.

Table 5.4: Shannon information content (H), degrees of freedom for signal (DOFS) for the CO: profile, and
Ratio of Residuals (RR) averaged over all 492 profile retrievals from near-infrared TCCON spectra
measured at Lamont and coincident within +1 h of the AirCore last sampling time. The standard deviation is
also shown.

Window name H DOFS RR
TCCON1 5.4+0.6 2.7+0.2 0.988+0.014
TCCON2 5.4+0.6 2.7+0.2 0.992+0.009

Weak1 2.3+0.7 1.7+0.3 0.996+0.002
Weak2 2.5+0.9 1.8+0.4 0.994+0.008
Strong 6.8+1.0 3.0+0.4 0.957+0.038

Figure 5.16 shows the sums of the rows of the partial column averaging kernel matrix over
different altitude ranges. The sum from 0 to 70 km is the total column averaging kernel (see Sect.
3.5). The total column averaging kernel is close to 1 at all levels in all windows, indicating good
sensitivity to changes in the CO- total column. The partial column kernels show that most of this
sensitivity comes from altitudes below 15 km. That the total column averaging kernel is close to
1 at all levels is not inconsistent with the large deviations we observe in the retrieved CO-
profiles. If the total column averaging kernel is exactly one at each level, adding N molecules of
COz anywhere in the atmosphere will lead to N more molecules in the retrieved total column.
However, in the presence of a priori temperature errors, for example, the retrieved value can be

biased. The averaging kernel indicates that without the effect of these errors, the CO- profile
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retrieval would have excellent sensitivity to CO2 and would be able to provide information about

COs2 in two distinct layers.
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Figure 5.15: Shannon information content (top left), degrees of freedom for signal for the CO2 profile (top
right), ratio of residuals (bottom left), and profile minus scaling retrieval XCO: (bottom right) for all Lamont
spectra coincident within £1 h of the AirCore last sampling time for AirCores launched on the dates indicated
on the right. Each new date is marked by a vertical dashed line.

Here, the vertical representation is not a concern. Using 51 vertical levels only affects the speed of
the retrieval. The retrieved profiles can then be reduced to a number of partial columns
corresponding to the DOFS. This was not done here because it is evident that large deviations due
to temperature errors could easily bias the resulting partial columns. The reduction into a subset of
layers also requires an arbitrary choice: in Figure 5.16 the altitude ranges were set such that the
DOFS of the first two partial columns would be roughly close to 1 in each window. We could also
have chosen two regions with approximately equal DOFS from 0-7 km and 7-70 km. The partial
column averaging kernels overlap with each other, so the partial columns are not completely
uncorrelated even if their respective DOFS are higher than 1. The DOFS are not exactly

independent pieces of information, as it is impossible to obtain independent partial column
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amounts from direct sun measurements on the ground (see Sect. 3.5), but an arbitrary criterion can
be defined to identify distinct layers, for example if the peaks in their partial column averaging

kernels are separated by a given fraction of their widths in altitude.

Weakl
0.00 1 i
£ 0.25- ]
]
Cll_J 0.50 4 DOFS: i DOFS:
> 1,23 1.51
192
£0.757 ! 10/54 170,55
i 2,93 3.35
1.00 . \ i : . j | 1 | ‘ !
Weak?2 -0.5 0.0 0.5 1.0 1.5
7 Column averaging kernel
- |
E 0-5 km
g 1 DOFS:
= 1123
A 15-70 km
£ | 054 0-70 km
2191 \

~0500 05 1.0 1.5 -0500 05 1.0 15
Column averaging kernel  Column averaging kernel

Figure 5.16: Sum of the rows of the partial column averaging kernel matrix over different altitude ranges as
indicated by the legend, for each of the five CO2 windows. The sum between 0-70 km is the total column
averaging kernel. The numbers in each panel are the DOFS corresponding to each of the altitude ranges.

The singular value decomposition of the CO, Jacobian matrix can provide information on the
relative precision with which different vertical patterns are measured. The Jacobian matrix K is

decomposed into:
K(nmp, nlev) = U(nmp, nlev)L(nlev,nlev)VT (nlev, nlev) (5.7)

where nmp is the number of measured spectral points, nlev is the number of atmospheric levels, U
is the matrix of left singular vectors, L is the diagonal matrix of singular values, and V7 is the
transpose of the matrix of right singular vectors. The right singular vectors of K associated with

the eight largest singular values are shown in Figure 5.17 to 5.21 for each CO; band on 14 January
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2012. The right singular vectors represent independently measured vertical patterns with a

precision indicated by their corresponding singular values shown above each panel. The singular

values are also shown as a fraction of the largest singular value in parenthesis. The singular vectors

all show an increasing number of oscillations with decreasing singular value. In each window, the

first singular vector is close to a uniform weighting at all altitudes and has 3 to 10 times more

sensitivity than the second pattern. The singular vector in panel (d) has a structure like that of the

CO:. profile deviations observed in the sensitivity tests of Sect. 5.3.1.
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Figure 5.17: Right singular vector of the Jacobian associated with the eight largest singular values for profile
retrievals from the Strong CO2 window on 14 January 2012. The singular values are shown above each panel,
and the singular value normalized to the largest singular value is shown in parenthesis.
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Figure 5.18: Same as Figure 5.17 but for the TCCON1 window
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Figure 5.19: Same as Figure 5.17 but for the TCCON2 window
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Figure 5.20: Same as Figure 5.17 but for the Weak1 window.
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Figure 5.21: Same as Figure 5.17 but for the Weak2 window.
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The retrieval covariance matrix S can be expressed as a sum of the null space covariance Sy and

the measurement noise covariance S, (Rodgers, 1990):
Sy = (Sa! + KTS;1K) " 'S;1(S51 + KTS;'K) (5.8)
S, = (Sz1 + K'S;'K) " KTS;'K(S;! + K'S;'K) (5.9)

The error patterns of these matrices hold information on vertical structures in the CO. profiles that
the retrieval cannot resolve, due to the smoothing effect of the a priori covariance matrix S, in the
case of Sy, and due to the effect of measurement noise in the case of S, as the measurement error
covariance matrix S,, only represents random errors in the measured radiances. The error patterns
of a matrix are defined as its eigenvectors multiplied by the square root of their corresponding
eigenvalue. The error patterns of S, associated with the four largest eigenvalues are shown in
Figure 5.22, and those of S,,, are shown in Figure 5.23. In both cases, the largest error pattern peaks
at the surface and falls to 0 at ~0.9 atm; these peaks in the error patterns correspond to a minimum
in the singular vectors of the CO> Jacobian. The large errors in the retrieved CO profiles are
explained by the larger a priori uncertainty in the lower troposphere, and by the relatively larger
effect of errors at wavenumbers strongly weighted at low altitudes. This is because “sensitivity” is
determined by the Jacobian; the retrieval will simply preferentially adjust CO. at levels where a
given change in CO- causes a larger change in radiance. At pressures larger than ~0.9 atm, the
error patterns of Sy represent vertical scales that cannot be resolved in the retrieval, with a vertical

scale of 0.3 atm or less.
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Figure 5.22: The four largest error patterns of the null space covariance matrix for a Lamont spectrum

measured on 14 January 2012.
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Figure 5.23: Same as Figure 5.22 but for the measurement noise covariance matrix.

The uncertainty on the retrieved CO profile is taken to be the square root of the diagonal elements
of S even though the retrieval covariance is not diagonal. It is presented in Figure 5.24 as a
percentage of the a priori uncertainties. The retrieval error is always smaller than the a priori
covariance by construction in optimal estimation, so this alone gives no indication of a successful
retrieval. But the retrieval is more sensitive to altitudes where the retrieval uncertainty is a smaller
fraction of the a priori uncertainty. The error from the diagonal of Sy and S,,, is also shown. Note
that the uncertainty profiles in Figure 5.24 are the square roots of the diagonal elements of the
matrices considered; since S = Sy + S,,,, the uncertainty profile from § is the root sum squared of

the uncertainty profiles from Sy and S,,,. In addition to Sy, the smoothing contribution from state
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vector elements other than CO. scale factors is shown as S;, the interference error covariance
(Rodgers and Connor, 2003):

S, = Axesa,eAge (5-10)

where S, . is the part of the a priori covariance matrix that corresponds to “extra” state vector
elements other than CO; scale factors. With N total state vector elements and nlev atmospheric
levels, S, ¢ has dimensions (N-nlev,N-nlev). A, is the subset of the averaging kernel matrix that
characterizes the smoothing effect of the extra state vector elements on the CO. profiles, with
dimensions (nlev,N-nlev). The interference error is the smallest contribution to the total error and
most of the error comes from the smoothing effect of the a priori CO2 covariance, followed by the
contribution of measurement noise which oscillates between ~10-25% of the a priori CO-
uncertainty. If temperature were retrieved, for example with a temperature offset or with a scale

factor added to the extra state vector elements, we would expect the interference error to increase.
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Figure 5.24: The left panel shows the square root of the diagonal elements of the retrieval total error
covariance matrix S, the null space covariance matrix Sy, the interference error covariance matrix S;, and the
measurement noise error covariance matrix S,, expressed as a fraction of the a priori uncertainty a,. Each
line is the average from the set of eight days with AirCore measurements over Lamont, and the bands
indicate the standard deviation. The right panel shows the a priori uncertainty.
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5.3.2.3 XCO:

The XCO- derived from profile and scaling retrievals using the GGG2020 a priori information
profiles was compared to XCO> derived from the CO> profile built from the AirCore CO- profile,
in situ surface measurements of CO., and the GGG2020 a priori CO2 above the maximum altitude
sampled by the AirCore. The results are shown in Figure 5.25 for the eight days for which we have
AirCore profiles that are coincident with measurements at the Lamont TCCON station. Despite
the large deviations observed in retrieved profiles, XCO> derived from profile retrievals compares
well to the AirCore XCOg, but it does not present a clear improvement over XCO; derived from
the scaling retrievals. The effect of temperature errors on XCO_ derived from scaling and profile
retrievals is relatively small because the spectral windows utilize the entire (fundamental) band.
Across a wide window, the residuals due to temperature errors show alternating positive and
negative residuals, because of the different temperature sensitivities of absorption lines.
Collectively, these lines have a small net temperature sensitivity. The scaling retrieval, which can
only add or remove CO; at all levels simultaneously, is limited in its ability to fit out such residuals
across a wide window by adjusting the CO> scale factor. For profile retrievals, although large
deviations are observed in the retrieved profile, they compensate each other when deriving the
total column. These deviations compensate due to the wide windows including a range of spectral
lines with different temperature sensitivities. If a narrow window over only a few lines were used
instead, we would expect more localized errors in the retrieved CO; profiles, and total columns

sensitive to temperature errors.
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Figure 5.25: XCO: derived from scaling (dashed lines and squares) and profile (solid lines and circles)
retrievals for each CO; window when using the GGG2020 a priori profiles, compared to XCO- derived from
smoothed AirCore profiles (see Appendix C). The black dotted line marks the 1-to-1 line. When comparing
with scaling retrievals, the AirCore profile is smoothed using the total column averaging kernel of the scaling
retrieval, and when comparing to profile retrievals the AirCore profile is smoothed using the averaging
kernel matrix of the profile retrieval. The legend indicates the slopes and squared Pearson correlation
coefficients of fits to lines passing through the origin, assuming that in the absence of CO: the retrieval would
return a COz value of zero.

5.3.2.4 Real Spectra: Discussion

Profile retrievals that use real spectra and an a priori profile built from coincident in situ
measurements show CO> profile deviations up to 40-50 ppm. Even when the errors due to the a
priori meteorology are minimized, deviations from the truth due to instrument misalignment,
radiative transfer, suntracker pointing, or uncertainties in line parameters are larger than the
steepest vertical CO gradients (~5 ppm/km) observed in the ensemble of aircraft profiles from

NOAA’s ObsPack.
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When performing retrievals on the same spectra but replacing the AirCore a priori profile with a
standard a priori profile, small errors in the a priori temperature profile cause large deviations in
the retrieved CO- profile. Despite the large deviations in the retrieved profiles, the retrieval still
shows high sensitivity to XCO- but does not present a clear improvement over XCO. obtained
from scaling retrievals. Introducing a temperature retrieval or correction, as well as the ability to
model an imperfect instrument line shape, is the best avenue to improve the CO> profile retrieval
results. Section 5.4 presents an attempt at applying empirical corrections to reduce the effect of
systematic imperfections in the forward model.

5.4 Empirical Corrections

In Sect. 5.3.1, we saw that CO. profile retrievals have high sensitivity to CO; in the absence of
errors in the a priori meteorology and systematic errors in instrument line shape. In Sect. 5.3.2, we
saw that even with minimizing the effect of a priori errors, deviations from the truth in retrieved
COq. profiles caused by remaining forward model errors are larger than typical vertical variations
of CO>. Here we investigate the possibility of empirically removing the effect of those errors by
de-weighting systematic spectral fitting residuals using empirical orthogonal functions (EOFs).
EOFs have been used, for example, with retrievals from GOSAT and OCO-2 measurements
(O’Dell et al., 2018). Section 5.4.1 will present how EOFs are derived and used in the retrieval.
Results of the application of these EOFs will then be discussed in Sect. 5.4.2.

5.4.1 Empirical Orthogonal Functions

To reduce the effect of systematic residuals on retrieved profiles, empirical orthogonal functions
of the spectral fitting residuals were derived to find and remove systematic patterns in the residuals
related to temperature errors, instrument line shape, and other effects. The residuals divided by
airmass, from a set of retrievals covering a wide range of observational conditions, are stored in a
matrix M(m,n) with n the number of spectra and m the number of spectral points. Then a singular
value decomposition is performed on this matrix. The columns of the matrix of left singular vectors
are orthogonal basis vectors of the residuals and those associated with the largest singular values
represent the main patterns in the residuals, while the corresponding right singular vectors can

provide information on the temporal frequency of these patterns.
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We use a linear combination of left singular vectors. Each singular vector is associated with a
scaling factor. The scaling factor is part of the state vector and adjusted during the retrieval using
100% uncertainty. Before each inversion step, the spectrum “c” calculated with the forward model

becomes:

N
c=c+ Z a;u; (5.11)
i=1

where N is the number of EOFs to use, ordered with decreasing singular value. The first EOF,
associated with the highest singular value, is like the scaled average residual from all the spectral
residuals in the matrix M. Our implementation differs from that described by O’Dell et al. (2018)
in that here the EOFs are derived from a set of residuals obtained using scaling retrievals, and not
using profile retrievals. Since they are meant to remove systematic errors in the calculated spectra
before the retrieval adjusts the CO; scaling factors, the EOFs should be derived from a large set of
residuals obtained with scaling retrievals to have a significant effect on the profile retrieval. If they
are derived from residuals obtained with profile retrievals, these mainly include systematic error
patterns corresponding to interfering species, which are not the main source of deviations in
retrieved CO> profiles. When using scaling retrieval residuals, each EOF includes different error
patterns corresponding to CO2 absorption lines. These error patterns may be attributed to
systematic errors for the first EOF, such as errors in spectroscopy, or in the instrument line shape,
or a persistent bias in meteorology. The error patterns can also correspond to errors in the a priori
meteorology. The temporal frequency of each error pattern is contained in the corresponding right
singular vector. The right singular vectors could help diagnose, for example, biases in a priori
temperature profiles on different time scales. The right singular vectors can also be used to find
correlations between each spectral residual patterns and other quantities measured in time, such as

differences between a priori and measured meteorology.

If the residual patterns corresponding to CO: lines have the same shape as residuals caused by
errors in the a priori CO; profile shape, adjustments to the CO; scaling factors will compete with
adjustments to the EOF scaling factors in the retrieval. Because higher-order EOFs are associated
with residuals with different time periodicity, they can also introduce errors that do not exist in
calculated spectra. We chose to only include the first EOF, which represents residual patterns
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common to most spectra. The leading EOF can explain 40 to 52% of the variability in the residuals,
depending on the window, as shown in Figure 5.26. The fraction of variability is obtained as the
singular value of a given EOF divided by the sum of all singular values. The first ten EOFs in each
window are above the noise level of singular values and account for over 90% of the variability in

the residuals.
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Figure 5.26: Fraction of the variability in the spectral residuals accounted for by each empirical orthogonal
function in each CO2 window. The EOF numbers are shown in decreasing order of singular value. Panel (b)
highlights the blue rectangle inside panel (a).

5.4.2 Retrievals with Empirical Orthogonal Functions

One year of measurements from the East Trout Lake (SK, Canada) TCCON station were processed
in three ways: with scaling retrievals, with profile retrievals, and with profile retrievals including
the first EOF derived from residuals obtained with the scaling retrievals. The residuals used to
derive the EOFs are filtered such that spectra that would not pass the TCCON quality checks are
not included. To avoid isolated spectra with large residuals having a disproportionate impact on
the singular value decomposition of the matrix of residuals, all the spectra are ordered by
increasing solar zenith angle and filtered based on the root mean square of the residuals: the 500-
point rolling median is computed, and the median of the 500-point rolling standard deviation is

used as an estimate of the standard deviation o, then only spectra within 16 of the rolling median
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for all windows are used to derive the EOFs. The matrix of residuals resulting from this filtering
includes 42037 out of 64245 total spectra. XCO was retrieved from each window separately. The
statistics on the retrieved XCO error are shown in Table 5.5 for each retrieval type and for each
window. In all windows but the Strong window, the changes in XCO: error between the different
retrieval methods are small, less than 0.05 ppm. This is eight times smaller than the reported
TCCON o single-measurement precision of 0.4 ppm. However, the mean XCO: error is ~55%
larger in the Strong window with profile retrievals compared to scaling retrievals. Figure 5.27 to
5.31 show quantities derived from each type of retrieval for an example day and for each window.
In each window, the profile retrieval with the first EOF appears as an intermediate case between
the profile retrieval and the scaling retrieval. In each case, the root mean square of the residuals is

smaller for profile retrievals with the first EOF, but the XCO; error is not necessarily smaller.

Table 5.5: Statistics on the retrieved XCO: error for one year of measurements at the East Trout Lake
TCCON station. ¢ indicates the standard deviation.

XCO: error Scaling retrieval error | Profile retrieval error Profile retrieval error with
(ppm) J the first EOF

Window Mean | Median c Mean | Median c Mean | Median c

Strong 0.51 0.38 0.37 | 0.79 0.63 0.60 | 0.78 0.61 0.59

Weak1 0.89 0.64 068 | 091 0.67 0.66 | 0.90 0.66 0.66

Weak?2 0.80 0.56 0.64 | 081 0.61 0.56 | 0.80 0.61 0.56

TCCON1 0.74 0.48 0.66 | 0.79 0.51 0.70 0.79 0.51 0.70

TCCONZ2 0.69 0.45 061 | 0.74 0.47 0.66 0.74 0.47 0.66
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Figure 5.27: Quantities derived from retrievals on East Trout Lake measurements on 29 March 2018 for the
Strong window. The retrieval type is indicated by the legend: (a) the column-integrated CO: scale factor, (b)
XCOz, (c) the XCO:2 error, (d) the root mean square of the residuals as a fraction of the continuum level.
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Figure 5.28: Same as Figure 5.27 but for the TCCON1 window.
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Figure 5.29: Same as Figure 5.27 but for the TCCON2 window.
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Figure 5.30: Same as Figure 5.27 but for the Weak1 window.
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Figure 5.31: Same as Figure 5.27 but for the Weak2 window.

In Figure 5.32(a) and (b), XCO. differences are shown between profile and scaling retrievals, and
between profile retrievals including the first EOF and scaling retrievals, respectively. We have
seen that differences in XCO> error between the different retrieval types are within 0.05 ppm.
However, differences in XCO: between profile and scaling retrievals can be several times larger
than the XCO: error, indicating different sources of bias between profile and scaling retrievals. In
the Weakl window, the median of the XCO. absolute differences is ~4 times larger than the
median XCO: error, and ~3 times larger in the Strong window. In the TCCON1, TCCONZ2, and

Weak2 windows, the median of the XCO, absolute difference is smaller than the median XCO:
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error. In all but the Weak1 window, the XCO. differences are 25 to 35% smaller between August
and November than for the rest of the year. In Figure 5.32(b), the XCO differences between the
profile retrievals with EOF and the scaling retrievals are smaller and more consistent between
windows than in Figure 5.32(a). And the median of the XCO: absolute differences is smaller than
the median XCO error in all windows. Including the leading EOF in a profile retrieval reduces
the XCO; differences between the scaling and profile retrievals, but the XCO; of the profile
retrieval with EOF is more strongly correlated with the XCO: of the profile retrieval than that of

the scaling retrieval as shown in Table 5.6.
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Figure 5.32: In panel (a), the XCO:2 obtained from the scaling retrieval is subtracted from the XCO: obtained
from the profile retrieval. In panel (b), the XCO: obtained from the scaling retrieval is subtracted from the
XCO:2 obtained from the profile retrieval with EOF. In panel (c), the XCOz error from the scaling retrieval is
shown, with the median values as dashed lines. In the top two panels, the horizontal dashed lines show the
median values of absolute differences in XCO..
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Figure 5.33 and 5.34 presents the averaged retrieved profiles without and with the inclusion of the
leading EOF, respectively, coincident within +1 hour of the average sampling time of aircraft
profiles measured over East Trout Lake. The aircraft profiles were obtained from CarbonTracker
data (Jacobson et al., 2020). The deviations in the CO- profiles obtained with profile retrievals are
larger than the vertical variations in the aircraft measurements. When the retrieved profiles present
large deviations typical of temperature errors like that in Figure 5.12(b), the CO> profile obtained
from profile retrieval with the first EOF reduces the amplitude of the deviations, but the shape
persists. This is expected because the first EOF represents the average residuals, which should not
include residual features caused by temperature errors, unless the temperature errors were always
biased in the same way. We would expect the first EOF to reduce deviations like that in Figure
5.12(a). In such cases, the CO> profiles obtained from profile retrieval with the first EOF are
smoother than profile retrievals but present no clear advantage over scaling retrievals.

Table 5.6: Squared Pearson correlation coefficient for XCO:2 between the scaling and profile retrievals (SCL—
PRF), and between the profile retrieval with the first EOF and the profile retrieval (EOF-PRF).

R? SCL-PRF EOF-PRF
Strong 0.9368 0.9929
Weak1 0.9633 0.9951
Weak2 0.9586 0.9814

TCCON1 0.9922 0.9995
TCCON2 0.9931 0.9999
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Figure 5.33: Aircraft profiles measured over East Trout Lake and average profile retrieved from spectra
coincident within £1 hour of the average sampling times of the aircraft flight and without using the leading
EOF. Retrieved profiles are shown for each window as indicated by the legend. Each panel presents data
from different dates.
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Figure 5.34: Same as Fig. 5.33 but for retrievals that include the leading EOF.
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5.5 Summary and Conclusions

In this study, we investigated the use of CO> profile retrievals from near-infrared solar absorption
spectra measured by TCCON. The performance of the CO. profile retrieval was reassessed after
improvements were implemented in the forward model of GGG. Retrievals were performed using

five CO2 windows with significantly different optical opacities.

We first used retrievals on synthetic spectra to check the self-consistency. Typical errors in the a
priori H20 profile, which is retrieved with a scaling retrieval, caused limited deviations from the
truth in the CO- profile, within 5-10 ppm in the Strong window, and within 2 ppm in the other
windows. Perturbing the CO; air- and self-broadened Lorentz half-width coefficients and their
temperature dependence to within their estimated uncertainties led to CO> deviations from the truth
of less than 5 ppm. The implementation of a non-Voigt line shape is a significant improvement to
CO; profile retrievals; errors in spectroscopic parameters are no longer the leading source of
uncertainty in retrieved profiles. We observed deviations from the truth of up to 100 ppm in
profiles retrieved with typical temperature errors. The temperature profile is an important retrieval
input, but is not retrieved, thus spectral residuals caused by errors in the a priori temperature profile
are free to be suppressed by adjustments to the CO> scale factors. The implementation of a
temperature profile retrieval, or correction, is critical to improve CO- profile retrieval results. In
GGG2020, 3-hourly a priori temperature profiles are used, but temperatures can still vary by
several degrees between 3-hourly profiles and can still be wrong even without any time mismatch.
Temperature could be retrieved from CO. windows and from windows with temperature-sensitive

water vapour absorption lines.

We then performed retrievals with atmospheric TCCON spectra collected at the Lamont site,
which were coincident with AirCore profiles, including radiosonde profiles of temperature and
relative humidity; these were considered as the true state of the atmosphere. When running
retrievals with the truth as the a priori information, the deviations due to errors in the a priori
meteorology are minimized and the resulting deviations are caused by instrument misalignment,
errors in spectroscopy, or suntracker pointing. We observed CO- deviations of up to 40 ppm in
that case. Even with ideal knowledge of the a priori meteorology, the CO: deviations are larger

than the largest expected vertical CO variations and no useful profile information can be inferred
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from the profile retrieval. Stricter alignment requirements, which can be challenging to achieve in
practice, or the ability to model an imperfect instrument line shape are needed to improve profile
retrieval results. The sensitivity study of Sect. 5.3.1 could then be extended to assess the effect of

specific misalignments on the retrieved profiles.

In these retrievals, we used a full a priori covariance matrix, with off-diagonal elements, based on
comparisons between the GGG2020 a priori and aircraft vertical profiles from NOAA’s ObsPack
over the Lamont TCCON site. Before tuning the a priori covariance and considering stronger
regularizations, it must be shown that CO deviations caused by typical errors in the a priori
meteorology are smaller than typical variability in real CO. profiles. Because it is more
computationally expensive, and because it requires stronger constraints on the a priori statistics
than scaling retrievals, a profile retrieval must present clear advantages over a scaling retrieval to
justify its operational use. And with each new improvement to the CO2 a priori profiles,

requirements for profile retrieval to be better than scaling retrieval become more stringent.

An attempt at empirically correcting for systematic errors was presented, using the leading EOF
from a large set of residuals from measured spectra at the East Trout Lake TCCON site. Although
using the EOF results in smoother retrieved profiles, it still is not successful in limiting profile
deviations from the truth enough to derive useful vertical information. However, we have only
presented one approach using the EOFs, by including only the leading singular vector. There are
several possibilities for further development of empirical corrections based on the use of EOFs
that will be discussed in Chapter 7.
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Chapter 6
Simulated Retrieval of XCO,, XCH4, and
XCO in Support of AIM-North Phase 0

In Sect. 1.2 and Sect. 1.3, we saw that trace gas measurements in the Arctic are sparse despite the
region’s stronger sensitivity to climate change than lower latitudes. Although the Arctic tundra
and boreal forests currently act as land carbon sinks, and the Arctic ocean is a more effective sink
than oceans at lower latitudes, the Arctic region also holds vast amounts of carbon stored in the
permafrost. In a warming climate, those carbon stocks are susceptible to become carbon sources
and further accelerate global warming (Hugelius et al., 2020). In a permafrost carbon feedback,
release of greenhouse gases from thawing permafrost would contribute to warming, leading to
more permafrost thaw (Schuur et al., 2015). Based on incubation studies, the release of CO, from
aerobic environments would be the main driver of that feedback, rather than CH4 (Schédel et al.,
2016, 2018). It is difficult to predict to what extent such emissions from soils might be mitigated
by changes in vegetation and the northward expansion of the boreal forest (Abbott et al., 2016).

The Atmospheric Imaging Mission for Northern Regions (AIM-North) proposes to address the
lack of observational coverage in the Arctic by using a pair of satellites in a Highly Elliptical Orbit
(HEO). AIM-North proposes to provide a high density of measurements of greenhouse gases, air
quality, clouds, and vegetation productivity between ~40°N and 80°N. In the HEO configuration,
a satellite spends most of the time around the apogee, where it moves the slowest, and a pair of
satellites in HEO can achieve a temporal coverage close to that of a geostationary satellite. The
instrument dedicated to greenhouse gas observations would be a grating spectrometer or a FTS
imaging in the NIR and SWIR to measure CO2, CH4, and CO. The satellite would also carry an
ultraviolet-visible spectrometer to measure air quality: Os, NO., BrO, HCHO, SO, OCIO,
CHOCHO, aerosols and other species (Nassar et al., 2019). The coverage that AIM-North would
achieve is illustrated in Figure 6.1.
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Figure 6.1: A simplified scanning pattern for AIM-North assuming the satellite reaches apogee around
midday with a three-apogee orbit. Figure taken from Nassar et al. (2019).

The goal of the work presented in this chapter is to determine how well the AIM-North mission
could measure XCH4, XCO, and XCO; under different conditions and for two instrument designs
provided by industrial partner ABB Inc. It aims to inform possible changes required to the
instrument design to meet the mission target thresholds and goals for precision and accuracy. The
results of this study were submitted as a report to the CSA (Strong et al., 2020b). The two
instruments considered are an imaging Fourier transform spectrometer and a grating spectrometer.
The spectral window ranges and resolutions for the grating instrument are the same as for the
GeoCarb instrument (O’Brien et al., 2016; Moore III et al., 2018).

Section 6.1 presents the different parameters considered for the sensitivity study of the retrieval
error and accuracy. Section 6.1.1 describes the implementation of the FTS noise model, and Sect.
6.1.2 describes that of the grating spectrometer.

In Sect. 6.2, the results from the sensitivity study are presented. The sensitivity to the observation

geometry and surface parameters is described in Sect. 6.2.1, to a multiplicative offset in the
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radiance in Sect. 6.2.2, and to surface pressure errors resulting from pointing errors in Sect. 6.2.3.

Finally, Sect. 6.3 summarizes the results and conclusions.

6.1 Methods

To conduct this study, we used NASA’s Reusable Framework for Atmospheric Composition
(ReFRACTtor, McDuffie et al., 2018) code, available at https://github.com/ReFRACtor/framework
and https://github.com/ReFRACtor/oco (last accessed : July 10" 2021). The ReFRACtor code was
developed as a software framework for atmospheric radiative transfer and retrievals for multiple
instruments, to facilitate software reuse and the fusion of different datasets. It uses the
ACOS/OCO-2  retrieval  algorithm  (O’Dell et al., 2012; documented at
https://docserver.gesdisc.eosdis.nasa.gov/public/project/OCO/OCO_L2_ATBD.pdf, last
accessed: July 10" 2021) but with a different code implementation that includes Python modules
as wrappers to the C++ and Fortran codebase. The code had to be adapted to use the spectral
regions and instrument characteristics considered for the AIM-North greenhouse gas instrument.
NASA’s ABSCO (https://github.com/ReFRACtor/ABSCO; last accessed: July 10", 2021) codes
were used to generate absorption coefficient tables for the spectral windows presented in Table
6.1. The goals and thresholds are based on requirements set by the Global Climate Observing
System (GCOS) which suggests a precision of 1 ppm for CO», with biases less than 0.2 ppm, and
10 ppb for CHa, with biases less than 2 ppb (WMO, 2011).

Table 6.1: The AIM-North mission target goal (G) and threshold (T) for accuracy and for single observation
precision for XCH4, XCO, and XCOg, along with the spectral windows and resolutions used in this study.

.. Window Resolution
Precision | Accuracy Gratin
(%) (%) FTS (cm™) Grating (nm) | FTS (cm™) (nm) g
o] 501 530
= © c © 4200-4345 2300.6-2345.6 0.1531
XCO 1 15y | 15(T) ( 0.25
maximum
«Co, | 025 ©) | 005G) 6180.47-6257.82 1591.6-1621.2 OPD=2 cm) 0.1018
0.75(T) | 0.15(T) 4810.0-4897.16 2045-2085 0.1361
0; - . 13118.19-13192.61 757.9-772 0.0475
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https://github.com/ReFRACtor/oco
https://github.com/ReFRACtor/ABSCO

A set of a priori profiles was generated in the same way as the GGG2014 a priori profiles (Wunch
et al., 2015): a reference profile for each gas at 35°N on January 1% 2005 is empirically adjusted

to generate profiles appropriate for the latitude and date of each measurement.

The forward model computes absorption spectra from a given state vector describing surface
properties (pressure, albedo) and the atmosphere (meteorology and trace gas concentration
profiles, and aerosol optical depth). A set of 432 spectra was generated for all combinations of
variables shown in Table 6.2 and 6.3 and saved in Level 1 (L1) files. The values of these
parameters were chosen in consultation with AIM-North colleagues at ECCC to give
representative ranges of observation conditions over latitudes from 40 to 80°N. The surface albedo
was classified in eight surface types by Joseph Mendonca using MODTRAN (Berk et al., 2014),
and ASTER for snow-covered surfaces (Abrams, 2000). Even as far north as Eureka (80.05°N),
the ground is not always snow-covered and only the crop and forest surface types are not

encountered.

Table 6.2: Parameters used to generate the database of 432 synthetic spectra, with 216 scenes and two
instruments.

Input Parameter Values
Instrument FTS, grating
Solar zenith angle (SZA, degrees) 30, 60, 80
Viewing zenith angle (VZA, degrees) 0.1, 30, 60
Surface albedo (unitless) 8 surface types (see Table 6.3)
Aerosol optical depth (AOD, unitless) 0.01,0.1,0.25

Table 6.3: Albedo in each window for eight surface types.
Crop | Wetland | Tundra | Shrub | Forest | Grass New | Old
snow snow

CH4/CO 0.07 0.05 0.08 0.075 0.15 0.1 0.16 0.01
Strong CO2 | 0.05 0.07 0.09 0.09 0.165 | 0.09 | 0.05 | 0.005
Weak CO2 | 0.145| 0.135 0.17 0.178 0.17 0.25 | 0.22 0.03

02 0.3 0.25 0.22 0.2 0.23 0.38 | 0.97 0.85

Sample spectra are shown in Figure 6.2 for each band and both instruments. A code was developed

that iterates through these variables, reads the corresponding L1 spectrum from the L1 file, applies
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to it an instrument specific noise model (see Sect. 6.1.1 and Sect. 6.1.2), and runs the retrieval.
The retrieval outputs are saved in Level 2 (L2) files, which include the L1 spectrum with added
noise, the spectrum calculated with the best estimate of the state vector, the prior and retrieved
state vectors, the averaging kernel, the prior and posterior covariance matrices, the prior and
retrieved profiles and column-averaged dry-air mole fractions of CO2, CHa, and CO, and their

degrees of freedom for signal.

a) O, A-band b) Weak CO,

1.0 1 ]
0 051 :
O —— FTS
18] .
5 —— grating
© 0.0+ ! . ! . ! I
3 13000 13100 13200 6200 6250
N
© c) Strong CO, d) CH,/CO
£1.01 ]
(=]
=

0.5 1 1

0.0 1 ! i 1 i , i

4800 4850 4900 4200 4250 4300 4350

Wavenumber (cm™1)

Figure 6.2: Example spectra for both instruments and for (a) the Oz window, (b) the weak CO2 window, (c)
the strong CO2 window, and (d) the CH4/CO window. These were generated for a given scene with SZA=30°,
VZA=0.1°, albedo=forest, and AOD=0.01.

The forward model first computes a spectrum independently from the instrument model with a
small spectral spacing of 0.01 cm™, and then convolves it with an instrument line shape. Before
running retrievals, a noise model can be applied, which adds noise based on instrument
characteristics provided by ABB.
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6.1.1 FTS

For the FTS, the ILS is a sinc function completely determined by the instrument’s internal field of
view and the maximum optical path difference. The same routine that computes the ILS in GFIT
was implemented. In each spectral window, the ILS is derived using the window’s center

wavenumber and is used to convolve the spectrum in that window.

The noise model of the FTS computes a noise-equivalent spectral radiance (NESR) (Hearn,
1999; Davis et al., 2001a):

(\/Z_ql)z + (Idet)z

NESR = :
(nTAgpc QATRNT)

with I = AathfLRT do (6.1)

where each term is defined as:

NESR: noise-equivalent spectral radiance (W.m™2.sr~1. (ecm™1)™1)

R: detector responsivity (4. W™1)

L: scene radiance (W.m™2.sr~1. (cm™1)™1), this is the output of the ReFRaCtor forward model.
I: signal from scene radiance (4)

g: electron charge (4. s)

n: total modulation efficiency (unitless)

. total transmission (unitless)

Agpe: aperture area (m?), 20 cm aperture diameter

Q: solid angle of a ground sample subtended at the aperture (sr)

Agpe O = 3.14 X 1071°: étendue (m?. sr)

T = 59.4: scan time (s)

Ao = 0.25: resolution (cm™1)

Izer = 1.03 x 1071%; 7.87 x 10716 for the CO2 strong window: detector noise current density
(A.5%5).

The only parameter that is not an intrinsic, observation-independent instrument characteristic in
Eqg. 6.1 is the scene radiance L (and the signal | which is derived from it). The instrument
specific parameters were provided by ABB. The NESR in this model is the root sum square of
two noise contributions: the first term represents the scene shot noise contribution while the
second term is the contribution from detector noise. At each spectral point, the noise is then
randomly generated from a Gaussian distribution with zero mean and NESR standard deviation
as illustrated in Figure 6.3. The modulation efficiency (n), transmission (), and detector

responsivity (R) of the CH4/CO window are shown in Figure 6.4.
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Figure 6.3: Example of FTS noise (blue) generated from a given NESR (red) for part of the CH4/CO window
and calculated for a standard scene (SZA=45°; VZA=0°; AOD=0.01; albedo=0.15).
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Figure 6.4: FTS instrument characteristics: (a) modulation efficiency, (b) transmission, and (c) detector
responsivity in the CH4/CO window. These parameters are independent of observations and were provided
by ABB.
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6.1.2 Grating Spectrometer

For the grating instrument, the ILS is assumed to be Gaussian with its standard deviation equal to
the resolution. As each pixel of the detector array acts as an independent detector, the radiance in
each pixel is convolved separately with the ILS.

0.1556 1

0.1555

0.1554

(e ~. photon™1)

0.1553

Iciency

0.1552

Effi

0.1551

0.1550

2300 2310 2320 2330 2340 2350 2360 2370 2380
Wavelength (nm)

Figure 6.5: Grating instrument efficiency in the CH4/CO window. This parameter was provided by ABB.

The noise model of the grating instrument is defined as:
SA) =AQEQ) L) AL At (6.2)

where each term is defined as:

S: number of electrons collected by a pixel with bandwidth A4 during the time interval At (e)
A Q = 7.85398 x 10~ 11: Etendue (m?. sr)

E : efficiency (e. photons™1), shown in Figure 6.5 for the CH4/CO window.

L: spectral photance (photons.s™1.m™2.sr~t.nm™1), the output of the ReFRActor forward
model.

AL = 0.0476: spectral sampling interval (nm)
At = 1.2: integration time (s)
\/S: Scene shot noise (e).

As with the FTS noise model, the only parameter in Eq. 6.2 that is not an intrinsic, observation-
independent instrument parameter, is the spectral photance (expressed with photons instead of
Watts for radiance) L. The other parameters were provided by ABB.

The total noise (e) is:

n(d) =S+ N? (6.3)
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where N = 270 was provided by ABB. N is the root-sum-square of dark current shot noise,

thermal emission shot noise, quantization noise, and read-out noise (e).

The signal-to-noise ratio is defined as:

SNR(}) = %ﬁ (6.4)

where m = 3 is the spectral binning provided by ABB.

6.2 Results

In this section, we present results of the sensitivity studies in the form of plots of accuracy and
precision as a function of SNR. The SNR shown in the figures is computed as the scalar:

(6.5)

radiance
SNR = RMS <—)

75,

where S, is the diagonal of the measurement covariance matrix and “radiance” is the radiance
vector for a given spectral window (for example, one of the spectra illustrated in Figure 6.2). This
produces smaller SNR values than using the continuum of the spectrum (using only the maximum

values of the signal in the window).

In the figures presented here, unless specified otherwise, the SNRs reported with XCO; accuracies
are from the CO; strong window only, rather than a combination of SNRs from the two CO-
windows. However, XCO: is always retrieved simultaneously from both the strong and weak CO>

windows.

Accuracy is defined as:

true

X —
accuracy % = 100 X GXTui (6.6)
G

where X;; is the retrieved column-averaged dry-air mole fraction of gas G, and X£™€ is the true

value of that quantity (which was used to generate the synthetic spectrum).

Precision is defined as:
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. AXg
precision % = 100 X ——~ (6.7)
)(G
where AX, is the retrieval error. The retrieval code produces a gradient vector g representing the
change in the column-averaged dry-air mole fraction of a target gas with respect to a change of

each element i of the state vector:

_ 6X; 6.8)
9i = S(state — vector); '
from which AXj; is derived as:
AX; =+/97Sg (6.9)

where S is the a posteriori covariance matrix.

6.2.1 Sensitivity to the Scene
6.2.1.1 Standard Scene

A “standard scene” was defined with a given set of inputs: SZA=45°, VZA=0.1°, albedo=forest,
AOD=0.01. The prior covariance matrix was constructed such that the retrieval precision for XCHs

and XCO at the lowest SNRs be greater than the mission precision threshold.

The prior covariance for CO- is from the diagonal of the OCO-2 prior covariance. The prior

covariance for CO and CHys is diagonal with:

2
C.
(Sa)i,i = (c—l X Usurf) (6.10)

surf

where c; is the mole fraction in the i** atmospheric layer, Csurs 1S the mole fraction at the surface,

and og,,f is the corresponding uncertainty.
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Vertical profiles of the prior uncertainties are shown in Figure 6.6, with 200 ppb surface
uncertainty for XCHs and 80 ppb for CO. Figure 6.7 shows precision vs. SNR for this standard
scene; the continuous lines are obtained using a “prescribed noise model” where the SNR is given
as an input instead of being derived from the instrument characteristics as described in Sect. 6.1.1
and 6.1.2. In this case, the grating SNR is just replaced by the prescribed SNR and the FTS NESR

becomes:

NESR = 100 X hcA X SNRy escrivea (6.11)
where h is the Planck constant, c is the speed of light, and A is the wavenumber grid.

When the prescribed noise model is used, the prescribed SNR value is given for the CH4/CO

window (SNRngscribed), and the SNR in other windows is scaled to match the relative difference

of SNR between the windows when using the instrument characteristics:

SNR = SNRCHs —SNR%&OW 6.12
window — prescribed SNnggjL (6.12)

In Figure 6.7, the black markers show the precision for the SNR derived from the current
instrument characteristics. Figure 6.7 shows that we can expect the precision threshold to be met
for all target gases with the current instrument design over “standard scenes”, but not the goal.
Table 6.4 shows the SNR required in each window to meet the precision goal for the standard
scene. The COz goal seems especially difficult to meet and would require more than a doubling of
the current instrument SNR. In Sect. 6.2.1.2, only the realistic noise model is used (not the

prescribed SNR) for all the scenes generated from Table 6.2 and 6.3.
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Figure 6.6: Square root of the diagonal elements of the prior covariance of each species.

Table 6.4: SNR required to meet the single observation precision goal for each gas over the standard scene.
The SNR value for COz is given for the strong window.

CH4 CO CO2
Grating 100 125 >250
FTS 110 140 >250
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SZA = 45.0°; VZA = 0.1°; albedo = standard_scene; AOD = 0.01
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Figure 6.7: Precision vs. SNR for the standard scene described in the text for (a) XCHg, (b) XCO, (¢) XCO:
using the strong window SNR, and (d) XCO: using the weak window SNR. Continuous curves use a
prescribed SNR model, and black markers use the actual instrument characteristics.
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6.2.1.2 All scenes

In this section, we investigate how the instrument precision and accuracy would vary above

different scenes.

Figure 6.8 to 6.19 present results from retrievals using the real noise models, such that each point
corresponds to the black markers from Figure 6.7. For each of the 216 scenes obtained from Table
6.2 and 6.3 and for both instruments, an ensemble of 20 retrievals is run. The difference between
retrievals in each ensemble (for a given scene) only comes from a newly generated random noise.
In all the figures of Sect. 6.2.1.2, each point shows the average accuracy or precision from one of

these ensembles of retrievals.

The results shown in Figure 6.8 to 6.19 come from retrievals using the exact same a priori state
vector that was used to generate the pseudo-observation spectra. Thus, the variability only comes
from the added noise. The accuracy shown in Figure 6.8 to 6.13 is centered on zero and highlights
the spread on accuracy in an ideal case, which would be superimposed on any accuracy relationship
with SNR following a prior offset in concentration. For XCH4 and XCO; and for both the FTS and
grating instrument, it happens that this spread is coincidentally close to the mission target goal for
accuracy. For CO, the spread is close to 1%, five times smaller than the goal. What cannot be
inferred from Figure 6.8 to 6.13 is how that accuracy would evolve with SNR because it is not
possible to distinguish between a well-behaved retrieval extracting information from the
measurement and a retrieval that relies more on prior information, such as at the lower SNRs or
for CO which only presents weak absorption lines. But these show that XCH4 and XCO> would
barely meet the accuracy goal, even in the best scenes, simply due to the spread. And prior offsets

are likely to be larger than the goal accuracies.

Figure 6.14 to 6.19 present the results for precision. For each gas, the precision at SNR=0 starts
above the precision threshold by the design of the a priori covariance matrices as explained in Sect.
6.2.1.1. The precision depends strongly on SZA as SNR is higher at lower SZA. A summary of

the number of scenes that match the target threshold and goal precision is shown in Table 6.5.

For XCHag, all the scenes meet the precision threshold except scenes with old snow albedo, and all

scenes at 80° SZA except over forest, grass, or new snow albedo. Only 18/216 scenes meet the
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precision goal for the FTS, and 27/216 for the grating, at 30° SZA and for the highest albedos.

Most scenes below 30° SZA could meet the goal precision.

For XCO, none of the scenes meet the goal precision for both instruments. None of the scenes over
old snow meet the threshold, and for the FTS more scenes meet the threshold at 80° SZA than for

the grating.

For XCOz, no scenes meet the goal precision for the FTS, while only scenes at 30° SZA and at the
highest albedos meet the goal for the grating. If the goal were 0.5%, all scenes at and below 60°
SZA would meet the goal, except over old snow albedo.

Both accuracy and precision results depend strongly on the choice of a priori covariances.
Reducing the prior covariance leads to improved precision but reduced accuracy. But unlike
precision, the accuracy also depends strongly on the a priori profile offset from the truth. At zero
SNR, the accuracy is equal to the offset as all the information comes from the a priori. This can be
seen in Figure 6.21 to 6.26 in Sect. 6.2.2 for which noiseless retrievals were run with a priori
concentration profiles of CO. and CHjs increased by 2%, and CO by 15%, before running the
retrievals. In Figure 6.21 to 6.26, none of the scenes with no radiance scaling meet the goal
accuracy for any of the target gases and instruments. And for CO, all the scenes meet the threshold
accuracy only because the prior offset is equal to the threshold and accuracy decreases with SNR.
It can be argued that a constant offset to the prior profiles is unrealistic, for example for CO; a
more realistic offset might be 2-5% near the surface, decreasing to ~1% above 5 km, or simply use
the true a priori profile plus one or two a priori standard deviations. We could expect the accuracy

curves to decrease faster with SNR in that case.

Table 6.5: Number of scenes that meet the threshold and goal precision, out of 216 total scenes.

Meet threshold Meet goal
FTS Grating FTS Grating
XCHj4 153 144 18 27
XCO 173 138 0 0
XCOz2 189 189 0 45
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Figure 6.8: XCHs accuracy vs. SNR for the FTS. Each point is the average accuracy from an ensemble of 20
retrievals. Each panel shows the same points highlighted by a different variable with values indicated by the
legends: (a) SZA, (b) VZA, (c) albedo, and (d) AOD. The green lines indicate the mission goal accuracy and

the orange lines indicate the threshold.
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Figure 6.9: Same as Figure 6.8 but for the grating instrument.
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Figure 6.10: Same as Figure 6.8 but for XCO.
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Figure 6.11: Same as Figure 6.8 but for XCO and the grating instrument.
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Figure 6.12: Same as Figure 6.8 but for XCOo..
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Figure 6.13: Same as Figure 6.8 but for XCO2 and the grating instrument.
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Figure 6.14: XCHa precision vs. SNR for the FTS. Each point is the average precision from an ensemble of 20
retrievals. Each panel shows the same points highlighted by a different variable with values indicated by the
legends: (a) SZA, (b) VZA, (c) albedo, and (d) AOD.
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Figure 6.15: Same as Figure 6.14 but for the grating instrument.
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Figure 6.16: Same as Figure 6.14 but for XCO.
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Figure 6.17: Same as Figure 6.14 but for XCO and the grating instrument.
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Figure 6.18: Same as Figure 6.14 but for XCOa.
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Figure 6.19: Same as Figure 6.14 but for XCO2 and the grating instrument.

6.2.2 Sensitivity to Radiance Scaling

In this section, we investigate the effect of a radiance scaling offset on XCHa, XCO, and XCOz
retrievals. Radiance offsets could arise from errors in the instrument calibration. A new “radiance
scaling” parameter was added that scales the radiance of the pseudo-observations by 0.1, 0.3, 1, 3,
and 10%.

For each instrument, 1296 pseudo-observation spectra were generated with all combinations of
radiance scaling and parameters from Table 6.2. For each scene, the noise model computes the
noise variance and uses it to set the diagonal of the measurement covariance matrix, but no noise

is added to the pseudo-observation spectra before running the retrievals. In the figures presented
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here, only one retrieval was run for each scene instead of an ensemble of retrievals. The SNR is
always computed using the unscaled radiance, so the relative weight of the measurement and the

prior is the same for all radiance scaling values.

Before the retrieval is performed, the a priori CO2 and CHg4 profiles are increased by 2%, and the
a priori CO profile is increased by 15% compared to the profiles used to generate the pseudo-

observation spectra.

Figure 6.21 to 6.26 show the accuracy vs. the SNR for all scenes and both instruments. For a given
set of inputs, the accuracy does not always increase monotonically with radiance scaling for XCHas
and XCO., and for XCO the errors become smaller for higher radiance scaling. Here the smaller
errors for scaled pseudo-observations do not indicate an improvement from the reference case
(scaling=1), instead they should be considered as a bias to the reference accuracy. A subset of 30
retrievals did not converge (true for both instruments) for new snow albedo and for radiance
scaling values of 3% and 10%, as they reached the maximum number of iterations even after this
was raised from 7 to 20, with only one iteration reducing the cost function. In these noiseless
retrievals there is no variability caused by changing AOD, so the figures do not include an AOD

panel.

Figure 6.27 to 6.32 correspond to Figure 6.21 to 6.26, but without increasing the prior
concentration profiles before the retrievals. From these we can see that the scatter in accuracy
depends strongly on the radiance scaling, with all scenes within the goal accuracies with radiance
scaling smaller than 1%. These figures also show the larger spread in accuracy for retrievals with
the grating instrument compared to the FTS. The variability in accuracy for all the scenes
considered is relatively small for XCO, with a target goal of 5% and accuracies within 0.1% when
using the true profiles (that generated the pseudo-observation) as a priori, except for a radiance
scaling of 10%. When using the truth as prior, it is not possible to distinguish a well-behaved
retrieval from a retrieval that heavily weights the prior, such as at the lowest SNRs. Panel d) of
Figure 6.27 to 6.32 show that accuracy increases monotonically with radiance scaling, except for

new snow albedo with 10% radiance scaling.
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Figure 6.21: XCH4 accuracy vs. SNR for the FTS, with prior concentration offset. Each panel shows the same
points but highlighted by a different input from Table 6.2: (a) SZA, (b) VZA, (c) albedo, and (d) radiance
scaling. The legend is presented in Figure 6.20.

192



XCH4 % error

XCH4 % error

grating XCH4 accuracy

3.0 a) SZA b) VZA
251" o
op ';;.
20Ji4‘:‘= -, e k,-té - . —
15{ B - L
' ‘i - -: ‘i é, [ :
Lo %ya Yo
0.5 e (. =
Dl L Y B LI
0.0 ____________I __________ T — ____________I __________ T ———
3.0 c) albedo d) radiance scaling
2.5 | :" " :‘. -
e e
2.0 {2 % . . - - - -
xoo . “00 L4
1 5 4 N :‘ L .il e,
' 1) o,; o e $ o,;, .-
Lot—hy o % 5.
i3 08 LR | *
0.5 “dh s A *
L 1) ah 1§ :
0.0 fozomzzmmmmgmmmmmm e tBae | %% __ the ___
0 50 100 0 50 100
SNR SNR

Figure 6.22: Same as Figure 6.21 but for the grating instrument.
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Figure 6.23: Same as Figure 6.21 but for XCO.
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Figure 6.24: Same as Figure 6.21 but for XCO and the grating instrument.
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Figure 6.27: XCHa4 accuracy vs. SNR for the FTS, without prior concentration offset. Each panel shows the
same points but highlighted by a different input from Table 6.2: (a) SZA, (b) VZA, (c) albedo, and (d)
radiance scaling. The legend is presented in Figure 6.20.
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Figure 6.28: Same as Figure 6.27 but for the grating instrument.
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Figure 6.29: Same as Figure 6.27 but for XCO.
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Figure 6.30: Same as Figure 6.27 but for XCO and the grating instrument.
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Figure 6.32: Same as Figure 6.27 but for XCO2 and the grating instrument.
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6.2.3 Sensitivity to Surface Pressure

In this section, we investigate the effect of surface pressure offsets on retrievals of XCH4, XCO,
and XCOa. Kiel et al. (2019) showed that pointing errors of up to 130 arcseconds could cause
XCO:z biases over topography for OCO-2 measurements. A surface pressure error of 1 hPa, which
corresponds to an altitude difference of ~8 m at sea level, could cause XCO; biases of 0.4 ppm. It
is the steepness rather than the actual elevation that is relevant for the pointing offsets to translate
to prior surface pressure errors. A mis-pointing of a few arcseconds over topography with steep
slopes can lead to large surface pressure errors. The origin of pointing errors will be different for
AIM-North’s highly elliptical orbit, which is further from Earth and slower compared to a low-
Earth orbit like that of OCO-2.

ECCC derived a set of 36 surface pressure offsets over hilly and mountainous terrain and for two
pointing errors of 0.72 and 20.6 arcseconds using a digital elevation model over the St. Elias
Mountains (Yukon, the tallest mountain in Canada) for the mountains and over the La Cloche
Mountains (Ontario) for the hills. 0.72 arcseconds (3.5 microradians) was chosen as an optimistic
estimate of the pointing knowledge accuracy that we would hope to achieve from AIM-North over
a period of 60 s (after geolocation correction), while 20.6 arcseconds (100 microradians) was
arbitrarily chosen. Each pressure offset is associated with a given viewing angle. 288 synthetic
spectra were generated for each set of VZA and true surface pressure from Table 6.6 and 6.7 and
for four SZAs (30°, 45°, 60°, and 80°). The pressure offsets are defined for three different positions
of the satellite on its orbit, and for each of these positions three pressure offsets are considered
using the median difference with the true pressure plus one, two, and three standard deviations.
The other input parameters are AOD=0.01, and forest albedo (see Table 6.2). Before running
retrievals on these spectra, the erroneous surface pressure is used as a priori surface pressure, and
the same offset as with the radiance scaling test (Sect. 6.2.2) is applied to the prior concentration
profiles: +2% for CH4 and CO2, and +15% for CO. Surface pressure is one of the retrieved
quantities and its prior uncertainty is set to 4 hPa, the same as used for OCO-2 retrievals. With this
prior uncertainty, retrievals will typically not adjust the a priori pressure by more than 10 hPa.
When the pressure offset is close to 0 hPa we do not expect an accuracy close to 0, instead we
expect the accuracy to be the same as presented in Figure 6.21 to 6.26, with a radiance scaling

value of 1.0 and forest albedo. Even though the retrievals are noiseless, the measurement
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covariance is still set the same way as if noise was added, and so is the relative weight of the

measurement to the prior.

The results are shown in Figure 6.33 to 6.38 for each retrieved gas and both instruments. Both
XCO, and XCHag errors decrease as the pressure offset decreases, but there is no clear effect on
XCO accuracy. This could be due to the CO absorption lines being much weaker than the XCH4
lines and thus less affected by a pressure offset, or because most of the differences caused by the

pressure offsets are compensated by adjustments to the CHj4 lines rather than CO.

Figure 6.39 to 6.42 show the results for retrievals without applying an offset to the prior
concentration profiles for pressure offsets smaller than 10 hPa. Note the accuracy as defined by
Eq. 6.6 has a negative value when the retrieved Xgas is smaller than the truth (used to generate the
synthetic spectrum). The errors are smaller for the grating instrument compared to the FTS. In both
cases, the XCO errors are below the target goal for accuracy (0.5%) even for the largest surface
pressure errors. Figure 6.45 to 6.50 correspond to Figure 6.39 to 6.44 but include the full range of
surface pressure errors. Table 6.8 shows the surface pressure error below which the goal and
threshold accuracies are met for XCHs and XCO; at SZA=45°. The grating instrument presents a
better tolerance to surface pressure error because the retrieval recovers more of the surface pressure
offset as shown in Figure 6.51. This could be due to the different SNR in the Oz window in which
the grating SNR is ~1.8 times greater than the FTS SNR. Meeting the target threshold for XCO-
accuracy requires surface pressure errors smaller than 2.5 hPa for the FTS and less than 7.5 hPa
for the grating (at SZA=45°). Such a requirement will make it difficult to obtain good observations

over topography without bias correction, even with a 0.72 arcsecond pointing error.
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Table 6.6: Viewing zenith angle, true surface pressure (“Truth”), and erroneous surface pressure (“Err”) due
to a 0.72 arcsecond pointing error over mountains and hills. AP is the pressure difference between “Truth”
and “Err”, and ¢ is standard deviation.

Terrain Orbital Case VZA Truth Err AP
Location (degrees) (Pa) (Pa) (Pa)
Median 21 92592.6 | 92525.16 | -67.44

Beginning Median + 1o 19.78 | 90500.96 | 90385.49 | -115.47
Median + 3o 21.28 | 93808.73 | 93254.15 | -554.58
Median 18.62 | 90252.47 | 90190.86 | -61.61
Mountain Middle Median + 1o 18.19 | 91698.25 | 91471.63 | -226.62
Median + 3o 19.35 | 92592.85 | 92232.38 | -360.47
Median 39.25 | 99396.06 | 99347.78 | -48.28
Apogee Median + 1o 38.73 85989.7 | 85943.85 | -45.85
Median + 3o 40.14 | 89552.37 | 89272.1 | -280.27
Median 23.68 | 98249.96 | 98246.56 | -3.4
Beginning Median + 1o 23.72 97757.43 | 97751.31 | -6.12
Median + 3o 23.7 98041.71 | 98025.39 | -16.32

Median 22.54 | 97422.85 | 97419.46 | -3.39

Hills Middle Median + 1o 22.57 ]97390.27 | 97396.01 | 5.74
Median + 3o 2249 | 97453.27 | 97450.42 | -2.85

Median 18.18 | 97661.51 | 97658.9 | -2.61

Apogee Median + 1o 18.61 | 96515.29 | 96516.5 1.21
Median + 3o 18.57 96452.5 | 96459.62 | 7.12
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Table 6.7: Same as Table 6.6 but for a pointing error of 20.6 arcsecond.

Terrain Orbi'gal Case VZA Truth Err AP
Location (degrees) (Pa) (Pa) (Pa)
Median 20.81 86557.9 | 84937.56 | -1620.34
Beginning Median + 1o 20.53 90109.52 | 86452.09 | -3657.43
Median + 3o 22.19 96318.75 | 85344.06 | -10974.7
Median 19.33 88602.45 | 87052.48 | -1549.97
Mountain Middle Median + 1o 20.54 93474.12 | 89803.55 | -3670.57
Median + 3o 21.13 92255.43 | 81784.2 | -10471.2
Median 41.26 72527.4 | 70488.33 | -2039.07
Apogee Median + 1o 40.7 97875.91 | 95172.55 | -2703.36
Median + 3o 39.63 94928.07 | 87032.51 | -7895.56
Median 23.62 98546.9 | 98460.31 -86.59
Beginning Median + 1o 23.73 97721.4 | 97549.63 | -171.77
Median + 3o 23.1 97692.26 | 96988.84 | -703.42
Median 20.88 08395.51 | 98310.84 | -84.67
Hills Middle Median + 1o 22.59 97496.33 | 97296.28 | -200.05
Median + 3o 21.45 97898.23 | 97180.76 | -717.47
Median 17.71 98500.17 | 98432.36 -67.81
Apogee Median + 1o 18.3 97209.19 | 96940.6 | -268.59
Median + 3o 18.47 97066.08 | 96526.64 | -539.44
Table 6.8: Surface pressure errors below which the target goal and threshold accuracies are met for
SZA=45°,
(hPa) XCHa _ XCO2 _
FTS Grating FTS Grating
Goal 2.5 20 1.25 2
Threshold 7.5 30 2.5 7.5
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Figure 6.33: XCHa accuracy vs. surface pressure error for the FTS, highlighted by (a) SZA, and (b) VZA.
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Figure 6.34: Same as Figure 6.33 but for the grating instrument.
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Figure 6.35: Same as Figure 6.33 but for XCO.
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Figure 6.36: Same as Figure 6.33 but for XCO and the grating instrument.
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Figure 6.37: Same as Figure 6.33 but for XCO:x.
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Figure 6.38: Same as Figure 6.33 but for XCO: and the grating instrument.
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Figure 6.39: XCHa accuracy vs. surface pressure error for the FTS, highlighted by (a) SZA, and (b) VZA. The
a priori concentration profiles were not offset before the retrievals.

XCH4 % error

a) SZA grating XCH,4 accuracy b) VZA
0.5 41
SZA
0.4 * 300 1 39
0.3 e 45,0 i
e 60.0 38
0.2 1 * 800 T
24§
l I wole I w o . 22
0.0 - : R : L
- L - - 20
e B e e " R B B R 1
18
-0.2 1 1
T T T T T T T T T T 0
-10 -8 -6 -4 =2 0 -10 -8 -0 -4 -2 0
AP (hPa) AP (hPa)

Figure 6.40: Sane as Figure 6.39 but for the grating instrument.
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Figure 6.41: Sane as Figure 6.39 but for XCO.
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Figure 6.42: Same as Figure 6.39 but for XCO and the grating instrument.
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Figure 6.43: Same as Figure 6.39 but for XCO:x.
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Figure 6.44: Same as Figure 6.39 but for XCO: and the grating instrument.
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Figure 6.45: Same as Figure 6.39 but including the full range of surface pressure errors.
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Figure 6.46: Same as Figure 6.45 but for the grating instrument.
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Figure 6.48: Same as Figure 6.45 but for XCO and the grating instrument.
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Figure 6.49: Same as Figure 6.45 but for XCO:x.
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Figure 6.50: Same as Figure 6.45 but for XCO: and the grating instrument.
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Figure 6.51: Retrieved minus true pressure as a function of the surface pressure offset, at 30° SZA.

6.3 Summary and Conclusions

This work explored the predicted behaviour of the precision and accuracy of the two instruments
considered by AIM-North for measuring greenhouse gases. The ReFRACtor retrieval code was
adapted to match the instrument design of the AIM-North mission. Sets of synthetic spectra were
generated for 216 scenes with varying albedo, solar zenith angle, observation zenith angle, and

aerosol optical depth.

For both the FTS and grating instruments, most scenes at SZA<30° should meet the precision goal
for XCH4 and XCO3, and most scenes at SZA<80° should meet the precision threshold, except
over surfaces with old snow albedo. None of the scenes met the precision goal for XCO, and all
scenes except over old snow or over low albedo surfaces at 80° SZA met the precision threshold
for XCO. For XCHg, all scenes at SZA<60° have a precision better than 1% except over old snow
and wetland albedo. For XCO: all scenes at SZA<60° have a precision better than 0.5% (0.4% for
the grating), and all scenes at SZA<30° have a precision better than 0.4% (0.3% for the grating).

When performing retrievals with the same state used to generate the noisy pseudo-observations,

the spread in the retrieved accuracy is of the order of the accuracy goal for XCHs and XCO,,
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indicating that even in an ideal case, the goal would be difficult to meet. When applying a constant
+2% offset to the a priori concentration profiles, none of the scenes meet the threshold accuracy
for XCO, and XCHa4. Since the retrieval accuracy strongly depends on the a priori profile errors,

it could be useful to run simulations with more realistic a priori profiles.

For both XCO2 and XCHea, radiance scaling errors should be less than 1% to meet the goal accuracy
and less than 3% to meet the threshold accuracy in an ideal case with exact a priori concentration

profiles. For XCO, the retrieval accuracy was better than 0.5% even for a +10% radiance scaling.

The retrievals with erroneous surface pressures lead to more stringent requirements for the FTS
than for the grating, possibly due to the higher SNR in the O, window for the grating compared to
the FTS, allowing the retrieval to recover more of the applied pressure offsets. Meeting the goal
accuracy would require surface pressure errors smaller than 1.25 hPa for the FTS and 2.5 hPa for
the grating at SZA=45°.
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Chapter 7
Summary, Conclusions, and Future Work

7.1 Summary and Conclusions

This thesis first highlighted the importance of studying the carbon cycle and of improving
measurements of greenhouse gases. The Arctic region is of particular interest because of its higher
sensitivity to climate change and because it holds large reservoirs of carbon that may become new
carbon sources during this century. Measurements of total column CO2 can help improve our
understanding of the carbon cycle and monitor the distribution and evolution of carbon sources
and sinks. Such measurements can be made with a high spatial coverage from space and rely on
more accurate ground-based measurements for their validation. The use of atmospheric
measurements of CO; to characterize surface sources and sinks in inversion studies requires highly
precise and accurate measurements to be reliable, to better than 1 ppm for XCO2. And ground-
based measurements need to be even better to be used as validation tools for space-based

measurements.

A total of 57865 NIR solar spectra were collected at PEARL since 2015 over 413 measurements
days, extending the previous 2010-2014 record. The processing of these measurements was
improved by applying solar zenith angle corrections to mitigate the effect of pointing errors of the
solar tracker; these corrections reduce the diurnal variations in XAir and the resulting change in
XCO2 is up to 0.05 ppm. The importance of accurate surface pressure measurements was
highlighted and errors in the record of surface pressure were addressed, initially as high as ~1.2
hPa in the original RO data revision, leading to XCO: errors of ~0.1 ppm. These improvements led
to new TCCON data revisions R1, R2, and R3. This work fulfilled the first objective of this thesis
as outlined in Sect. 1.4 to maintain and improve the record of NIR measurements at Eureka.
TCCON measurements were used to validate results of CO2 and CH4 simulations by the GEM-
MACH-GHG model in development at ECCC (Polavarapu et al., 2016). The data collected also
contributed to validation studies of OCO-2 XCO2 (Wunch et al., 2017; Kulawik et al., 2019; Kiel
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et al., 2019), TROPOMI XCHs and XCO (Schneising et al., 2019; Sha et al., 2021), and MOPITT
XCO (Hedelius et al., 2019).

The GFIT2 profile retrieval algorithm was implemented in GGG2020, which is a new version of
the TCCON retrieval algorithm that includes improvements to the forward model and
spectroscopic linelist. A method was developed to determine the leading sources of variability in
retrieved CO; profiles using synthetic spectra. It was shown that the retrieved profiles are most
sensitive to realistic errors in the a priori temperature profiles, as a 2°C error between 0.8-0.65 atm
would cause CO- profile artifacts too large to detect even the steepest vertical gradients of CO>
(~ 5 ppm/km from the surface to 3 km). This work addressed the second objective of the thesis
and showed that a temperature retrieval, or correction, would be the best avenue to improve CO;
profile retrievals. Another method was developed to estimate how well CO> profiles can be
retrieved when the errors in the a priori state of the atmosphere are minimized. Composite profiles
using AirCore and surface measurements were built and used in retrievals with real spectra
coincident with the measurements. This work showed that even with ideal a priori knowledge of
the atmospheric state, further improvements to the forward model would be needed to retrieve CO>
profiles accurately enough to detect changes in the vertical distribution of CO». Despite the large
variability observed in retrieved profiles, XCO, compares well to that obtained with scaling
retrievals but presents no clear advantage. The option to use empirical orthogonal functions was
implemented in GFIT2 and first tested using only the leading EOF. Possible next steps to improve
GFIT2 profile retrievals are discussed in Sect. 7.2.2.

To address the lack of observational coverage in the Arctic region, ECCC and the CSA are
proposing the AIM-North satellite mission. Work was done to support Phase 0 of this proposal to
inform the future instrument design, fulfilling the third objective of this thesis. The satellites would
carry, amongst other instruments, a spectrometer to measure XCO2, XCHs, and XCO. NASA’s
ReFRACtor algorithm was adapted to generate synthetic spectra based on given instrument
characteristics. Retrievals were run on these spectra to evaluate with what precision and accuracy
the target gases could be retrieved over different scenes and in the presence of errors in the
measured radiance or in the pointing of the instrument. Over a standard scene (forest albedo;
SZA=45°;, VZA=0.1°; AOD=0.01) the retrieval precision for the given instrument characteristics

were ~0.6% for XCH4, ~8% for XCO, and ~0.4% for XCO.. Results showed that meeting the
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mission goal accuracy would require the instrument to measure radiances with an accuracy better
than 1% and to use an a priori surface pressure with an accuracy better than 1.25 hPa for the FTS
and 2.5 hPa for the grating at SZA=45. GEOS5-FPIT assimilates surface pressure observations
with errors of ~1 hPa, but OCO-2 retrieved surface pressure presents a mean bias of +2 hPa (up to
~5 hPa at high latitudes) that could be attributed to errors in the parametrization of the temperature
dependence of O absorption lines (O’Dell et al., 2018). Thus, accurate surface pressure retrievals
may prove challenging and require improvements to the O> A-Band spectroscopy. These results
can be used by the AIM-North team to decide if they should adapt the instrument design for the
instrument to meet their precision and accuracy goals and thresholds over specific scenes and given

expected pointing accuracies.

7.2 Future Work

Direct follow-up work from this thesis should include further improvements to the measurements

at Eureka and further improvements to the GFIT2 profile retrieval algorithm.

7.2.1 Measurements at Eureka

There are several ways the measurements at Eureka with the PEARL Bruker 125HR FTS could be
improved. The instrument could benefit from improved automation to take full advantage of
periods with permanent daylight, and the data processing could be improved by making the
derivation of solar zenith angle corrections more systematic. Finally, the surface pressure

measurements could be improved by more frequent calibrations.

7.2.1.1 Automation

The 125HR measurements at Eureka are currently not fully automated. The solar tracker needs to
be started manually, and the detectors need to be filled with liquid nitrogen for MIR measurements.
The tracker can shut down by itself when there is not enough sunlight, but not when the wind speed
is too high nor when there is precipitation. The tracker computer could be set up to read wind and
precipitation measurements from the PEARL weather station and use that information to determine
when to open or close the dome. To complete the automation of measurements, an automated
liquid nitrogen filler could be installed. However, even with these improvements, the operation of
the PEARL 125HR would still require operator intervention to change the beamsplitter between
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MIR measurements for NDACC and NIR measurements for TCCON. But the automation of the
tracker would result in at least a doubling of the measurements made when Eureka is under
permanent daylight from mid-April to late August; this might also require modifying the
suntracker program to avoid cable wrapping by avoiding to rotating more than 360° degrees in
azimuth. If there is such an issue with the azimuth angle range, the tracker could be sent in the
opposite azimuth direction past a fixed threshold. Currently and despite the permanent daylight,
measurements are stopped when operators return to the Eureka Weather Station at the end of the
day, or before they go to sleep if they are willing to keep monitoring the measurements remotely

until then.

7.2.1.2 NIR Data Processing

Section 4.4 described a solar zenith angle correction applied during the processing of Eureka NIR
spectra for TCCON to correct for small pointing errors of the solar tracker. Although this method
is reproducible, it requires filtering the data in a way that may seem arbitrary, and two users
applying the method independently to new data may identify different time periods for deriving
the SZA corrections. Unless the derivation of the SZA corrections can be made completely
automated, the application of the SZA corrections may need to be reconsidered. The application
of the SZA corrections may not be necessary if the camera could be placed inside the source
compartment of the FTS in order to observe the image of the sun on the entrance field stop rather
than its current placement on the side of the instrument looking directly at the sunbeam. The

camera would also be less vulnerable to accidents inside the instrument.

7.2.1.3 Pressure Measurements

Section 4.5 presented issues with surface pressure measurements that were found since 2014. It
highlights the importance of regularly monitoring the quality of the surface pressure
measurements. These should be compared to a Paroscientific Digiquartz pressure standard once a
year. The processing of the Eureka data could benefit from installing a new complete weather
station dedicated for the 125HR measurements.
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7.2.2 Profile Retrieval

Based on results presented in Chapter 5, the best avenue to improve profile retrievals with GFIT2
is to implement a temperature retrieval. Different methods to retrieve temperature or correct for
temperature errors are presented in Sect. 7.2.2.1. The use of Empirical Othogonal Functions could
be further explored as suggested in Sect. 7.2.2.2. Finally, a method to combine profiles retrieved
from different windows is introduced in Sect. 7.2.2.3 and could be re-evaluated after the

implementation of a temperature retrieval.

7.2.2.1 Temperature Retrieval

A direct follow-up of the profile retrieval study presented in Chapter 5 would be the
implementation of a temperature retrieval in GFIT2. There are several ways temperature can be
retrieved, for example using a scaling retrieval with the whole a priori temperature profile scaled
by a single scale factor, or using a profile retrieval with a scaling factor at each level. We saw that
the CO- profile retrieval is particularly sensitive to temperature errors between 0.8-0.65 atm. When
comparing a priori temperature profiles to coincident radiosonde profiles, the differences are
typically within 2 K above 5 km and can grow to >5 K close to the surface. Thus, a scaling factor
could also be retrieved for the troposphere only. First, the derivative of the forward model with
respect to temperature must be implemented in GFIT/2 when computing the Jacobian matrix (the
derivative of Eg. 3.38 with respect to temperature). In GFIT/2, the absorption coefficients are pre-
computed and do not change between iterations, even though they are a function of temperature
and gas amounts. For a temperature retrieval, it may be necessary to recompute absorption
coefficients at each iteration, which is very time consuming. The OCO-2 retrieval algorithm does
this, which is why it uses lookup tables for absorption coefficients to optimize the time taken to

recompute them at each iteration.

A temperature retrieval could also be attempted with a method similar to the empirical orthogonal
functions described in Sect. 5.4.1. Instead of using error patterns derived from the SVD of a large
set of spectra, we could try using the residual vector from a scaling retrieval on a synthetic
spectrum, but with a known temperature perturbation applied. A retrieved scale factor applied to

that residual vector could be converted to a temperature offset.
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Finally, instead of being adjusted during the retrieval, temperature can be corrected in post-
processing. This was tested for GFIT by Sabrina Arnold at Caltech, A detailed description of this
method was presented by Geoff Toon at the 2016 NDACC-IRWG and TCCON meeting (Toon et
al., 2016b). It relies on a sensitivity analysis to estimate the change in the volume scale factor
(VSF) of as a given trace gas for a change in temperature, and then expressing the VSF with a
given temperature error with a linear expansion:
N d(VSF
VSF(T + AT) = VSF(T) + AT; g (7.1)
i=1 dTi
where N is the number of atmospheric levels, VSF(T) is the VSF retrieved by GFIT with the a

priori temperature profile T, AT is the temperature error (or temperature correction) derived from

fits to H2O windows with different temperature sensitivities, and the term 2USF) s derived for each

1

retrieval window from a set of retrievals using synthetic spectra and specific temperature and H.O
offsets at various airmasses. A regression is performed on the results of these retrievals on synthetic
spectra to derive coefficients that best fit the retrieved VSF for each spectrum following the

assumed expression:

d(VSF)
dT

~ c; + C,AM + c;H,0 + ¢, T (7.2)

where AM is the airmass, H,O is the column of water, and T is the surface temperature. An issue
with this method of applying temperature corrections is that a temperature correction can be
obtained even in the absence of temperature error, for example when applied with retrievals on
synthetic spectra where only the H>O profiles are perturbed. Such a drawback would likely be
present in all of the temperature retrieval methods proposed, with errors in other parameters

resulting in spurious temperature errors.

The different methods of temperature retrieval and correction summarized here could be tested
with GFIT2 and the results compared with each other. These methods could be evaluated using
real spectra with coincident radiosonde profiles of temperature, such that a good estimate of the

true temperature error would be known.
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7.2.2.2 Empirical Orthogonal Functions

In Sect. 5.4, the use of EOFs was presented but only included the leading EOF. However, the
leading EOF corresponds to systematic biases common to most spectra and should not include
residual patterns caused by temperature errors, which are the errors that should cause the most
variability in retrieved profiles. The use of EOFs could be extended by identifying and including

the EOF that most closely corresponds to residuals caused by temperature errors.

7.2.2.3 Combined Windows

During this thesis, a method to combine profiles retrieved from different spectral windows was
tested. However, it still requires more work and results were not included in the study presented
in Chapter 5. The principle is to obtain the combined profile x,. from the profiles retrieved in N

windows as:

—(N - 1)5;1xa) (7.3)

N
Xy = Sr ([z §{1’fi
i=1

Where S; is the a posteriori error covariance matrix for the i window and S, is the combined a

posteriori covariance matrix:
N
S, = <Z S t+ K{S;}K,-) — (N —-1)S;1. (7.4)
i=1

The combined averaging kernel can be defined as:

N
A, = (s;l + Z K,-TSy,iKi> Z 1S, K. (7.5)
i=1

i=1

In these equations (N — 1) contributions of the a priori profile or covariance matrix are empirically
subtracted to obtain expressions equivalent to a joint-band retrieval. These combined profiles tend
to be strongly weighted towards the profile retrieved from the Strong window and can amplify

deviations from the truth caused by systematic errors. The removal of window-dependent biases
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as done for total columns in the TCCON post-processing was not straightforwardly applicable to

retrieved profiles and could be the subject of future work.

7.2.3 AIM-North

The study presented in Chapter 6 could be extended by investigating the effect of changing the
FTS instrument resolution on retrieval precision and accuracy. More sensitivity experiments could
be explored, like the effect of perturbing the aerosol optical depth. Not taking aerosols into account
can lead to ~1% (~4 ppm) errors in XCO, for OCO-2 retrievals (Nelson and O’Dell, 2019). Further
sensitivity studies could examine polarization, scene inhomogeneity, optimization of the spectral
resolution of the FTS, and improvements to the quality of O and surface pressure retrieval perhaps

using the 1.27 micron band, with or without the A band.

Validation is crucial to the success of every satellite mission. The accuracy requirements of
greenhouse gases like CO2 and CHg are stringent as we need to detect changes in emissions that
are small compared to their natural fluxes and interannual variability. Global persistent biases are
most easily removed by applying an additive or scaling factor to match ground-based observations
like that of TCCON, which are tied to the WMO scale. However, more complex bias correction
schemes are necessary to identify and remove biases that depend on time or retrieval parameters
(e.g., solar zenith angle, surface pressure, surface albedo, topography). The OCO-2 bias-correction
algorithm improves the XCO- precision from 3.11 ppm to 0.83 ppm when using a multi-model
median approach (O’Dell et al., 2018); this allows the OCO-2 XCO: products to meet the
demanding 0.25% (~1 ppm) XCO: precision requirements for improving our understanding of the
carbon cycle (Rayner and O’Brien, 2001; Miller et al., 2007). To ensure its success, the AIM-
North mission should develop a validation plan that includes support for the maintenance or
expansion of existing ground-based networks in the Arctic and boreal regions. AIM-North will

need a bias-correction team and a validation team.
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