
Measurements of Atmospheric Ozone, NO2, OClO, and 
BrO at 80°N using UV-Visible Spectroscopy 

 by  

Cristen Luna Frith Adams 

A thesis submitted in conformity with the requirements 
for the degree of Doctor of Philosophy 

Graduate Department of Physics 
University of Toronto 

© Copyright by Cristen Adams 2012 



 

ii 

 

Measurements of Atmospheric Ozone, NO2, OClO, and BrO at 

80°N using UV-Visible Spectroscopy  

Cristen Luna Frith Adams 

Doctor of Philosophy 

Graduate Department of Physics 
University of Toronto 

2012 

Abstract 

The motivation for this thesis was to study chemical and dynamical processes in the Arctic 

stratosphere, using data from two ground-based spectrometers (GBSs).  The GBSs took 

atmospheric trace gas measurements at the Polar Environment Atmospheric Research Laboratory 

(PEARL), which is located at Eureka, Nunavut, Canada (80.05°N, 86.42°W) and operated by the 

Canadian Network for the Detection of Atmospheric Change.  The University of Toronto GBS 

took measurements at Eureka on a campaign basis from 1999-2011.  The PEARL-GBS was 

installed permanently at Eureka in 2006 and has taken measurements during the sunlit part of the 

year since then. 

GBS and other ground-based ozone and NO2 column measurements were compared with 

Atmospheric Chemistry Experiment (ACE) and Optical Spectrograph and Infra-Red Imaging 

System (OSIRIS) satellite measurements above Eureka.  Ozone from all instruments agreed 

within 9.2%, while NO2 from most instruments, including the GBS, agreed to within 20%. 

On 1 August 2008, a solar eclipse of 98% totality passed over Eureka.  GBS NO2 increased to 

1.84 12.0
43.0


 times normal levels.  This agrees with a ratio of 1.91 that was calculated using a 

photochemical model, adjusted for reduced sunlight during the eclipse. 

In spring/winter 2011, up to 47% (250 DU) ozone loss was calculated using GBS data and 

modeled passive ozone.  This was the largest ozone loss in the 11-year GBS measurement 

record.  GBS OClO was elevated, indicating chlorine activation and NO2 was low, suggesting 

denitrification.  GBS, satellite, and chemical transport model data were used to investigate the 
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2011 vortex breakup.  NOx transport led to middle-stratosphere ozone loss within an anticyclone.  

Furthermore, isolated, or “frozen-in”, vortex and lower-latitude airmasses were observed 

following the vortex breakup. 

Stratospheric BrO was retrieved from spring 2008 GBS zenith-sky measurements, using an 

optimal estimation technique.  GBS BrO was compared with OSIRIS and Ozone Monitoring 

Instrument (OMI) satellite data.  Discrepancies are partly attributed to bromine explosions in the 

boundary layer.  New off-axis GBS measurements taken in spring 2010 are sensitive to boundary 

layer bromine.  The combination of GBS stratospheric and tropospheric BrO measurements will 

be useful for future estimates of the Arctic bromine budget. 
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1 Introduction 

The Arctic is warming at the fastest rate in the world due to the amplification of climate change 

through feedbacks such as the albedo-ice effect [e.g., Hansen et al., 2006].  In 2007, the Arctic 

sea-ice extent declined to record lows, which could not be explained by current models [Comiso 

et al., 2008].  In 2011, sea-ice reached similar lows, as shown in Figure 1.1, and arguments are 

emerging that we are in a new regime of low sea-ice extent [Melsheimer et al., 2011].  

Meanwhile, in spring 2011, an ozone hole formed in the Arctic for the first time on record 

[Manney et al., 2011].  This occurred because the stratosphere was more isolated and low 

temperatures were more long-lasting than any other year on record.  Within the last decade, the 

Arctic stratosphere experienced the four warmest and the two coldest winters since the 1970s 

[Manney et al., 2011 and references therein].   

These changes, from sea-level to the middle atmosphere, involve complex interactions between 

dynamics, radiation and chemistry.  In order to understand these interactions, measurements of 

many atmospheric components over a large altitude range are necessary.  Eureka, Nunavut, 

Canada (80.05°N, 86.41°W) is an excellent location for Arctic atmospheric studies.  Weather 

measurements have been taken at Eureka since 1947 and indicate a surface warming of 3.2°C 

from 1972-2007, with a rate of +0.88°C per decade [Lesins et al., 2010].  In 2005, the Canadian 

Network for the Detection of Atmospheric Change (CANDAC) began to install a suite of 

instruments at the Polar Environment Atmospheric Research Laboratory (PEARL) at Eureka to 

measure atmospheric constituents and parameters from 0-100 km.  Prior to this, Environment 

Canada hosted scientific instrumentation at the same location under the name Arctic 

Stratospheric Ozone observatory (AStrO). 

From 1999 to the present, ozone and related trace gases were measured by UV-visible 

spectrometers at Eureka.  Ozone is just one piece of the Arctic climate puzzle: on the basic level, 

tropospheric ozone encourages warming through the absorption of long-wave radiation, while 

stratospheric ozone has a slight cooling effect, as it prevents short-wave radiation from reaching 

the surface [IPCC, 2007].  However, at a closer inspection, changes in climate affect ozone and 

changes in ozone affect climate in a variety of ways.  These interactions involve both chemical 

and dynamical effects in the troposphere and stratosphere. 
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Figure 1.1: Monthly September ice extent for 1979 to 2011 shows a decline of 12.0% per decade.  Figure 

from the National Snow and Ice Data Center [NSIDC, 2011]. 

 

The motivation behind this thesis is to better understand some of these mechanisms through the 

interpretation of ozone, NO2, BrO and OClO columns in the Arctic measured by UV-visible 

spectroscopy.  To produce an accurate and well-characterized dataset, instruments were tested 

and optimized, consistent data analysis and quality control techniques were implemented, and 

measurements were validated during a formal intercomparison campaign.  Using the resulting 

11-year dataset, the following scientific questions were addressed: 

 How well do Atmospheric Chemistry Experiment (ACE) and Optical Spectrograph Infra-

Red Imaging System (OSIRIS) satellite ozone and NO2 measurements agree with ground-

based measurements at Eureka? 

 Is our current understanding of stratospheric odd-nitrogen photochemistry correct? 

 How did the record 2011 Arctic ozone depletion compare to previous years? 

 How much BrO is there above Eureka and how is it distributed in altitude? 
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This chapter introduces atmospheric ozone, with a focus on current understanding, open 

scientific questions, and UV-visible measurement techniques.   Sections 1.1 and 1.2 discuss 

stratospheric and tropospheric ozone, respectively.  The methodology behind the UV-visible 

measurement technique is described in Section 1.3.  Section 0 provides an overview of long-term 

trace-gas monitoring networks and initiatives.  Finally, an outline for this thesis, with a 

description of my contributions, is given in Section 1.5. 

1.1 Stratospheric Ozone 

Stratospheric ozone is essential to human life as it absorbs UV radiation that can cause cancer in 

humans and damage plants and crops.  In 1974, catalytic cycles with chlorine were identified as a 

possible ozone sink [Stolarski and Cicerone, 1974]. In the same year, chlorofluorocarbons 

(CFCs) were identified as a source of active chlorine in the stratosphere and ozone depletion was 

predicted to occur roughly uniformly at all latitudes [Molina and Rowland, 1974].  Therefore, a 

sudden and enormous drop in ozone concentration above Halley Bay, Antarctica [Farman et al., 

1985a] surprised the scientific community.  This severe ozone depletion, the so-called Antarctic 

ozone hole, was found to be caused by heterogeneous chemistry involving anthropogenic 

emissions of chlorine and bromine-containing species.  In 1987, only two years after the 

discovery of the Antarctic ozone hole, the Montreal Protocol was signed to regulate emissions of 

ozone-depleting substances.  Due to the long lifetimes of CFCs and other ozone-depleting 

substances in the stratosphere, the Antarctic ozone hole continues to form during late winter and 

early spring.  Now, over twenty years after the Montreal Protocol, the severity of the ozone hole 

appears to be decreasing and we are entering a time of ozone recovery [e.g., Newchurch et al., 

2003; Yang et al., 2006].  This section summarizes our current understanding of stratospheric 

ozone chemistry and dynamics. 

1.1.1  Chemistry 

Ozone depletion is typically associated with the dramatic Antarctic ozone hole.  However, 

various catalytic cycles destroy ozone at all latitudes.  While some of these cycles are part of the 

natural ozone balance, anthropogenic emissions of chlorine- and bromine-containing species, and 

N2O enhance these cycles [e.g., WMO, 2011a].  Numerous catalytic cycles exist and are 
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reviewed in detail by Jacob [1999].  This section focuses on the processes which are most 

relevant to the polar regions. 

In 1930, Chapman [1930] proposed a simple mechanism for ozone production and loss involving 

photochemical reactions between oxygen molecules (O2), atomic oxygen (O), and ozone (O3).  

Since atomic oxygen and ozone cycle between one another rapidly, they are often considered 

together as odd-oxygen or Ox.  The Chapman Cycle was found to significantly over-predict 

ozone concentrations throughout much of the atmosphere.   

Therefore, subsequent research identified catalytic ozone-depleting cycles via reactive families 

of hydrogen [Bates and Nicolet, 1950], nitrogen [Crutzen, 1970], chlorine [Molina and Rowland, 

1974; Stolarski and Cicerone, 1974], bromine [Wofsy et al., 1975; Yung et al., 1980], and iodine 

[Solomon et al., 1994].  Stratospheric hydrogen originates primarily from water vapour, which is 

transported from the troposphere.  N2O, produced both through natural processes in the 

biosphere and anthropogenic sources (e.g., agriculture), is the main contributor to reactive 

nitrogen.  The stratospheric chlorine budget is made up mostly from anthropogenic sources, 

particularly CFCs.  Stratospheric bromine originates approximately equally from anthropogenic 

sources, such as halons, and natural sources, such as methyl bromide emitted from the biosphere.  

Anthropogenic halogens (chlorine and bromine) are regulated under the Montreal Protocol as 

ozone-depleting substances.  As halogen concentrations decrease and N2O emissions increase, 

N2O is becoming a significant contributor to anthropogenic ozone depletion [Ravishankara et al., 

2009].  Figure 1.2 shows the reaction rates for these various cycles when only gas phase 

chemistry is considered.  Note that this figure does not apply to spring-time polar ozone 

depletion (e.g., the Antarctic ozone hole), which also involves heterogeneous chemistry.   

Ozone loss in the middle stratosphere (~30 km) is dominated by reactive nitrogen, NOx.  NOx 

comprises NO and NO2, which cycle between one another on timescales of one minute via the 

following reactions: 

223 ONOONO           (1.1) 

ONOhNO  2         (1.2) 

MOMOO  32 .       (1.3) 
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Figure 1.2: Daily average production and loss rates of Ox computed with a chemical model constrained 

with satellite measurements at 30°N.  Heterogeneous chemistry, which is particularly significant in polar 

spring-time ozone depletion, is not considered.  Figure from McElroy and Salawitch [1989]. 

 

There is no net Ox gain or loss through these processes.  However, the following reaction can 

also occur  

22 ONOONO  .        (1.4) 

The combination of Equations 1.1 and 1.4, leads to net ozone loss 

23 2OOO  .        (1.5) 

This catalytic cycle is terminated when NOx is converted to reservoir species HNO3 during the 

day and N2O5 overnight.  Similar catalytic cycles exist for the reactive hydrogen, chlorine, 

bromine, and iodine families.   

These reactions do not explain the Antarctic ozone hole.  They require high concentrations of 

odd-oxygen, which are not available during polar spring, due to limited sunlight.  Therefore, two 
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new mechanisms were proposed, both of which require high concentrations of ClO.  One of 

these mechanisms involves the interaction between two ClO radicals [Molina and Molina, 1987] 

MClOOClMClOClO        (1.6) 

ClClOOhvClOOCl         (1.7) 

MOClMClOO  2        (1.8) 

)(2 23 OClOOCl         (1.9) 

23 32: OOnet  .        (1.10) 

The other involves reactions between ClO and BrO [McElroy et al., 1986; Tung et al., 1986] 

23 OClOOCl          (1.11) 

23 OBrOOBr          (1.12) 

2OClBrClOBrO         (1.13) 

23 32: OOnet  .        (1.14) 

Typically, there is not enough ClO available for these reactions to proceed rapidly, due to 

chlorine deactivation via NO2 

MClONOMNOClO  22 .      (1.15) 

Similarly, bromine is also sequestered by NO2 

MBrONOMNOBrO  22 .      (1.16) 

High concentrations of ClO are possible in the lower stratosphere during polar spring  since polar 

stratospheric clouds (PSCs)  [Solomon et al., 1986] can form from water and HNO3 when 

temperatures drop below ~195 K.  PSCs provide a surface on which chlorine reservoir species 

(HCl and ClONO2) can be converted to active chlorine.  Furthermore, PSC sedimentation 
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removes HNO3 from the stratosphere.  Since HNO3 is a reservoir species for NO2, this 

“denitrification” leads to low NO2 concentrations.  Therefore Equation 1.15 is suppressed and 

chlorine remains in its active form. 

When chlorine is activated, OClO is produced via a pathway of the reaction between BrO and 

ClO [Friedl and Sander, 1989], 

BrOClOClOBrO  .       (1.17) 

The dominant sink for OClO is photolysis, which occurs rapidly.  Therefore, OClO is diminished 

during the day.   

1.1.1.1 Ozone, NO2, BrO, and OClO 

Ozone, NO2, BrO and OClO can be measured by UV-visible spectrometers.  The interplay 

between these species can be used to infer chlorine activation, ozone depletion, and 

denitrification [e.g., Tétard et al., 2009].  In the middle stratosphere, NO2 catalytically destroys 

ozone, while in the lower stratosphere, it deactivates chlorine, preventing ozone depletion.  Since 

NO2 has a short lifetime in the stratosphere, concentrations depend strongly on available sunlight, 

which varies greatly throughout the year in the Arctic.  Therefore, it is essential to validate NO2 

measurements and photochemical models. 

The concentration of OClO is determined by NO2, BrO, and ClO.  For solar zenith angle (SZA) 

< 90°, OClO increases linearly with ClO for fixed BrO concentrations and is therefore a good 

quantitative indicator of chlorine activation [Schiller et al., 1990; Schiller and Wahner, 1996; 

Sessler et al., 1996].  However, for SZA > 92°, OClO no longer has a linear relationship with 

ClO and therefore can only be used qualitatively [Sessler et al., 1995].   

Oetjen et al. [2011] compared the diurnal variation of ground-based OClO measurements to 

OClO from a photochemical stacked box model that was initialized with a chemical transport 

model.  They found that the model qualitatively reproduced day-to-day variations in the 

measured OClO, but was systematically lower than the measurements, with worse agreement 

observed for larger SZAs and stronger chlorine activation.  In an attempt to resolve these 

discrepancies, Oetjen et al. [2011] varied numerous model parameters within accuracy ranges 

given in the scientific literature.  They found that the modeled OClO was most sensitive to 
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uncertainties in the ClOOCl absorption cross-section and the reaction rate of Equation 1.17.  

However, these parameter modifications did not reproduce the SZA-dependence of the bias 

between the model and the measurements.  Therefore, Oetjen et al. [2011] concluded that the 

OClO measurements could not be explained by current knowledge of physical and chemical 

processing inside the vortex.  

Although concentrations of bromine are much lower than those of chlorine, globally bromine has 

45-64 times more potential for ozone destruction than chlorine per molecule [WMO, 2007; 

Sinnhuber et al., 2009].  Atmospheric bromine nearly doubled due to emissions of methyl 

bromide and halons from 1980 to the late 1990s [Montzka et al., 2003 and references therein].  

Therefore, bromine is responsible for ~45% of Northern Hemisphere mid-latitude ozone 

reduction from 1980-2005 [Sinnhuber et al., 2009].  Furthermore, the bromine-chlorine catalytic 

cycle causes up to half of Arctic spring-time ozone depletion [e.g., Chipperfield and Pyle, 1998].  

There are many uncertainties in the bromine budget, as remote-sensing BrO measurements are 

difficult, due to the small size of the absorption features [e.g., Aliwell et al., 2002] and 

uncertainties in the distribution between the troposphere and stratosphere [e.g., Salawitch et al., 

2010].   The contribution of very short-lived substances (VSLS), such as organic halogens 

emitted by biogenic processes in the tropical oceans, to the stratospheric bromine budget is not 

well understood  [WMO, 2007 and references therein]. 

Salawitch et al. [2010] estimated the contribution of VSLS to the bromine budget with in situ 

tropospheric BrO measurements taken during the Arctic Research of the Composition of the 

Troposphere from Aircraft and Satellite (ARCTAS), Ozone Monitoring Instrument (OMI) 

satellite total column BrO measurements, and the Goddard Earth Observing System-5 (GEOS-5) 

assimilation initialized with various VSLS mixing ratios.  As shown in Figure 1.3, OMI BrO 

total columns (x-axis) were plotted against in situ tropospheric BrO columns (black), and in situ 

tropospheric plus modeled stratospheric BrO columns for 0 ppt (green), 5 ppt (blue), and 10 ppt 

(red) of VSLS.  They found that modeled stratospheric columns for 5-10 ppt of VSLS agreed 

best with the OMI measurements. 
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Figure 1.3: Scatter plot of spring 2008 OMI BrO total columns versus measured tropospheric BrO (black 

crosses) and measured tropospheric BrO plus modeled stratospheric BrO for 0 ppt (green), 5 ppt (blue), 

and 10 ppt (red) of VSLS.  Tropospheric BrO is from ARCTAS in situ aircraft measurements.  Modeled 

stratospheric BrO was calculated using CFC-12 from the GEOS-5 assimilation.  For clarity, 1σ error is 

only shown for some of the data points.  The 1-1 ratio is given by the black line and the average ratios of 

the modeled stratospheric plus measured tropospheric BrO over the OMI total column are indicated in 

black text.  Figure from Salawitch et al. [2010]. 

 

1.1.2 Dynamics 

Arctic ozone variability is governed primarily by ozone transport through the Brewer-Dobson 

circulation and temperatures inside the polar vortex, which determine whether PSCs form.  This 

section provides an overview of stratospheric dynamics, based primarily on the review by 

Shepherd [2003]. 

Atmosphere flow tends to follow isentropes, or routes over which entropy is conserved.  

Potential temperature is defined as 
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where T and P are the temperature and pressure of the airmass, Po is the pressure at sea-level, R 

is the gas constant of air, and cp is the specific heat capacity at constant pressure.  The potential 

temperature is the temperature that the air parcel would have if it were brought adiabatically to 

the reference pressure Po for a dry ideal gas.   

The middle atmosphere is stratified in entropy.  Although the isentrope altitudes vary slightly 

with latitude, there is no adiabatic route for descent to the troposphere.  Therefore air parcels 

tend to stay in the stratosphere for a long time.  

The Brewer-Dobson circulation, proposed by Brewer [1949] and Dobson [1956], involves the 

zonal mean rise of air from the tropics, poleward transport, and descent in the extratropics.  This 

circulation allows for the transport of trace gases, such as ozone and CFCs from the tropics [e.g., 

Holton et al., 1995] and modulates Arctic ozone variability [e.g., Tegtmeier et al., 2008].  The 

Brewer Dobson circulation is driven in the extrapropics by stationary planetary wavers 

propagating from the troposphere to the stratosphere.  Since these planetary waves require 

westerly winds to propagate upward, the Brewer-Dobson circulation only occurs in the winter 

hemisphere, when the stratospheric polar vortex has formed. 

The Brewer-Dobson circulation transports ozone-rich tropical air to the winter pole and 

ozone-poor air, from beneath the ozone maximum, away from the winter pole.  Therefore, polar 

ozone concentrations increase over the winter.  In the Northern Hemisphere, the Brewer-Dobson 

circulation is strengthened by planetary waves, which originate over large land masses and 

mountain ranges.  Contrarily, in the Southern Hemisphere, limited topography leads to reduced 

Brewer-Dobson circulation.  Therefore, more ozone is transported to the Arctic than Antarctica.   

During winter, the polar region cools due to lack of sunlight and a large latitudinal temperature 

gradient forms.  At the edge of this temperature gradient, a westerly flow, or winter jet develops.  

The region inside the winter jet is called the polar vortex and can host PSCs and active chlorine 

with low temperatures and dynamical isolation.  As sunlight returns to the stratosphere in spring, 

the temperature gradient weakens and a final stratospheric warming occurs, breaking up the polar 

vortex. 



 

11 

 

Since planetary waves warm the stratosphere, the polar vortex is weaker in the Arctic than in 

Antarctica.  Sudden stratospheric warmings (SSWs) [Scherhag, 1952] are an extreme example of 

the impacts of planetary waves on the polar vortex.  They occur primarily in the Arctic and are 

described by, e.g., Charlton and Polvani [2007].  SSWs represent a major coupling between the 

troposphere and stratosphere, as they are driven by planetary waves originating in the 

troposphere and, in return, impact tropospheric dynamics.  There are two types of SSWs: vortex 

splits, a division of the vortex into components of comparable size, and vortex displacements, the 

stretching of the vortex away from the pole.  Vortex split events occur in 46% of SSWs and last 

up to 20 days longer than vortex displacement events [Charlton and Polvani, 2007]. 

The relative impacts of transport and chemistry on Arctic ozone variability are quantified by 

Tegtmeier et al. [2008].  They found that the dynamical supply of ozone via the Brewer-Dobson 

circulation is on the same order as chemical ozone loss, and both depend on planetary wave 

breaking in the stratosphere, as shown in Figure 1.4.  This is because planetary wave breaking 

strengthens the Brewer-Dobson circulation and therefore increases the dynamical supply of 

ozone.  On the other hand, planetary waves perturb and warm the vortex, preventing PSC 

formation and chemical ozone depletion.  

1.1.3 Climate Change and Ozone Recovery 

The 2010 World Meteorological Organization (WMO) Ozone Assessment [WMO, 2011a] 

predicts that the ozone column will increase over the next few decades and recover mid-century 

due to the decline of ozone-depleting substances.  This promising forecast points to the success 

of the Montreal Protocol and its amendments.  However, variability and uncertainty is introduced 

via, e.g., natural variability, the solar cycle, volcanic eruptions, trace gas emissions, and the 

impact of climate change on planetary waves and temperatures [e.g., Weatherhead and 

Andersen, 2006; WMO, 2011a].  This section reviews some of the mechanisms by which climate, 

stratospheric dynamics and ozone are coupled.  For more comprehensive reviews, see, e.g., 

Shepherd [2007] or WMO [2011a]. 

Stratospheric ozone has had a small cooling effect on climate [IPCC, 2007].  However, many of 

the ozone-depleting substances controlled under the Montreal Protocol (e.g., CFCs and halons) 

have enormous global warming potentials, which are ~1000-10000 times greater than the 

warming potential of CO2 [IPCC, 2007].  Therefore, through regulation of ozone-depleting 
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Figure 1.4: Correlation between the Eliassen Palm flux (EP-flux – a measure of planetary waves entering 

the stratosphere) and ozone (a) from dynamical supply (red) and chemical loss (blue) and (b) observed in 

winter ozone (black).  Dynamical supply was calculated using a vortex-averaged diabatic decent method.  

Chemical loss and observed ozone were derived from vortex ozonesonde measurements taken throughout 

the Arctic.  EP-flux was calculated from European Centre for Medium-Range Weather Forecasts 

(ECMWF) ERA40 reanalyses.  Data are shown for winters 1991/1992 to 2003/2004.  Figure from 

Tegtmeier et al. [2008]. 

 

substances, the Montreal Protocol has reduced 10 Gt of CO2-equivalent greenhouse gases, which 

is five times larger than the 2008-2012 restrictions under the Kyoto Protocol [WMO, 2011a].  

Since halogen emissions were reduced under the Montreal Protocol, anthropogenic N2O, which 

is also a greenhouse gas, is now being recognized as a major ozone-depleting substance 

[Ravishankara et al., 2009]. 

Randel et al. [2009] detected a cooling trend in the lower stratosphere since 1960 in satellite, 

radiosonde, and lidar data.  The stratosphere is heated by ozone through absorption of short-wave 
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UV radiation and can be cooled by emitters of long-wave radiation, such as CO2.  Therefore, 

stratospheric cooling is consistent with increases in greenhouse gas concentrations, particularly 

CO2 [e.g., IPCC, 2007].  Lower temperatures slow the reaction rates of homogeneous catalytic 

ozone depletion cycles and therefore are expected to reduce mid-latitude ozone depletion.  

Furthermore, Randel et al. [2009] measured a rapid rate of cooling in Antarctica, which is 

attributed to the ozone hole limiting the absorption of short-wave radiation.  Furthermore, in the 

second half of the 21st century, the Antarctic ozone hole is expected to have 2-3 times more 

impact than greenhouse gas emissions on Southern Hemispheric tropospheric circulation 

[Polvani et al., 2011].  In the Arctic, some stratospheric cooling trends were identified, but large 

year-to-year variability introduces uncertainties [Randel et al., 2009].   

There is currently no evidence that Arctic ozone depletion influences climate [WMO, 2011a], 

however climate change appears to impact Arctic ozone.  The dynamical variability in the Arctic 

stratosphere is increasing, with warm winters getting warmer and cold winters getting colder: the 

four warmest and the two coldest winters since the 1970s have occurred within the last decade 

[e.g, Rex et al., 2004; Manney et al., 2011].  This variability has not been fully captured in 

models [e.g., WMO, 2011a].  Figure 1.5, taken from Manney et al. [2011], shows dynamical 

parameters related to the Arctic vortex for 1979-2011.  The polar vortex in early spring 2011 was 

stronger than any other year on record in the Arctic or Antarctica (panel a).  Furthermore, a 

larger fraction of the vortex was below the PSC formation temperature than any other year in the 

Arctic (panel b).  These conditions allowed the first ever Arctic ozone hole to form.  

Climate models predict that the strength of the Brewer-Dobson circulation will increase 

throughout the twenty-first century due to an increase in planetary wave activity [e.g., Rind et al., 

1998].  Enhanced Brewer-Dobson circulation is expected to modify life-times of trace gases and 

to change the distribution of ozone, increasing (decreasing) concentrations in the Arctic (tropics) 

[e.g., WMO, 2011a].  Therefore, Arctic ozone recovery is expected to occur from 2020-2035, 

with columns increasing beyond pre-1960 values later in the century [Eyring et al., 2010; WMO, 

2011a] 
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Figure 1.5: Winter/spring conditions in the Arctic lower stratosphere for 1979-2011. (a) Maximum 

potential vorticity (PV – see Appendix A) gradient at 460 K potential temperature (measure of vortex 

strength) and (b) fraction of vortex volume which is below the chlorine activation temperature threshold 

for altitudes 390-550 K for December - April (lower x-axis).  Shading shows ranges for 1979-2010 in the 

Arctic (dark grey) and the Antarctic shifted by six months (light grey, upper x-axis).  Winters with large 

ozone depletion are shown in colour: 2010-2011 (red), 2004-2005 (orange), 1999-2000 (green), 

1996-1997 (purple), and 1995-1996 (blue).  Figure adapted from Manney et al. [2011]. 

 



 

15 

 

1.2 Tropospheric Ozone 

Tropospheric ozone is a toxic greenhouse gas.  An overview of tropospheric chemistry is given 

in Jacob [2000].  The majority of tropospheric ozone is created when hydrocarbons are oxidized 

to form peroxy radicals.  The peroxy radicals convert NO to NO2, which, in turn, produces ozone 

through photolysis.  Hydrocarbons have natural sources, as well as anthropogenic sources, such 

as combustion, agriculture, and biomass-burning, while NOx is primarily emitted by fossil fuel 

combustion.  Therefore tropospheric ozone concentrations have increased, with higher 

concentrations near urban and industrial sources, leading to an estimated radiative forcing of 

+0.35±0.15 W/m2  [IPCC, 2007]. 

1.2.1 The Arctic Boundary Layer 

Micrometeorology can have a large impact on boundary layer composition through mixing, 

transport, and temperature.  A review of the Arctic boundary layer is given in Anderson and Neff 

[2008].  The boundary layer is the region of the atmosphere that is directly influenced by the 

surface.  A convective boundary layer can occur when the potential temperature at the surface is 

larger than the potential temperature higher in the atmosphere.  Over polar night, a strong 

“temperature inversion” forms in the Arctic lower troposphere.  This occurs because the surface 

cools due to lack of sunlight, as well as long-wave emissions.  Furthermore, sunlight is reflected 

away from the surface by snow and ice.  Therefore, the temperature at the surface becomes 

colder than at ~1-2 km altitude, leading to a stable boundary layer and a temperature inversion.  

Note that although a temperature inversion leads to a stable boundary layer, the inversion altitude 

does not necessarily represent the top of the boundary layer. 

Above Eureka, a strong temperature inversion forms from January to March [Lesins et al., 2010], 

with weaker inversions also observed in the fall and spring.  Since stratified boundary layers 

prevent surface heat from being transported throughout the tropospheric column, warming is 

enhanced at the surface.  Therefore, the temperature inversion gradient observed in the Eureka 

boundary layer has weakened since 1980 [Lesins et al., 2010].   
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1.2.2 Bromine Explosions 

Around the same time as the discovery of the Antarctic ozone hole, scientists became aware of 

severe ozone depletion episodes in the Arctic troposphere [Bottenheim et al., 1986; Barrie et al., 

1988].  These events have since been linked to extremely high concentrations of bromine and are 

reviewed by Simpson et al. [2007b].  “Bromine explosions” proceed via the following sequence 

of reactions 

22 BrOHHBrHOBr
mp

        (1.19) 

BrhvBr 22          (1.20) 

)(2 23 OBrOOBr         (1.21) 

)(2 22 OHOBrHOBrO        (1.22) 

22

,

32 222: OOHHOBrOHOBrHnet
hvmp

  .   (1.23) 

Note that mp stands for multiphase.  This is an autocatalytic cycle, meaning that the end product, 

HOBr, acts as a catalyst.  This leads to exponential conversion of inactive bromine (Br -) to 

active bromine (HOBr).  As bromine concentrations increase, ozone is depleted rapidly.  These 

reactions only proceed when sunlight is available.  The surface on which Equation 1.19 proceeds 

is unknown.  Studies have suggested sea-salt deposited on the snow-pack [McConnell et al., 

1992], acidified sea salt aerosol [Vogt et al., 1996], brines concentrated on frost flowers which 

form on young sea-ice [Rankin et al., 2002; Kaleschke et al., 2004], snow and ice contaminated 

with sea salts [Simpson et al., 2007a], sea-salt aerosol [Yang et al., 2008], and bromine within 

blowing snow [Jones et al., 2009]. 

Other halogens have also been observed in polar boundary layers.  Elevated IO is linked to 

iodine deposits in coastal Antarctica [e.g., Saiz-Lopez et al., 2007a; Schonhardt et al., 2008; 

Friess et al., 2010].  In the Arctic, boundary layer iodine has never been detected, but chlorine 

species have been measured during ozone depletion episodes [Pohler et al., 2010].   
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High bromine concentrations are typically measured in airmasses which have had recent contact 

with young sea-ice [e.g., Friess et al., 2004;  Simpson et al., 2007a; Gilman et al., 2010; Pohler 

et al., 2010], suggesting that sea-ice processes play a role in Equation 1.19.  Generally ozone 

depletion episodes occur when the boundary layer is stable [e.g., Wagner et al., 2001; Friess et 

al., 2004], but have also been observed during blizzard conditions [e.g., Jones et al., 2009].  

Furthermore, elevated bromine has been observed at higher altitudes and inland, likely through 

advection [Hausmann and Platt, 1994; Honninger and Platt, 2002].  Ozone depletion episodes 

typically occur in spring, due to temperature, snow, and ice cycles. 

Tarasick and Bottenheim [2002] studied ozonesonde records at various stations in the Arctic and 

Antarctica in order to identify ozone depletion episodes.  When temperatures were below -20°C, 

these episodes occurred frequently at Eureka and other High Arctic locations.  Furthermore, they 

found that the frequency of these events has increased since the 1960s.  This may be due to 

increases in young sea-ice coverage, due to climate change.  If the Arctic becomes ice-free in 

spring and summer, Voulgarakis et al. [2009] suggest that tropospheric ozone will increase by up 

to 50-60% in the Arctic and 20% at mid-latitudes due to the elimination of bromine chemistry.  

Bromine explosions are connected to the stratospheric bromine budget as a possible 

measurement background.  Satellite measurements of elevated total column BrO, or “BrO 

hotspots”, have typically been attributed to ozone depletion episodes [e.g., Chance, 1998].  

Recently, Salawitch et al. [2010] found that satellite “BrO hotspots” can also be caused by 

stratospheric bromine enhancements when the tropopause is low (~5 km).  Therefore, 

ground-based measurements of stratospheric and tropospheric BrO are necessary for the 

interpretation of satellite total columns. 

1.3 Methodology 

Differential optical absorption spectroscopy (DOAS) is a technique for studying atmospheric 

composition using UV-visible spectroscopy.  DOAS was developed in the 1970s [Noxon, 1975; 

Platt et al., 1979] and is described in detail by Platt and Stutz [2008].  This section explains 

DOAS methodology for zenith-scattered sunlight, which is primarily sensitive to the 

stratosphere.  Alternative viewing geometries for enhanced tropospheric sensitivity are also 

presented. 
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1.3.1 Radiation in the Atmosphere 

Sunlight incident at the top of the atmosphere has a spectrum which is determined by the 

temperature and composition of the sun.  The bulk of this sunlight is at visible wavelengths 

(~380-760 nm).  As sunlight travels through the atmosphere, it can be absorbed and scattered by 

molecules and aerosols.  The DOAS technique relies on both of these processes.  Sunlight takes a 

path through the atmosphere that is determined by scattering processes.  Along this path, sunlight 

is absorbed by trace gases, which modify the incident solar spectrum.  Therefore, the amount of a 

trace gas along the path the sunlight takes to the instrument, or a slant column density (SCD), 

can be determined. 

Molecules absorb light at specific wavelengths, determined by quantized electronic, rotational, 

and vibrational states.  An absorption cross-section is the unique “fingerprint” of a molecule.  It 

quantifies a molecule’s propensity to absorb light versus wavelength and can be measured in 

controlled laboratory experiments.  Cross-sections can be then be applied to solar absorption 

measurements in order to determine the SCD. 

For measurements of scattered sunlight, the route that light takes through the atmosphere 

depends on the scattering particles.  Elastic scattering processes, for which wavelength does not 

change, dominate in the atmosphere and include Rayleigh, Lorenz-Mie, and geometrical 

scattering [Liou, 2002].  Rayleigh scattering occurs when the wavelength is much larger than the 

particle size.  After Rayleigh scattering, light which is perpendicular to the incident beam is 

polarized, while light scattering forward and backward is partly polarized.  Lorenz-Mie 

scattering occurs when the wavelength and the particle size are approximately the same, and, 

involves preferential forward scattering.  Finally, geometrical scattering occurs when the particle 

radius is much larger than the wavelength.  This type of scattering is also preferentially in the 

forward direction, with lobes caused by reflection, refraction, and diffraction of light around the 

particle.  Raman scattering, or inelastic scattering, occurs when sunlight is absorbed by 

molecules in the atmosphere, primarily N2 and O2.  These molecules become excited and then 

re-emit the sunlight at a different wavelength.  While this type of scattering is uncommon 

compared with elastic scattering, it impacts sensitive DOAS measurements by filling in the lines 

of the incident solar spectrum via the Ring effect [Grainger and Ring, 1962]. 
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1.3.2 Differential Slant Columns Densities 

Two sample spectra from one of the UV-visible spectrometers deployed at PEARL are shown in 

Figure 1.6a.  These spectra are primarily made up of the solar spectrum that is measured at the 

instrument resolution and modified by the instrument function, which includes detector and 

grating efficiencies, among other effects.  Furthermore, the broad varying features of these 

spectra can be attributed to Rayleigh and Lorenz-Mie scattering.  Therefore, in order to identify 

tiny atmospheric absorption features, this large background must be removed.  The DOAS 

technique makes this process relatively simple by comparing spectra taken at different SZA. 

Figure 1.7 is a schematic of the zenith-sky viewing geometry.  Sunlight at midday (small SZA) 

travels a different average path to the instrument than sunlight at twilight (large SZA). 

Meanwhile, the instrument function (for a stable instrument) and the solar spectrum do not 

normally change significantly during this time period*.  Therefore, a differential SCD (DSCD) 

can be retrieved by taking the ratio of twilight and noon spectra, cancelling out the instrument 

function and solar spectrum.  The DSCD, the primary product of DOAS retrievals, is therefore 

the amount of a trace gas along the path followed by light to the instrument at twilight minus the 

amount at noon.  The theory behind the DOAS technique is described below. 

The Beer-Bouguer-Lambert Law [Perrin, 1948], or Beer’s law, describes the change in the 

intensity of radiation at a particular wavelength I(λ) due to an absorber with cross-section σ and 

density ρ over the path distance z, 

  dzIzdI )()()()(   .       (1.24) 

For cross-sections that do not depend on temperature and pressure, and therefore z, this equation 

can be integrated to get 

   uII o )(exp)()(   ,       (1.25) 

                                                 
*
 Note that this is not always the case.  This is treated for a changing solar spectrum in Chapter 6 and a changing 

instrument function in Appendix B. 
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Figure 1.6: DOAS DSCD retrieval applied to spectra taken at SZA 90° during the morning twilight on 5 

March 2008 at Eureka. (a) Reference and twilight spectra, which contain the solar spectrum and 

instrument function.  (b) Negative logarithm of the ratio between twilight and reference spectra.  (c) 

Ozone differential optical depth (DOD) from measurements (red) and cross-section fit (black). 

 

where Io is the incident intensity of light and u is the SCD. 

Beer’s law can be generalized for multiple absorbers in the atmosphere to 

  







  )()()(exp)()(  MR

i
iio uII ,    (1.26) 



 

21 

 

 

Figure 1.7: Schematic of zenith-sky viewing geometry.  Average path of zenith-scattered sunlight through 

the atmosphere for (a) small SZA, high sun and (b) large SZA, low sun.  θ = SZA.  Figure adapted from 

Fish [1994]. 

 

where εR is the optical depth due to Rayleigh scattering and εM is the optical depth due to Mie 

scattering.   

For DOAS measurements at twilight and noon, this can be written as, 

  







  )()())((exp)()()()( ,,  MR

i
iRiTiRT uuCIIC

  
 (1.27)  

where IT is the spectrum at twilight, IR is the reference spectrum (typically taken midday), and 

(uT-uR) is the DSCD.  C(λ) represents the instrument function, which describes instrument 

effects, such as grating and detector efficiencies and cancels out, yielding, 

  







  )()())((exp)()( ,,  MR

i
iRiTiRT uuII .  (1.28) 

For the direct-fit DSCD retrieval technique, non-linear Equation 1.28 is fit directly.  For a DOAS 

analysis, this equation is rewritten as, 
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By taking the ratio of the spectrum at twilight and noon, the solar spectrum and instrument 

functions cancel.  This can be seen in Figure 1.6b. 

The optical depth due to Rayleigh and Mie scattering changes throughout the day depending on 

SZA, clouds, etc.  Fortunately, scattering effects vary slowly with wavelength, while absorption 

cross-sections contain some quickly varying features.  Therefore, in the DOAS technique, the 

right hand side of Equation 1.29 is divided into slowly and rapidly varying components.  When a 

low-order polynomial is subtracted from both sides of Equation 1.29, the following remains, 

  









i
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ln 




,   (1.30) 

where σD is the rapidly varying component of the cross-section, called the differential 

cross-section.  The left-hand side of Equation 1.30 is called the differential optical depth (DOD).  

Using known laboratory-measured cross-sections and measurements at twilight and noon, 

DSCDs can be retrieved from Equation 1.30 using a non-linear least squares fitting technique.  

The result of a DOAS fit for ozone is shown  Figure 1.6c.  The data (red) are what remain of the 

ratio of the twilight and reference spectra after the DOAS process has been completed and 

contributions from interfering trace gases have been removed.  The fit (black) is the differential 

ozone cross-section multiplied by the calculated DSCD of ozone. 

In practical terms, in order to employ the DOAS technique, the trace gas of interest is identified.  

A fitting wavelength window is determined based on the absorption cross-sections of the target 

gas and interfering species.  Absorption cross-sections are convolved to the resolution of the 

instrument prior to analysis.  This introduces a source of error called the Io effect, which arises 

primarily because the spectra have been convolved to the resolution of the spectrum and not the 

logarithm of the spectrum [Aliwell et al., 2002].  A correction can be applied to the cross-section 

to account for this.  A Ring pseudo-cross-section is also typically included to account for the 

filling in of absorption lines by Raman scattering [e.g., Chance and Spurr, 1997].  Finally an 

offset correction can be applied during the DOAS fitting procedure in order to account for stray 

light and dark current in the instrument.  

QDOAS [Fayt et al., 2011] is a new version of WinDOAS [Fayt and Roozendael, 2001], a 

DSCD retrieval software that was developed at IASB-BIRA.  A schematic of the 
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QDOAS/WinDOAS software is given in Figure 1.8.  First, spectra are calibrated in wavelength 

against the solar spectrum.  During this calibration, the slit function (resolution versus 

wavelength) of the instrument is calculated.  This slit function is then used to smooth the 

cross-sections to the resolution of the instrument.  Next, DSCDs are retrieved using the DOAS 

technique.  Finally, DSCDs are converted to vertical column densities (VCDs)*, as described in 

Section 1.3.3. 

1.3.3 Vertical Column Densities 

The VCD is the amount of a trace gas that is in a column above the instrument.  In order to 

convert SCDs to VCDs, the average path that light takes through the atmosphere is calculated 

using a radiative transfer model, which outputs airmass factors (AMFs).  AMFs are a measure of 

the optical path enhancement through scattering and are defined as AMF=SCD/VCD. 

For DOAS retrievals, the DSCD is equal to the SCD minus the reference column density (RCD), 

the amount of the absorber in the reference spectrum.  DSCDs of ozone as a function of SZA are 

shown in Figure 1.9a.  DSCDs increase with SZA because the path of light to the instrument also 

increases with SZA.  The DSCDs can be written as, 

RCDSZAAMFSZAVCDSZADSCD  )()()( .   (1.31) 

For each twilight, a Langley plot of DSCDs versus AMFs over a range of SZAs can be plotted.  

A sample Langley plot is shown in Figure 1.9b.  The VCD can simply be taken as the slope of 

the Langley plot.  However, better results are obtained if the RCD is characterized over two or 

more twilights.  Therefore, the RCD can be obtained from the y-intercept of Langley plot for 

each twilight and an averaged RCD can be calculated.   

With this RCD, Equation 1.31 can be rearranged, and the VCD calculated as a function of SZA 


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 .    (1.32) 

                                                 
*
 Note that for this thesis, VCDs were not retrieved using QDOAS.  Instead, they were retrieved with in-house 

software. 
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VCDs can then be averaged over a twilight to produce a final DOAS data product.  The DOAS 

analysis and error budget for the GBS ozone and NO2 measurements are described in Chapter 4. 

 

 

Figure 1.8: Schematic of the QDOAS software.  Figure from Fayt and Van Roozendael [2011]. 
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Figure 1.9: DOAS VCD retrieval for 5 March 2008 at Eureka.  (a) DSCD versus SZA.  (b) Langley plot, 

DSCD versus AMF. 

 

1.3.4 Viewing Geometries 

The viewing geometry of a DOAS instrument can be modified in order to sample different parts 

of the atmosphere, as shown in Figure 1.10.  The zenith-sky measurements, described above, are 

primarily sensitive to stratospheric trace gases [e.g., Solomon et al., 1987].  Direct-sun 

measurements are more sensitive to tropospheric trace gases, as the average path taken by 

sunlight through the troposphere is up to twenty times larger at sunset than at noon [e.g., 

Schofield, 2003].  The combination of direct-sun and zenith-sky measurements can be used to 

retrieve tropospheric and stratospheric partial columns of BrO [Schofield et al., 2004b].  

Furthermore, direct lunar measurements can be used to take measurements over polar night [e.g., 

Solomon et al., 1988].  

The multi-axis DOAS (MAX-DOAS) [e.g., Honninger et al., 2004] viewing geometry is also 

shown in Figure 1.10.  The MAX-DOAS technique involves measuring scattered sunlight at 

various elevation angles.  Sunlight arriving at the instrument from the horizon has typically taken 

a long path through the lower troposphere.  Therefore, MAX-DOAS measurements are sensitive 

to the boundary layer and can be used to detect bromine explosions [e.g., Simpson et al., 2007b 

and references therein].  It is easier to acquire MAX-DOAS DSCDs than direct-sun DSCDs 

because they do not require accurate solar tracking.  However, the retrieval of concentrations or 
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tropospheric partial columns from MAX-DOAS DSCDs is difficult because sunlight undergoes 

multiple scattering in the troposphere, which depends on SZA, surface albedo and weather 

conditions [e.g., Honninger et al., 2004]. 

Long-path DOAS measurements are taken using an artificial light source, instead of the sun or 

moon.  Long-path DOAS systems are more logistically challenging than the passive techniques 

described above.  However, they present the advantages of producing a continuous day and night 

dataset and having a well-known light path.  Boundary layer halogens, BrO, IO, and OClO have 

been measured using long-path DOAS systems [e.g., Saiz-Lopez et al., 2007b; Pohler et al., 

2010]. 

1.3.5 Clouds, aerosol, and O4 

Clouds and aerosol alter the path taken by scattered sunlight to the surface.  Within clouds, 

multiple scattering can occur, enhancing the path of sunlight through the cloud and, therefore, 

also enhancing the DSCD.  Furthermore, water vapour within clouds has absorption features at 

 

 

Figure 1.10: Viewing geometries for DOAS measurements.  Zenith-scattered sunlight (left beam) scatters 

high in the atmosphere then straight down to the instrument, maximizing the path through the stratosphere 

only.  Direct-sunlight (middle beam) samples both the stratosphere and the troposphere equally.  Off-axis 

scattered sunlight (right beam) samples the same path through the stratosphere as zenith-scattered 

sunlight; however the path through the troposphere is much longer, leading to sensitivity to the boundary 

layer.  Figure adapted from Roscoe et al. [2010].  
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 visible wavelengths, which can reduce the quality of DOAS fits.  For zenith-sky measurements 

at large SZA, the average scattering height is high (> 15 km) and therefore clouds and aerosol are 

expected to have little impact on the measurements [Platt and Stutz, 2008].  However, for the 

smaller SZA measurements taken at Eureka during the summer, clouds affect the data (see 

Sections 4.1.3.1 and 4.2).  MAX-DOAS measurements are sensitive to tropospheric aerosol and 

clouds.  Since the O4 profile is well known and changes little over time, O4 DSCDs can be used 

to assess radiative transfer [e.g., Wagner et al., 2002]. Qualitatively, large O4 DSCDs suggests 

path enhancement of sunlight reaching the instrument. 

1.4 Long-Term Monitoring of the Atmosphere 

Continuous and consistent long-term atmospheric datasets are essential for the assessment of 

climate change.  The Global Climate Observing System (GCOS) aims to compile the 

comprehensive observations that are necessary to characterize the global climate system and its 

variability [GCOS, 2012].  The “Essential Climate Variables” listed by GCOS include ozone 

measured by the Network for the Detection of Atmospheric Composition Change (NDACC).  

NDACC (formerly the Network for the Detection of Stratospheric Change - NDSC) was formed 

in 1991 and currently includes over 70 research stations world-wide [Kurylo and Zander, 2000].  

NDACC monitors changes in the stratosphere with Brewer and Dobson Spectrometers, 

Fourier-Transform Infrared (FTIR) spectrometers, lidars, microwave instruments, satellites, 

sondes, UV-visible spectrometers, and spectral UV instruments.   

The NDACC UV-visible working group has developed a set of standards and recommendations 

to ensure a consistent and homogenous datasets [NDACC, 2009].  NDACC requires certification 

of new instruments through an evaluation of instrument design, performance, and data analysis, 

as well as validation against other UV-visible instruments during a formal NDACC 

intercomparison campaign.  Once an instrument is accepted by NDACC, the instrument 

investigator must continually assess data quality by maintaining records of equipment changes; 

evaluating performance routinely through instrument tests; monitoring DOAS fitting errors and 

residuals; analysing data using NDACC recommendations; and validating measurements against 

other available datasets, when available. 
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1.5 Thesis Outline and Scientific Contributions 

This thesis addresses the scientific objectives listed on page 2, using the DOAS technique.  This 

work resulted in the publications that are cited throughout this section.  The thesis is organized as 

follows. 

Chapter 2 describes the spectrometers and suntracker used in this study and improvements that 

were made to them over the course of my PhD.  I have been responsible for the University of 

Toronto Ground-Based Spectrometer (UT-GBS) and PEARL-GBS since 2008.  To perform 

instrument maintenance, testing, and occasionally to install new instrumentation, I traveled to 

Eureka six times and to Cabauw once.  I tested spectrometer performance using the guidelines 

developed primarily by Matt Bassford, Elham Farahani, and Annemarie Fraser.  I also identified 

light leaks in the instruments and repaired them in 2009.  In 2010, I developed a new set of 

methods to characterize and improve the resolution of the instruments.  The University of 

Toronto (UT) Suntracker was developed in Toronto, primarily by Clive Midwinter, who 

contributed to all aspects of the suntracker development presented here.  I developed the tracking 

software used in Eureka, based on the early work of summer student Nir Friedman.  

Furthermore, with intern Suri Like, I developed the testing techniques described in this thesis.  

Finally, I deployed the suntracker at Eureka in 2008.   

Chapter 3 describes the NDACC certification process for the PEARL-GBS.  Annemarie Fraser 

provided the original instrument characterization and intercomparison tests [Fraser et al., 2009], 

which led to NDACC certification.  I was responsible for the deployment of the instruments at 

the Cabauw Intercomparison of Nitrogen Dioxide measuring Instruments (CINDI) in Cabauw, 

Netherlands in summer 2009 [Piters et al., 2012].  Intern Maryam Akrami and I designed the 

housing for the UT Suntracker, organized shipping logistics, and deployed the instruments.  

During the campaign, I analyzed and submitted O4 and NO2 DSCDs daily.  I also took 

MAX-DOAS measurements for the first time in our research group.  Following the campaign, I 

analyzed and submitted a final version of O4, NO2, and HCHO DSCDs, which were compared 

with other instruments by Roscoe et al. [2010] and Pinardi et al. [2012]. 

The analysis of the 1999-2011 Eureka dataset is described in Chapter 4.  The 1999-2007 data 

were acquired by Matt Bassford, Elham Farahani, and Annemarie Fraser.  I acquired the data for 
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2008-2010.  In 2011, MSc student Xiaoyi Zhao and I acquired the data together.  Intern Joseph 

Mendonca and I wrote spectral preprocessing software.  I retrieved DSCDs using QDOAS 

software, which was developed at IASB-BIRA.  I identified and corrected the polarization errors 

in ozone retrievals and developed automated filtering methods.  I also wrote software to 

automate the VCD retrieval process and calculate errors, which is now being used by Xiaoyi 

Zhao. 

In Chapter 5, an intercomparison between numerous satellite and ground-based instruments is 

presented.  Satellite columns were calculated from profiles by intern Dan Weaver and summer 

students Boris Pavlovic and David Park.  Ozone and NO2 datasets were provided to me by many 

different parties.  I compared these measurements, using photochemical corrections for NO2.  I 

identified dynamical variability and rapid photochemical changes across latitudes as possible 

contributors to spring-time variability.  This work has been published [Adams et al., 2012a]. 

Chapter 6 presents a study on ozone and NO2 during the August 2008 solar eclipse above 

Eureka.  This work was published in 2010 [Adams et al., 2010].  I analyzed the UV-visible 

measurements using techniques to account for the changing solar spectrum.  I assessed these 

measurements through comparisons with previous studies and modeling results provided by 

Chris McLinden.  

The unusual spring 2011 ozone, NO2, and OClO dataset is presented in the context of 11 years of 

measurements in Chapter 7.  In March 2011, severe ozone depletion was observed above Eureka.  

I quantified this event and compared it with previous years using GBS data and Système 

d’Analyse par Observations Zenitales (SAOZ) data provided by Florence Goutail and Andrea 

Pazmino.  I used dynamical parameters provided by Gloria Manney and William Daffer in order 

to identify the dynamical and chemical contributions to these measurements.  Ozone loss was 

estimated using modeled passive ozone columns provided by Martyn Chipperfield and Wuhu 

Feng.  This work has been published [Adams et al., 2012b].  As the vortex moved away from 

Eureka in April 2011, a large maximum in NO2 was observed in the ground-based 

measurements.  I investigated this using dynamical parameters, satellite and ozonesonde 

measurements, and output from the Global Modeling Initiative (GMI), provided by Susan 

Strahan.  OMI data used in this study were provided by Chris McLinden.  This work also 

benefited from discussions with Dylan Jones, Gloria Manney, and Markus Rex.  This event 
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demonstrates the transport of NO2-rich air to the Arctic via an anticyclone.  Following this 

transport, middle-stratosphere ozone loss occurred inside the anticyclone, which remained 

directly above Eureka for much of April/May.  This work is in preparation for publication 

[Adams et al., 2012c]. 

GBS BrO retrievals are described in Chapter 8.  I retrieved zenith-sky BrO DSCDs using both 

WinDOAS and “BOAS”, a direct-fit software, provided by Kelly Chance.  Using optimal 

estimation profile retrieval software provided by Robyn Schofield, I retrieved stratospheric 

partial columns of BrO.  I performed retrieval sensitivity tests, using a priori profiles constructed 

from Scanning Imaging Absorption spectroMeter for Atmospheric CartograpHY 

(SCIAMACHY) satellite data by Sunny Choi.  I then compared the GBS columns with OMI 

satellite data provided by Thomas Kurosu and OSIRIS satellite partial columns, calculated from 

profiles by David Park.  In spring 2010, I took new MAX-DOAS measurements with the UT 

Suntracker.  I performed a preliminary analysis of this data, using QDOAS, which suggests that 

bromine explosion occur above PEARL. 

Overall, this thesis presents a new standardized 11-year dataset of UV-visible measurements in 

the High Arctic.  This dataset was used for long-term satellite validation, the assessment of NOx 

photochemistry, and the evaluation of the unusual spring 2011 ozone depletion in the context of 

previous years.  Furthermore, new stratospheric and tropospheric BrO measurements are 

presented and could be applied to evaluate stratospheric bromine budget and investigate 

boundary layer bromine explosions. 
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2 Instrumentation 

This chapter describes the UT-GBS and PEARL-GBS DOAS instruments that were used 

throughout this thesis (see Section 1.3 for an overview of the DOAS methodology).  Many small 

changes have been made to the GBS instruments since the first Arctic deployment of the UT-

GBS in 1999.  These changes and their effects on performance are documented here, as 

recommended for long-term monitoring (see Section 0).  The UT-GBS and the PEARL-GBS 

UV-visible spectrometers are described in Section 2.1.  Characterization testing techniques and 

results, as well as some subsequent instrument improvements are described in Sections 2.2-2.6.  

In order to take new MAX-DOAS and direct-sun measurements, the UT Suntracker was 

developed and tested, as described in Section 2.7.  Finally, the GBS data acquisition software 

was modified to improve operations at the remote Eureka lab and to incorporate the UT 

Suntracker, as described in Section 2.8. 

2.1 Spectrometers 

2.1.1 History of the GBS Instruments 

The GBS instruments have been involved in numerous field campaigns and studies, which are 

summarized in Table 2.1.  The UT-GBS was assembled in 1998 and is the travelling GBS 

instrument.  It has been to Eureka, Nunavut for polar sunrise annually since 1999 to study Arctic 

photochemistry and to validate measurements from the Atmospheric Chemistry Experiment 

(ACE) satellite mission.  In 2002, the instrument was in Resolute Bay instead of Eureka.  It also 

participated in the four Middle Atmosphere Nitrogen TRend Assessment (MANTRA) campaigns 

in Vanscoy, Saskatchewan and in the 2009 CINDI at Cabauw, Netherlands.  When it is not 

travelling, the UT-GBS takes measurements in the Toronto Atmospheric Observatory at the 

University of Toronto or stays at PEARL for extended periods.  The PEARL-GBS was 

assembled and permanently installed at PEARL in August 2006 and has been taking 

measurements during the sunlit part of the year since then. 
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Table 2.1: Measurement history of the UT-GBS and PEARL-GBS instruments. 

Campaign Location UT-GBS PEARL-GBS 

MANTRA Vanscoy, 
Saskatchewan (52°N, 
107°W) 

19-26 Aug 1998a, b, c 
18-26 Aug 2000d 
20 Aug - 3 Sep 2002d 
3 Aug - 15 Sep 2004e, f, g 

N/A 

Stratospheric Indicators of 
Climate Change (spring 
2001, 2003), Canadian 
Arctic Validation 
Campaign (spring 
2004-present), and 
CANDAC (year-round 
2006-present) 

Eureka, Nunavut  
(80°N, 86°W) 

22 Mar - 11 Apr 1999h, i, j  
22 Feb - 23 Mar 2000d, j 
28 Feb - 23 Mar 2001d 
18 Mar - 22 Apr 2003d, j, k 
25 Feb - 14 Apr 2004 e. j, k, l, m, n 
21 Feb - 30 Mar 2005 e, j, k, m, n 
20 Feb - 31 Mar 2006e, j, k, m, n 
21 Feb - 11 May 2007e, j, k, o 
26 Feb - 17 Oct 2008j, k 
18 Feb - 31 Mar 2009j, k 
23 Feb - 17 Oct 2010j, k 
14 Feb - 31 2011j, k 

 
 
 
 
 
 
13 Aug - 17 Oct 2006e, j, o 
14 Feb -17 Oct 2007e, j, k, o 
14 Feb - 17 Oct 2008j, k, p 

14 Feb - 17 Oct 2009j, k 
8 Mar - 17 Oct 2011jj, k 
16 Mar - 10 Apr 2011j, k 

CINDI/NDACC 
Certification 

Cabauw, Netherlands 
(52°N, 56°E) 

13 Jun - 17 Jul 2009q, r, s N/A 

Stratospheric Indicators of 
Climate Change 

Resolute Bay, 
Nunavut 
(75°N, 95°W) 

15 Mar - 15 Apr 2002 N/A 

Toronto Atmospheric 
Observatory 

Toronto, Ontario 
(44°N, 79°W) 

19 Dec - 31 Dec, 2001 
1 Jan - 11 Feb, 2002 
12 Dec - 31 Dec, 2002 
1 Jan - 3 Feb, 2003 
29 Jul - 28 Aug, 2003 
7 Jan - 3 Feb 2004 
2 May - 14 Dec 2005 
18 Apr - 31 Dec 2006e 
27 Jun - 25 Dec 2007 
8 Jan - 14 Jan 2008 

N/A 

 
———————————————— 
a [Bassford et al., 2001] 
b [Bassford et al., 2005] 
c [Melo et al., 2005] 

d [Farahani, 2006] 

e [Fraser, 2008] 

f [Fraser et al., 2007a] 

g [Fraser et al., 2007b] 

h [Bassford et al., 2000] 

i  [Melo et al., 2004] 
j [Adams et al., 2012b] 

k [Adams et al., 2012a] 

l [Kerzenmacher et al., 2005] 

m [Fraser et al., 2008] 

n [Kerzenmacher et al., 2006] 

o [Fraser et al., 2009] 
p [Adams et al., 2010] 
q [Roscoe et al., 2010] 
r [Piters et al., 2012] 
s [Pinardi et al., 2012] 
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2.1.2 Triax-180 Spectrometer 

The UT-GBS and PEARL-GBS are both Triax-180 grating spectrometers, built by Instruments 

S.A. / Jobin-Yvon / Horiba.  The Triax-180 is a crossed Czerny-Turner triple grating imaging 

spectrometer, meaning that light is directed by a collimating mirror to a grating and is then 

focused by a focusing mirror onto a CCD. This scheme is advantageous for DOAS applications 

because the wavelength range can be selected by rotating the grating and stray list is minimized 

[Platt and Stutz, 2008].  A schematic of the Triax-180 spectrometer is shown in Figure 2.1.  

Focused light enters the slit of the instrument and passes through a mechanical shutter.  The light 

is then collimated by the collimating mirror, dispersed by the diffraction grating, and focused by 

the focusing mirror onto the detector.  The optics of the instrument provide point-to-point 

imaging, generate a flat-field input, and are aspherical, to correct for astigmatism.  The 

spectrometer has a focal length of 0.190 m (f-number 3.9) and a 12x30 mm focal plane. 

Various diffraction grating types are described in Horiba [2012].  The most basic equation for a 

diffraction grating is 

ߙ݊݅ݏ     െ ߚ݊݅ݏ ൌ  (2.1)       , ߣ݊݇

where α is the angle of incidence, β is the angle of diffraction, k is the diffraction order, n is the 

groove density of the diffraction grating, and λ is the wavelength of light.  Therefore, for larger 

groove density gratings, light is diffracted at larger angles.  This yields a higher resolution, but a 

narrower wavelength range incident on the detector.  Ruled gratings are produced using a ruling 

engine with a diamond stylus and are more susceptible to imperfections, which can lead to 

grating ghosts.  Holographic gratings are produced using the interference fringes of two lasers 

and therefore do not have periodic imperfections that can cause ghosts.  Both holographic and 

ruled gratings can be “blazed” at a given wavelength to optimize efficiency for a given 

wavelength interval. 

The Triax-180 spectrometer has three gratings.  The rulings, blaze, and wavelength ranges of the 

gratings used for the UT-GBS and PEARL-GBS are summarized in Table 2.2.  The gratings are 

attached to a motorized turret, so that for a given measurement the grating with the appropriate 
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Figure 2.1: Schematics of (a) the UT-GBS and (b) the PEARL-GBS.  Figure adapted from Fraser [2008]. 
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Table 2.2: UT-GBS and PEARL-GBS gratings. 

 Grating (gr/mm) Grating type Blaze (nm) Wavelength window width 
(nm) 

UT-GBS 400 ruled 400 325 
 600 holographic 500 210 
 1800 holographic 400a 60 
PEARL-GBS  300 ruled 500 440 
 600 holographic 500 210 
 1200 holographic 330 100 

 
———————————————— 
a Note: different 1800 gr/mm grating with 500 nm blaze was used 1998-2002. 

 

wavelength range and resolution can be selected.  The position of the grating, which determines 

the measured wavelength region, can also be controlled by the grating turret.  Typically, the 600 

gr/mm grating is used to retrieve ozone, NO2, and O4, while the 1800 gr/mm or 1200 gr/mm 

gratings are used to retrieve gases with weaker absorption features such as BrO, OClO, and 

HCHO.  The gratings have varying efficiencies across the spectral region and for different 

polarizations, as shown in Figure 2.2.  More details on the resolutions and wavelength regions 

can be found in Section 2.2.6. 

2.1.3 The UT-GBS 

A schematic of the UT-GBS is shown in Figure 2.1a.  Sunlight is collected by L1, a 40-mm 

diameter fused silica lens (f-number 2.5).  For some measurements and instrument 

characterization tests, a red (> 575 nm; Andover 590FG05), UV band-pass (250-400 nm) 

(Edmund Optics), or 25% neutral density filter (Edmund Optics) is placed between L1 and the 

liquid light guide.  The light is focused onto a 1 m liquid light guide, with a core diameter of 3 

mm (f-number 0.85), which depolarizes the light and brings it into the f-number matcher.  Note 

that in March 2011, the liquid light guide was replaced with a 1-m slit-to-spot fibre bundle with a 

spot of 0.65 mm diameter at the entrance end, with a 2.27 f-number.  At the exit, the fibre bundle 

is rectangular 3.3 mm x 0.1 mm (height x width).  This improves coupling of signal to the 

spectrometer and the resolution as discussed in Section 2.2.5.  Both the liquid light guide and the 

slit-to-spot fibre bundle depolarize light.   
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Figure 2.2: Grating efficiencies for the UT-GBS: (a) 400 gr/mm (blazed at 400 nm), (b) 600 gr/mm 

(blazed at 500 nm), (c) 1800 gr/mm (blazed at 400 nm), and for the PEARL-GBS: (d) 300 gr/mm (blazed 

at 500 nm), (e) 600 gr/mm (blazed at 500 nm), and (f) 1200 gr/mm (blazed at 330 nm). In all figures, EM 

is the efficiency for unpolarized light and EP is for light polarized parallel to the grooves of the grating, 

and EO is for light polarized perpendicular to the grooves of the grating.  Figure adapted from ISA 

documentation from Fraser [2008]. 

 

The f-number matcher contains three lenses: L2a and L2b collimate the light and then L3 

refocuses the light to the 3.9 f-number of the spectrometer.  The focused light is brought to the 

adjustable, mechanical slit, which is typically set to 0.1 mm width, and then enters the Triax-180 

spectrometer.   

Upon exiting the spectrometer, light is recorded using a CCD detector.  The UT-GBS has used 

three CCD detectors since 1998, which are described by Fraser [2008].  Since 2004, it has used a 
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back-illuminated detector with 2048x512 pixels, each of which has the physical size 13.5x13.5 

μm.  The 2048 horizontal pixels (X-pixels) correspond to different measurement wavelengths, 

while 512 vertical pixels (Y-pixels) correspond to the height of the light incident on the slit.  The 

detector is thermoelectrically cooled to 201 K, leading to low dark current signal.  It is also 

coated with a UV-enhanced coating, yielding a high quantum efficiency of 50-70% between 

300-600 nm. 

2.1.4 The PEARL-GBS 

A schematic of the PEARL-GBS is shown in Figure 2.1b.  Like the UT-GBS, sunlight is 

collected by L1, a 40-mm diameter fused silica lens (f-number 2.5).  For some UV 

measurements, a UV band-pass filter (250-400 nm) is placed below L1.  From 2006-2009, light 

was focused onto a 1-m liquid light guide, with a core diameter of 3 mm (f-number 0.85).  In 

March 2010, this was replaced with a 1-m spot-to-fiber bundle, which is identical to fiber-bundle 

described for the UT-GBS above.  The f-number matcher of the PEARL-GBS is identical to the 

UT-GBS, except L2a and L2b are combined in a single lens L2.  Between L3 and the slit, there is 

a motorized filter wheel, which holds six filters.  Currently, the filter wheel contains an empty 

slot, a long-wave (>575 nm) filter (Andover 590FG05), and 25%, 1%, 0.1%, and 0.01% neutral 

density filters (Edmund Optics).  Unlike the UT-GBS, the PEARL-GBS slit is fixed, to improve 

reproducibility of measurements.  For 2006-2010, a 0.05-mm slit was used.  In 2011, a 0.1-mm 

slit was installed in order to prevent undersampling, as described in Section 2.2.6.  A fixed 0.25-

mm slit is also available, but is rarely used.  Spectra are recorded using a CCD detector, which is 

identical to the UT-GBS CCD except that it uses an enhanced broadband CCD coating, 

improving the quantum efficiency to 50-90% between 300-600 nm.  The temperature of the 

PEARL-GBS CCD oscillates slightly between 201 and 205 K on a timescale of minutes.  During 

summer 2010, CCD temperatures began to rise to ~220 K due to a leak in the vacuum seal.  In 

winter 2010, the CCD was removed from PEARL and technicians at ISA moved the CCD chip 

to new housing and electronics to repair this problem.  The CCD was reinstalled in March 2011, 

where it operated until it failed in April 2011.  Therefore, in summer 2011, the CCD was 

returned to ISA for further repairs.   
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2.2 Spectral Resolution 

2.2.1 Resolution for the GBS Instruments for 1999-2009 

In order to optimize the performance of an instrument, the signal-to-noise ratio, spectral 

resolution, sampling and desired measurement wavelength range must be considered.  The 

spectral resolution can be increased by using a narrower slit or a finer grating.  However, as the 

slit width is reduced, the instrument loses signal and spectral sampling is reduced.  In order to 

prevent undersampling errors, sampling should exceed 4.5-pixels full width at half maximum 

(FWHM), but does not need to exceed 6.5 pixels FWHM [Roscoe et al., 1996].  Fine-ruled 

gratings do not decrease sampling, but reduce the wavelength range, limiting the number of trace 

gases that can be measured simultaneously. 

The focus of the CCD also determines the instrument resolution.  Each campaign, the instrument 

is focused by moving the CCD while measuring the 435.8 nm mercury line with the 600 gr/mm 

grating centered at 450 nm.  The Y-pixels are binned in five regions, to ensure that the mercury 

line is centered at the same X-pixel in all five regions.  This alignment of vertical CCD regions is 

controlled by rotating the CCD.  By moving the CCD closer to and further away from the 

focusing mirror, the central mercury line comes in and out of focus.  

Mercury lines measured by the PEARL-GBS 600 gr/mm grating in spring 2009 at Eureka are 

shown in Figure 2.3 for the 365.0 nm (panel a), 404.7 nm (panel b), 435.8 nm (panel c) and 

546.1 nm (panel d) lines.  The 435.8 nm mercury line is at the centre of the CCD and has a small 

FWHM and a fairly Gaussian shape.  The 365.0 and 546.1 nm mercury lines, at edges of the 

CCD, have larger FWHM and non-Gaussian line-shapes.  The changing resolution and 

line-shapes across the focal plane are present for both GBS instruments and complicate 

characterization of the instruments in DOAS retrievals.  This is discussed further in Sections 

2.2.2 and 2.2.3.  Note that these lineshapes are not caused by the addition of nearby lines, as with 

the improved optics a single mercury line was resolved. 

Each campaign, the resolution across the CCD is measured for each grating using mercury, neon, 

and xenon lamps.  The resolution of the instruments in spring 2009 at Eureka is plotted in  
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Figure 2.3:  The (a) 365.0 nm, (b) 404.7 nm, (c) 435.8 nm, and (d) 546.7 nm mercury lines measured by 

the PEARL-GBS 600 gr/mm grating centered at 450 nm on February 25, 2009 at Eureka.   

  

Figure 2.4.  Resolutions for the PEARL-GBS 300 gr/mm grating centered at 450 nm (panel a), 

the 600 gr/mm grating centered at 450 nm (panel b), and the 1200 gr/mm grating centered at 380 

nm (panel c) and the UT-GBS 400 gr/mm grating centered at 450 nm (panel d), the 600 gr/mm 

grating centered at 450 nm (panel e), and the 1800 gr/mm grating centered at 368 nm (panel f) 

are all shown.  Resolutions for all gratings in both instruments vary greatly across the CCD, with 

better resolution at the centre of the CCD.  Similar instrument resolutions have been recorded in 

previous years. 

2.2.2 Monochromatic Aberrations 

The non-Gaussian line-shapes and resolution variations are caused by monochromatic 

aberrations in the spectrometer.  Monochromatic aberrations occur when light enters a lens, or in   
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Figure 2.4: Resolution at Eureka in spring 2009 of the PEARL-GBS (a) 300 gr/mm grating centered at 

450 nm, (b) 600 gr/mm grating centred at 450 nm, (c) 1200 gr/mm grating centered at 380 nm and of the 

UT-GBS (d) 400 gr/mm grating centered at 450 nm, (e) 600 gr/mm grating centered at 450 nm, (f) and 

1800 gr/mm grating centered at 368 nm. 
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this case, a spectrometer, at wide angles and is focused at different locations than light entering a 

lens along the focal plane [e.g., Hecht, 1987]. 

Spherical aberration is a type of monochromatic aberration which causes blurring of the image 

[e.g., Hecht, 1987] and is shown in Figure 2.5.  Light incident on the edges of the lens is focused 

closer to the lens than light incident along the focal plane.  The ideal focal point in such a system 

is called the “circle of least confusion” and is indicated by “LC”.  The circle of least confusion is 

different from the focal point of light along the optical axis.  Spherical aberration can be reduced 

by narrowing the aperture of the instrument, but this restricts the amount of light entering the 

instrument, which reduces the signal-to-noise ratio [e.g., Hecht, 1987].   

Coma occurs when an object is not centered on the optical axis and light enters a lens at an angle 

which is not perpendicular to the lens [e.g., Hecht, 1987].  This causes the image to have 

different magnifications across the plane perpendicular to the focal plane as shown in Figure 2.6. 

2.2.3 Characterization of Aberrations in the Triax-180 Spectrometers 

In order to characterize the aberrations for the Triax-180 spectrometers, tests were performed on 

the PEARL-GBS in spring 2010 at Eureka*.  An approximate point source was shone into the 

 

 

Figure 2.5: Schematic of spherical aberration, from Farahani [2006]. 

                                                 
*
 Testing procedures based on advice from T. McElroy. 



 

42 

 

 

Figure 2.6: Schematic of coma, from Fraser [2008]. 

 

entrance slit of the PEARL-GBS at different angles so that limited portions of the mirrors and the 

diffraction grating were illuminated.   

A schematic of the aberrations test setup is shown in Figure 2.7.  The input optics were removed 

from the PEARL-GBS.  A 0.1% neutral density filter was placed in front of the slit and the 600 

gr/mm grating was centered at 450 nm.  The CCD of the PEARL-GBS was focused around the 

435.8 nm mercury line with the mercury lamp close to the slit so that it illuminated the slit from 

many angles simultaneously.  The mercury lamp was then placed 1 m away from the slit and was 

centered in the field-of-view of the spectrometer by moving the lamp up, down, left, and right 

until the maximum signal was obtained.  The lamp location of maximum signal is referred to 

here as the “middle.”  Then the lamp was then moved up and down until the signal was reduced 

by approximately 60%.  These lamp locations and are referred to as the “top” and “bottom”, 

respectively.  The lamp was then moved to left (into the page of Figure 2.7) and right of the slit 

until the signal was reduced to approximately 60% and these locations are referred to here as 

“left” and “right” respectively. 

The resulting mercury lines are shown in Figure 2.8 for the mercury lamp positioned at various 

locations for the 365.0 nm (panel a), 404.7 nm (panel b), 435.8 nm (panel c), and 546.1 nm 

(panel d) mercury lines.  All measurements were taken for a 40-ms exposure time.  For all 

mercury lines, moving the lamp from left to right of the slit caused the mercury lines to move in 
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Figure 2.7: Schematic of spectrometer aberrations test. 

 

 

Figure 2.8: Results of spectrometer aberrations test for the PEARL-GBS.  The (a) 365.0 nm, (b) 404.7 

nm, (c) 435.8 nm, and (d) 546.1 nm mercury lines for source shone on the PEARL-GBS slit from the 

bottom-left (red dash), middle left (thick red line), top left (thin red line), bottom middle (black dash), 

middle (thick black line), top middle (thin black line), bottom right (blue dash), middle right (thick blue 

line), and top right (thin blue line).   
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X-pixel across the CCD.  Since the instrument was focused around the 435.8 nm mercury line, 

the spread in X-pixel of the 435.8 nm line at the center of the CCD (panel c) is smaller than the 

spread at the edges of the CCD (panels a, d).  This suggests that limiting the angles at which light 

enters the slit could significantly improve the resolution of the instrument.   

When the lamp is moved up and down relative to the slit, small changes in the width and pixel 

location of the mercury line are observed.  This suggests that by limiting the height of the beam 

(or the Y-pixels of the CCD) small improvements to the resolution of the instrument could be 

made. 

When the input optics are placed in front of the spectrometer, the liquid light-guide scrambles the 

image of the incoming light.  Therefore, the mercury lines do not change in shape or resolution 

as the mercury lamp is moved across the field-of-view of L1.  However, the light focused by L3 

enters the spectrometer at various angles.  Therefore the spectrum is blurred across X-pixels of 

the CCD, causing the non-Gaussian line-shapes at the edges of the CCD observed in the lamp 

tests in Figure 2.3. 

In an effort to reduce aberrations, attempts were made to change the focus of the instrument 

without disassembling the spectrometer.  The slit of the spectrometer was moved closer to and 

further from the collimating mirror, which changed the instrument focus, but did not improve the 

aberrations.  It was observed while focusing the spectrometer that, by moving the CCD closer to 

the focusing mirror, the mercury lines to the left side of the CCD come into focus.  As the CCD 

is moved further from the focusing mirror, the mercury lines on the right side of the CCD come 

into focus.  This suggests that the CCD or the focusing mirror should be tilted slightly, so that all 

X-pixels of the CCD are in focus at once.  Unfortunately, this cannot be achieved without 

making significant changes to the spectrometer.  Therefore, spring 2010 spectrometer 

improvement efforts were focused on limiting light entering the slit from wide angles. 

2.2.4 Improvement to UT-GBS Resolution in Spring 2010 

In spring 2010, steps were taken to improve the resolution of the UT-GBS.  First, the input optics 

were tested qualitatively.  The f-number matcher was removed from the instrument and a 

halogen lamp was shone into the optics tube, approximately 3 m from the instrument.  L1 was 
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moved relative to the liquid light guide so that light was focused on the liquid light guide (see 

Figure 2.1).  The light was then observed by placing a white card at various locations along the 

optical axis.  Through these tests, it was found that the collimated light between L2 and L3 

diverged as the white card was placed further from L2. 

To test this more quantitatively, the input optics were returned to the instrument and a mercury 

lamp was placed above L1 so that it roughly filled the field-of-view of the instrument.  The 

spectrometer then took a series of measurements with the 600 gr/mm grating centered at 450 nm 

and a 25% neutral density filter placed between L1 and the liquid light guide.  A series of 

measurements were taken with various input optics configurations, as described below.    These 

measurements were taken at various exposure times, so the relative intensities of the spectra are 

not significant.   

The mercury lines from these tests are shown in Figure 2.9 at 365.0 nm (panel a), 404.7 nm 

(panel b), 435.8 nm (panel c) and 546.1 nm (panel d).  The mercury lines for the original 

measurements (thin black line) are non-Gaussian at the edges of the CCD, like the lines shown in 

Figure 2.3 for the PEARL-GBS.  When L2 was moved as close to L3 as the input optics would 

permit (with the liquid light guide kept at a fixed distance from L2), the mercury lines (black 

dashed line) became slightly more Gaussian, with smaller FWHM.  Furthermore, the X-pixels of 

the mercury line peaks were shifted.   

In order to improve resolution further, additional tests were performed.  A series of light limiters 

were placed in the input optics between L2 and L3 to prevent the light from entering the slit at 

large angles from the optical axis.  A diagram of the light limiters as viewed facing the slit of the 

spectrometer is shown in Figure 2.10.  The resulting mercury lamp spectra are also plotted in 

Figure 2.9 for the 8-mm (red), 5-mm (green), 4.5-mm (cyan), and 3.6-mm (blue) light limiters.  

Narrower light limiters have better resolutions at the edges of the CCD, but less signal.  To 

balance these requirements, the 5-mm light limiter was selected and used for the rest of the 

campaign.   

The CCD was then refocused and the mercury lines for the “optimized” 2010 instrument are also 

shown in Figure 2.9 (thick black line) and are approximately Gaussian across the full CCD. 
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Figure 2.9: The (a) 365.0 nm, (b) 404.7 nm, (c) 435.8 nm, and (d) 546.1 nm mercury lines measured by 

the UT-GBS with the old input optics (thin black line); L2 moved forward (dashed black line); L2 moved 

forward with a 8 mm (red) , 5 mm (green), 4.5 mm (cyan), and 3.6 mm (blue) limiters; and L2 moved 

forward with a 5 mm limiter and the instrument refocused. 

 

 

 

Figure 2.10: Diagram of light limiter placed in collimated beam between L2 and L3. 
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Figure 2.11: UT-GBS resolution in 2010 for (a) the 400 gr/mm grating at 450 nm, (b) the 600 gr/mm 

grating at 450 nm, and (c) the 1800 gr/mm grating at 350 nm. 
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Lamp tests with the mercury, xenon, and neon lamps were performed and the resulting 

resolutions are shown in Figure 2.11 for the 400 gr/mm grating at 450 nm (panel a), the 600 

gr/mm grating at 450 nm (panel b), and the 1800 gr/mm grating at 350 nm (panel c).  The 

resolutions are slightly worse than in previous years at the center of the CCD, but, the range 

ofFWHM values are much smaller than in previous years (Figure 2.4).  Due to these 

improvements, the configuration with the light-limited and adjusted input optics was used for the 

remainder of 2010. 

2.2.5 Improvement to PEARL-GBS Resolution in Spring 2010 

In spring 2010, the PEARL-GBS liquid light guide was replaced with a spot-to-slit fibre bundle 

in order to maximize signal and reduce light entering the spectrometer from the wide angles.  

This allows the instrument to intercept the circular beam of sunlight at L1 and transfer most of 

that light into a narrow rectangular beam at L2 and eventually at the entrance slit.  A schematic 

of the spot-to-slit fibre bundle is shown in Figure 2.12, with dimensions as indicated.  Mercury 

lines were measured through the input optics with this new fibre bundle and are shown in blue in 

Figure 2.13 at 365.0 nm (panel a), 404.7 nm (panel b), 435.8 nm (panel c) and 546.1 nm (panel 

d).  The FWHM of the lines and the shape of the lines are improved significantly compared with 

the lines through the spot-to-spot liquid light guide as shown in Figure 2.3.  

 

 

Figure 2.12: Schematic the PEARL-GBS spot-to-slit fibre bundle, adapted from Platt [2008]. 
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Unlike the UT-GBS light-limiter system, the slit-to-spot fibre bundle system also maximizes 

signal to the instrument by transferring light efficiently directly into the slit.  Therefore, further 

improvements could be made to the resolution of the instrument.  In order to reduce the blurring 

of light entering the top and bottom of the slit, the Y-pixel binning in the CCD was reduced to 

Y-pixels #200-512 instead of the full CCD.  Note that due to an alignment problem, the 

maximum intensity fell around pixel #400.  This was corrected by ISA technicians in summer 

2011.  The resulting mercury lines for this test are also shown in Figure 2.13 in red. 

 

 

Figure 2.13: The (a) 365.0 nm, (b) 404.7 nm, (c) 435.8 nm, and (d) 546.1 nm mercury lines measured by 

the PEARL-GBS 600 gr/mm grating with the spot-to-slit fibre bundle in spring 2010 for binning all 

Y-pixels of the CCD (blue X) and limited binning of the Y-pixels of the CCD (red circles). 
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With the new setup in place, a series of mercury, neon, and xenon lamp tests were taken with the 

PEARL-GBS and are shown in Figure 2.14 for full binning of the CCD (black X) and partial 

binning of the CCD (closed circles) for the 300 gr/mm grating centered at 450 nm (panel a), 600 

gr/mm grating centered at 450 nm (panel b), and 1200 gr/mm grating centered at 350 nm (panel 

c).  The resolution is improved vastly over the 2009 resolution for the PEARL-GBS shown in 

Figure 2.4.  Note that there are many more data-points in the 2010 resolution tests than in 2009 

because many more lines could be resolved.  Due to these improvements, the configuration with 

the spot-to-slit fibre bundle was used for the remainder of 2010. 

2.2.6 Instrument Resolution and Sampling from 1998-2011 

Summaries of the sampling and resolution are shown for the UT-GBS in Table 2.3 and the PEARL-GBS 

in Table 2.4.  As both instruments are refocused at the beginning of each campaign and occasionally at 

other times, the resolution and sampling change slightly campaign-to-campaign.  The UT-GBS sampling 

changed with each CCD because the physical size of the pixels differed.  Both the UT-GBS and 

PEARL-GBS resolutions improved in 2010 due to the modified input optics described in Sections 2.2.4 

and 2.2.5 respectively.  The PEARL-GBS sampling was below 4.5 pixels/FWHM in 2010, leading to 

possible undersampling errors [Roscoe et al., 1996].  Therefore, in 2011, the PEARL-GBS 0.05 mm slit 

was replaced with a 0.1 mm slit in order to resolve this issue. Furthermore, a new spot-to-slit fibre bundle 

replaced the UT-GBS light-limiter.  During the spring 2011 campaign, there were numerous instrument 

failures.  Therefore, there was not time to focus and align the instruments with the same care as in 2010.  

Therefore, the instrument resolution worsened between 2010 and 2011. 

2.3 Dark Signal 

Dark signal is the signal measured by the detector when the shutter of the instrument is closed.  It 

comprises the bias, an offset to the CCD count, and the dark current.  Dark current is caused by 

thermal energy from the CCD and therefore increases with CCD temperature (T) and exposure  

time (t) according to the relationship 

ݐ݊݁ݎݎݑܿ ݇ݎܽ݀  ൌ  ஻/்,       (2.2)ି݁ݐܣ
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Figure 2.14: PEARL-GBS resolution in spring 2010 for binning the full CCD (black x) and for partial 

binning of the CCD (circles) for (a) 300 gr/mm grating centered at 450 nm, (b) 600 gr/mm grating 

centered at 450 nm, and (c) 1200 gr/mm grating centered at 350 nm. 
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Table 2.3: UT-GBS sampling and resolution 1998-2011. 

 
a Values combined from [Fraser, 2008] and [Farahani, 2006]. 
b Values from [Fraser, 2008]. 
 
 
Table 2.4: PEARL-GBS sampling and resolution 2006-2010. 

 
———————————————— 
a Values from [Fraser et al., 2009]. 
 
 

where A and B are constants which describe the detector [Mackay, 1986].  Since the data 

acquisition software prevents measurements from being taken for CCD temperatures above 206 

K for the UT-GBS and 207 K for the PEARL-GBS, an increase in CCD temperature is not 

expected to lead to significant dark current.  

In order to check the performance of the detectors and the spectrometers, the dark current and 

bias of the GBS instruments are measured at the beginning each campaign.  To do this, a series 

of dark signal, or closed-shutter measurements, are taken at various exposure times.  For each 

X-pixel, the dark signal is plotted against the exposure time.  A linear fit is applied and the dark 

current is the slope (counts/second) and the bias is the y-intercept (counts).  Spring 2009 

UT-GBS dark current (panel a) and bias (panel b) and PEARL-GBS dark current (panel c) and 

bias (panel d) are shown in Figure 2.15.  These values are typical and vary only by several counts 

each year.  Dark current and bias information for the previous UT-GBS CCDs are presented by 

Fraser [2008] and Farahani [2006].  The dark current from this test multiplied by the exposure 

time and the bias are both subtracted from each measurement prior to DOAS processing. 

 Sampling (pixel/FWHM) Resolution (nm) 

 Grating (gr/mm) 400  600 1800 400 600 1800 

Original CCD: 1998-Eu2004a 7-20 6-20 7-16 0.8-5.4 0.5-2.3 0.2-0.8 

Loaner CCD:  MANTRA 2004a 3-19 3-18 3-12 “ “ “ 

New CCD: 2005-2009b 5-14 5.5-16 7-12 “ “ “ 

New CCD + input optics: 2010 7-13 7.5-13 7.5-10.5 1.1-2.1 0.9-1.3 0.2-0.3 

New CCD + new fibre: 2011 7-13 7.5-13 7.5-10.5 0.9-1.4 0.6-2.0 0.2-0.3 

 Sampling (pixel/FWHM) Resolution (nm) 

Grating (gr/mm) 300  600 1200 300 600 1200 

Original setup: 2006-2009a 5-14 4.5-16 7-12 1.0-3.0 0.5-2.5 0.2-1.8 

New spot-to-slit fibre: 2010 4-6 3.5-5 4-4.5 0.9-1.3 0.4-0.6 0.17-0.19 

New spot-to-slit fibre + slit: 2011 7-15 7-15 7-12 1.4-3.0 0.7-1.5 0.3-0.5 
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Figure 2.15: UT-GBS (a) dark current and (b) bias and PEARL-GBS (c) dark current and (d) bias. 

 

2.3.1 Light Leaks 

In August 2008, during routine testing at Eureka, the dark signal in both instruments was much 

higher than in previous campaigns.  For the UT-GBS, this was caused by light leaks at the top of 

the CCD head and at the Triax-180 electronics connections.  For the PEARL-GBS, light leaks 

were found at the base of the spectrometer.  They were corrected in spring 2009.   

In order to understand the effect of these leaks on measurements, the UT-GBS and PEARL-GBS 

2006-2008 routine dark signal measurements were analyzed.  All dark signal measurements were 

taken for a one-second exposure time.  The average dark signal count across the CCD was 

calculated and is plotted against Julian day in Figure 2.16 for the UT-GBS at Eureka in blue and 

Toronto in red (panel a) and the PEARL-GBS (panel b).  The large spikes in dark signal (around 
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day 235 in 2007 and day 2 in 2008 for the UT-GBS and around 235-290 in 2007 for the 

PEARL-GBS) were caused by shutter failures.  Both instruments have larger average counts 

across the CCD in the summer months than the winter months, because there is more sunlight 

leaking into the instruments.  The PEARL-GBS has larger dark signal counts during summer 

months than the UT-GBS.  Unfortunately, these light leaks cannot be characterized and 

subtracted from the measurements because they depend on constantly changing light conditions 

and the instrument setup.  Therefore, an offset correction was applied during the DOAS analysis. 

 

 

Figure 2.16: Average dark signal across the CCD from 2006-2008 for (a) the UT-GBS in Toronto (red) 

and Eureka (blue) and (b) the PEARL-GBS in Eureka. 
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2.3.2 Relationship between CCD Temperature and Dark Signal 

In Figure 2.17, the average closed shutter count from 2006-2008 is plotted against CCD 

temperature for the UT-GBS (panel a) and the PEARL-GBS (panel b).  Most measurements are 

within 200.5-201.5 K for the UT-GBS and 203.5-205.5 K for the PEARL-GBS.  There is no 

clear correlation between CCD temperature and dark signal, likely because light leaks dominate.  

For the UT-GBS, more high CCD temperatures are observed in Toronto because the instrument 

housing overheated frequently in summer months.  On these occasions, an increase in dark signal 

is observed as the CCD temperature increases, as suggested by Equation 2.2.  This suggests that 

for most measurements, the CCD temperature does not have a significant impact on dark signal. 

 

 

Figure 2.17: Average dark signal versus CCD temperature from 2006-2008 for (a) the UT-GBS in Eureka 

(blue) and Toronto (red) and (b) the PEARL-GBS in Eureka. 
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2.4 Stray Light 

Stray light is caused by reflection off optical elements, the detector surface, and spectrometer 

walls, as well as grating effects, such as grating ghosts [Platt and Stutz, 2008].  For 

monochromatic light sources, the fraction of stray light is on the order of 10-5 to 10-3, while for 

broad-band light sources, such as the sun, it increases to the order of 10-3 to 10-1 [Zong et al., 

2006].  Even for a high quality spectrometer, with 10-3 stray light, significant errors are 

introduced in DOAS fits when considering gases with small absorption features <0.1% of the 

solar spectrum, such as BrO.  Therefore, stray light is often the dominant source of error in 

DOAS measurements [Zong et al., 2006]. 

In order to characterize the stray light of the GBS instruments, three measurements are taken at a 

fixed exposure time: one normal open shutter measurement, one open shutter measurement with 

a red filter (> 575 nm), and one dark spectrum.  The red filter is used to limit incoming light to 

the spectrometer to wavelengths outside of the desired measurement range (350-550 nm for the 

600 gr/mm centered grating at 450 nm).  If there was no stray light, the red filter measurement 

would be identical to a dark spectrum.  The stray light is then calculated by 

ݐ݄݈݃݅ ݕܽݎݐݏ   ൌ ቀ ௥௘ௗ  ିௗ௔௥௞

௢௣௘௡ି ௗ௔௥௞
ቁ   .       (2.3) 

In Figure 2.18, the stray light for the 600 gr/mm grating in 2010 using zenith-scattered sunlight 

as a source is plotted for the UT-GBS (panel a) and the PEARL-GBS (panel b).  The stray light 

for both instruments is less than 10-3 over the whole measurement region.  These values are 

lower than those measured by Fraser [2008] because the sun, which has more signal in the UV, 

was used instead of the halogen lamp source.  Stray light tests were performed for other gratings 

and the stray light was found to be similar for wavelengths above 325 nm, where the signal of 

sunlight becomes very low. 

In this work, residual stray light has been partly accounted for using a polynomial offset 

correction during the DOAS procedure.  However, full characterization of stray light is possible 

with a monochromatic set of laser sources and leads to improvement in stray light error of 1-2 

orders of magnitude [Zong et al., 2006]. 
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Figure 2.18: Stray light measured with the 600 gr/mm grating of (a) the UT-GBS and (b) the 

PEARL-GBS. 

 

2.5 Polarization 

Due to scattering effects in the atmosphere, the polarization of sunlight varies with SZA.  Since 

the GBS gratings are sensitive to polarization, light must be depolarized to avoid errors in DOAS 

retrievals.  To check that the GBS liquid light guides or fibre bundles are depolarizing light, a 

polarization test is performed each campaign.  The spectrum of a quartz-halogen lamp is 

measured with a polarizer placed above L1.  Note that since the halogen lamp is partly polarized, 

this changes the signal of the incident light; therefore this test needs to be improved in the 

future*.  The polarizer is rotated at intervals of 45° and ratios of lamp spectra are then taken.  

Sample ratios for 0°/90° are shown in Figure 2.19 for the UT-GBS (panel a) and the 

PEARL-GBS (panel b).  These measurements were taken with the 600 gr/mm grating centered at  

 

                                                 
*
 Personal communication with X. Zhao, 28 August 2011 
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Figure 2.19: Polarization tests measured with the 600 gr/mm grating.  Intensity of light from halogen 

lamp with polarizer at 0° ratioed to that with polarizer at 90° for (a) UT-GBS and (b) PEARL-GBS. 

 

450 nm.  The effect of polarization varies smoothly with wavelength and, therefore, should not 

introduce large errors to DOAS fits. 

2.6 Additional Instrument Effects 

The tests described above do not account for some of the systematic errors observed in the GBS 

measurements.  SZA-dependent residuals were observed for both UT-GBS and PEARL-GBS 

measurements in the 450-550 nm fitting region (see Appendix B).  This suggests a polarization 

dependence which is not captured by the tests described above.  This may be linked to a 

strangely-behaved line at 506 nm, measured in the mercury lamp spectrum with the 600 gr/mm 

grating centred at 450 nm.  Note that this line appears in the manufacturer’s spectral figures, but 

is not deemed useful for wavelength calibration [Newport, 2011].  The intensities of all other 

mercury lines in the measurement window (365 nm, 405 nm, 435.8 nm, and 546.1 nm) vary 

gradually as the mercury lamp is moved across the field-of-view and peak when the mercury 

lamp is directly above L1.  However, at 506 nm, the intensity varies sharply with the position of 

the mercury lamp over L1 and reaches maximum intensity when the lamp is not directly above 

L1. Furthermore, when a diffuser is placed above the input optics, the 506 nm line disappears 
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completely.  This process is not fully understood and needs to be properly characterized for 

various gratings and target wavelengths, with polarizers and diffusers. 

Temperature dependence of GBS measurements has never been tested directly.  However, there 

is strong evidence that temperature changes throughout the day reduce the measurement quality 

(see Sections 3.3.4 and 4.1.3.1).  These changes are caused by the thermal expansion of materials 

inside the spectrometer and can be prevented by thermostating the instrument [Platt and Stutz, 

2008].  Attempts were made to control the temperature in 2010, using heating pads and foam 

insulation, but the temperature rose quickly above operational guidelines.  This was not pursued 

in 2011 due to time-constraints and instrument problems during the campaign. 

Additionally, interpixel variability can play a role for sensitive measurements such as BrO and 

OClO.  GBS spectra shift across CCD X-pixels, due to temperature changes (see Sections 3.3.4 

and 4.1.3.1).  Therefore, during the DOAS procedure, pixels with slightly different properties are 

ratioed.  A previous attempt to measure GBS inter-pixel variability and correct spectra did not 

improve DOAS results [Farahani, 2006].  However, due to recent improvements to the spectra 

and analysis techniques, interpixel variability corrections may improve present GBS retrievals. 

Finally, measurements taken with filters were found to be of worse quality than measurements 

taken without filters (see Section 4.1.3.1).  This could not be accounted for by signal-to-noise.  

These uncertainties may be introduced by Fabry-Perot etalon structures, which arise from 

interference patterns when light encounters two reflecting surfaces [e.g., Hecht, 1987].  These 

structures can be caused by reflective neutral density filters and the surface of CCD detectors 

[Stutz and Platt, 1993].   

2.7 UT Suntracker 

The UT Suntracker was developed at the University of Toronto for UV-visible and infrared 

spectrometers.  It is made from off-the-shelf parts using open-source software, and, once fully 

tested, the design and control software will be made publicly available. For DOAS instruments, 

the UT Suntracker can be used to enhance sensitivity to tropospheric and boundary layer trace 

gases such as BrO and HCHO, through the direct-sun and MAX-DOAS viewing geometries (see 
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Section1.3.4).  Furthermore, with lunar tracking, DOAS measurements can be extended into 

polar night. 

The UT Suntracker was assembled and tested in Toronto from 2006-2007.  In February 2008, it 

was installed permanently above the PEARL-GBS at Eureka so that the instrument could take 

zenith-sky, direct-sun (with passive tracking), and MAX-DOAS measurements.  In summer of 

2009, another UT Suntracker was installed above the UT-GBS during the CINDI campaign to 

allow for MAX-DOAS measurements [Roscoe et al., 2010].  Additional development on active 

tracking is currently underway at Dalhousie University. 

2.7.1 Design 

Figure 2.20 shows a photograph (a) and diagram (b) of the UT Suntracker.  Light enters Mirror 

1, a 15-mm diameter round mirror, at a 45° angle and is reflected off Mirror 2, a 102x127 mm 

rectangular mirror, and down into the instrument.  Mirror 1 is controlled by an azimuthal step 

motor (Newport URS150BCC) and an elevation step motor (Newport URS75BCC), so that the 

mirror is always angled at 45° from the targeted incoming sunlight.  Two SMC 100CC Motion 

Controllers act as an interface between the tracker and the computer.   For tracker development, 

test-grade mirrors were used.  For the UV-visible measurements at Eureka and Cabauw, these 

were replaced with ¼-wave fine annealed pyrex UV-enhanced aluminum mirrors that were 

custom-ordered from Advanced Optics. 

2.7.2 Software 

The UT Suntracker is controlled by the Trax2.4 Python program.  Trax2.4 interprets commands 

received over user datagram protocol (UDP) and controls the UT Suntracker motors using the 

Universal Serial Port Python Library [Barona, 2001].  The user can command Trax2.4 to move 

the motors to fixed positions or to passively track a body (sun or moon) based on the latitude, 

longitude, and time, using the PyEphem Module [Rhodes, 2010].  Trax2.4 is also able to monitor 

the position of the sun using a NetCamXL 640 camera and the Pythonware Image Library 

[Lundh, 2005].  Active tracking, using the camera, has since been implemented in the system by 

researchers at Dalhousie University.  However, for the PEARL-GBS passive tracking was used 

for 2008-2011. 
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Figure 2.20:  The University of Toronto Suntracker.  (a) Photo taken by S. Like.  (b) Schematic modified 

from figure by C. Midwinter. 

 

 

Figure 2.21: Flow-chart of the Trax2.4 software.  Figure produced by S. Like. 

 

A flow-chart of Trax2.4 is shown in Figure 2.21.  The Trax2.4 program initializes the UDP 

connection, the tracker, and camera.  The software then continually iterates between searching 

for new UDP input, and updating internal parameters, such as the calculated position of the body.  

When Trax2.4 receives a “get” command, it returns current parameter values, such as the 
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coordinates of the sun or the motor error status.  “Set” commands are used to change the Trax2.4 

parameters, such as motor offsets, latitude, or tracker position. 

2.7.3 Testing 

In the summer of 2007, the UT Suntracker was installed at the Toronto Atmospheric Observatory 

for passive tracking testing.  It was secured to a table, levelled, and oriented azimuthally.  The 

tracker and motors were covered with a plastic dome that was transparent to visible light.  At the 

base of the tracker, fans and a heater were installed for operation in summer and winter 

conditions.  By observing the tracker pointing with a mechanical sight, motor offsets of -0.9° in 

azimuth and -0.4° in altitude were found.  These corrections account for imperfect levelling and 

azimuthal orientation*. 

In order to monitor the tracking, sunlight was directed from the tracker into a NetCamXL 640 

camera.  Pixels near the center of the sun were typically saturated or near saturation.  Using the 

Trax2.4 software, the center of the sun was identified at the intersect of the brightest row and 

brightest column in the camera image.  The intensity of the sun was taken to be the average 

intensity of the nine pixels surrounding the center of the sun.  The pixel coordinates of the center 

of the sun and the average intensity were recorded along with the date, time, and calculated solar 

coordinates.  Low average intensities (< 78% saturation level) corresponded with cloudy weather 

and therefore were not included in this study.   

The results of these tests are shown in Figure 2.22 for 29 September 2007, before the tracker was 

calibrated using the mechanical sight, and 4 November 2007, after calibration.  The intensity of 

the sun relative to the saturation level (panels a, b) can be used to identify thin clouds.  The X-Y 

pixel coordinates of the center of the sun depend systematically on one another prior to 

calibration (panel c).  This improves after calibration (panel d).  The difference between center of 

the sun at each measurement time and the daily average of the center of the sun was taken.  This  

                                                 
*
 Note that, while this correction method improved tracking to the desired accuracy, it does not account for all 

degrees of freedom.  In order to correct for possible errors in tracker azimuth as well as tilt in the X and Y 
directions, the tracker pointing should be sighted over the course of a day [e.g., Merlaud, 2011].  Corrections can 
then be applied to the input latitude and longitude in the passive tracking routines. 
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Figure 2.22: Testing output for uncalibrated tracking on 29 September 2007 and calibrated passive 

tracking on 4 November 2007.  (a) Uncalibrated and (b) calibrated solar image intensity (% saturation) 

versus time for the ten camera pixels at the center of the sun.  (c) Uncalibrated and (d) calibrated variation 

of solar coordinate Y versus X.  X versus time for (e) calibrated and (f) uncalibrated.  Y versus time for 

(g) calibrated and (h) uncalibrated.  σ indicates the 1σ standard deviation in the measurements over the 

course of the day. 
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Figure 2.23:  Daily average position of the sun in degrees versus date for X-axis of the camera frame 

(blue) and the Y-axis of the camera frame (red), using passive tracking. 

 

difference was converted to degrees, using the angular size of the sun divided by the pixel size of 

the sun.  The uncalibrated data show a 2° drift in X over the course of the day (panel e) and a 

minimum in Y around noon (panel g).  The calibrated data shows smaller variation and less 

systematic structure in both X (panel f) and Y (panel h).  Similar results were obtained for sunny 

or partly sunny days from 22 October 2007 to 10 January 2008.  

From 7 December 2007 to 10 January 2008, the camera setup was not moved and therefore the 

daily variation of the center of the sun could be examined.  For each sunny or partly sunny day, 

the average (X, Y) coordinates of the center of the sun and standard deviation were calculated 

and converted to angular distances.  The daily variation is shown in Figure 2.23 for the X (blue) 
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and Y (red) coordinates of the sun.  Good tracking is maintained throughout this period, with a 

small systematic change around 1 January 2008.  This could reflect a small change in the 

position of the camera. 

2.8 Data Acquisition Software 

The GBS instruments are operated automatically using in-house Labview data acquisition 

software.  Upon start-up, the software communicates with the grating turret through a general 

purpose interface bin (GPIB) connection, and moves the turret to the user-specified grating and 

central wavelength position.  For the PEARL-GBS, the software also initializes the filter wheel 

via serial cable communication and selects a user-specified filter.  The software then initializes 

the CCD, by communicating with the CCD Symphony Controller through a cross-over ethernet 

cable, and waits for the CCD to cool.  Once the CCD has reached operating temperature, the 

instrument takes a series of snapshots of sunlight and calculates an ideal exposure time for 

maximum signal without saturation.  If there is enough sunlight, it takes a series of 

measurements, typically up to 300 acquisitions, averages the spectra from the measurement 

sequence, and saves the averaged spectrum to a data file.  Every 20th measurement or when the 

signal is low, the instrument takes a closed-shutter dark signal measurement.  The software also 

has an option to wait 15 minutes between measurements when the sun is higher than SZA 80° in 

order to prolong shutter life. 

In spring 2010, the software was streamlined and the following features were added: 

 Default to prevent the grating turret from spinning at each instrument restart, improving 

the stability of measurements. 

 Manual control of the exposure time, number of acquisitions, and shutter to simplify 

testing and trouble-shooting procedures. 

 Error catching and warnings to help identify instrument problems, such as broken 

shutters. 

 CCD binning options to specify Y-pixels that are averaged during acquisition. 

 Automatic identification and removal of saturated spectra from the average over 

accumulations. 
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Furthermore, for the PEARL-GBS, suntracker control was added to the Labview software 

through a UDP connection to the Trax2.4 program.  Preset measurement routines that alternate 

between direct-sun, MAX-DOAS, and zenith-sky viewing geometries with automated 

filter-changes were then implemented. 

2.9 Summary  

The UT-GBS and PEARL-GBS are triple grating, UV-visible spectrometers with cooled CCD 

detectors.  The UT-GBS has taken measurements since 1998 on a campaign basis at Eureka, 

Vanscoy, and Toronto in Canada and at Cabauw in the Netherlands.  The PEARL-GBS was 

installed permanently at Eureka in 2006.  Several improvements were made to the GBS 

instruments from 2008-2011.  In 2009, light leaks to both instruments were corrected, while in 

2010 the resolutions of both instruments were improved through modifications to the input 

optics.  The UT Suntracker was installed above the PEARL-GBS in 2008, allowing for new 

direct-sun and MAX-DOAS measurements.  Instrument performance and changes were 

documented in compliance with NDACC recommendations. 
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3 NDACC Certification and the CINDI Campaign 

NDACC is a network of remote-sensing research stations that is committed to the long-term 

monitoring of tropospheric and stratospheric composition (see Section 0).  NDACC instruments 

and data products are expected to meet a set of standards in order to ensure a homogenous and 

accurate NDACC dataset.  The certification process for NDACC UV-visible instruments is 

described in Section 3.1 and includes instrument characterization, data analysis, and validation.  

Section 3.2 summarizes previous validation of GBS measurements.  In January 2009, the 

PEARL-GBS was granted NDACC certification.  Therefore a GBS is required to participate in 

formal intercomparison campaigns, the most recent of which, the Cabauw Intercomparison 

Campaign of Nitrogen Dioxide Measuring Instruments (CINDI), was held in Cabauw, 

Netherlands from 8 June to 26 July 2009.  During CINDI, NDACC zenith-sky NO2 DSCDs and 

new MAX-DOAS NO2, O4, and HCHO DSCDs were all acquired and validated, as discussed in 

Section 3.3. 

3.1 NDACC Certification of UV-Visible Instruments 

The NDACC UV-visible working group has established a series of criteria to ensure consistency 

in NDACC-certified UV-visible instruments.  These standards are described on the NDACC 

website [NDACC, 2009].  In order to obtain certification, a report on the PEARL-GBS was 

prepared.  This report included a description of the instrument; results from dark current, 

resolution, stray light and polarization tests; a description of data analysis procedures; sample 

spectra and fits; and details of previous instrument intercomparisons.  Based on this report, the 

PEARL-GBS was granted NDACC certification in January 2009 and was slated to participate in 

the next formal NDACC UV-visible intercomparison campaign.  

3.1.1 NDACC Intercomparison Criteria 

Following the second NDACC intercomparison campaign held in 1996 [Roscoe et al., 1999], a 

set of DSCD intercomparison criteria were adopted.  These standards will be referred to as the 

“1996 NDACC standards”.   For Type I intercomparisons, a linear regression is performed 

between DSCDs measured by two instruments over one twilight.  For each linear regression, the 
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slope, y-intercept, and residual are calculated as described in Roscoe et al. [1999] and averages 

are taken over the campaign.  A group of reference instruments for which the slopes are near one 

and the y-intercept and residual are small is selected.  The DSCDs from this “reference group” 

are then averaged.  DSCDs from all campaign instruments are then compared with the reference 

group, using a linear regression.  The slope quantifies agreement between datasets; systematic 

offsets are reflected by the y-intercept; and random and non-linear systematic errors appear in the 

residuals.  The “1996 NDACC standards” for the slope, y-intercept, and root mean square (RMS) 

are summarized in Table 3.1.  Type II intercomparisons involved taking ratios of DSCDs [e.g., 

Vandaele et al., 2005].  The 1996 NDACC standards were used in the third NDACC 

intercomparison campaign in 2003 [Vandaele et al., 2005] and three studies including the GBS 

instruments by Fraser et al. [2007a; 2008; 2009]. 

In 2009, following the CINDI campaign, the NDACC intercomparison criteria were revised and 

published on the NDACC webpage [NDACC, 2009].  These criteria will be referred to as the 

“2009 NDACC standards.”  The Type I linear regression test now includes the smaller targets for 

NO2 y-intercept and residuals that are summarized in Table 3.1.  The Type II ratio tests are no 

longer included in the NDACC standards. 

3.2 Previous Intercomparisons 

Prior to certification, the UT-GBS and PEARL-GBS had never participated in a formal NDACC 

intercomparison campaign.  However, UT-GBS and PEARL-GBS ozone and NO2 DSCDs and 

VCDs have been compared with many other instruments, using a variety of comparison methods.  

A summary of the campaigns and measurement dates for the UT-GBS and PEARL-GBS is given 

in Section 2.1.1. 

 

Table 3.1: NDACC standards for linear regression of DSCDs. 

 NDACC Standards Slope y-intercept 
(mol/cm2) 

RMS (mol/cm2)  

Ozone 1996 and 2009 1.00±0.03 ±0.15 x 1019 0.10 x 1019 
NO2 1996 1.00±0.05 ±0.15 x 1016 0.10 x 1016  
 2009 1.00±0.05 ±0.10 x 1016 0.05 x 1016  
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Fraser et al. [2007a; 2008; 2009] performed 1996 NDACC standard comparisons between the 

UT-GBS, PEARL-GBS and other DOAS instruments, during MANTRA 2004 and the Canadian 

Arctic ACE Validation Campaigns for 2004-2007 at Eureka.  GBS ozone and NO2 DSCDs were 

compared against SAOZ (see Appendix C),  Measurements of Aerosol Extinction in the 

Stratosphere and Troposphere-Ground (MAESTRO-G) [McElroy et al., 2007], and the 

SunPhotoSpectrometer (SPS) [McElroy, 1995].  Details of these instruments are summarized in 

Table 3.2.  The results of the 1996 NDACC Type I intercomparisons are given in Table 3.3 and 

are discussed in the sections below. 

 

Table 3.2: UV-visible instrumentation participating in past intercomparison campaigns.   

Instrument 
Name 

Description Wavelength 
range 

Resolution Detector Field-of-view

UT-GBS UV-visible 
triple-grating 
ground-based 
spectrometer 

350-500 nm 
(600 
gr/mm) 

0.5-2 nm 
(600 
gr/mm) 

CCD 
cooled to 
201 K 

2° 

PEARL-GBS UV-visible 
triple-grating 
ground-based 
spectrometer 

350-500 nm 
(600 
gr/mm) 

0.5-2 nm 
(600 
gr/mm) 

CCD 
cooled to 
203-205 K 

2° 

SAOZ  UV-visible grating 
spectrometer 

270-620 nm 1.0 nm Uncooled 
1024-pixel 
linear diode 
array 

10° 

MAESTRO-G Double spectrometer 
(UV spectrometer 
and visible 
spectrometer), with 
two independent 
input optics, gratings, 
and detectors 

260-560 nm 
(UV) 
 
525-1010 
nm (visible) 

1.0 nm 
(UV) 
 
2 nm 
(visible) 

Uncooled 
1024-pixel 
linear diode 
arrays 
(both UV 
and 
Visible) 

0.1x6.5° 

SPS UV-visible grating 
spectrometer 
 

375-775 nm 1.5 nm in 
NO2 and 
ozone 
regions 

Uncooled 
1024-pixel 
linear diode 
array 

0.1x10° 
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Table 3.3: Results from 1996 NDACC standard Type 1 comparisons with UT-GBS and PEARL-GBS.  

These are in the form “am-test-result/pm-test-result”, where Y (N) means that the standards were (were 

not) met. UT=UT-GBS, SZ = SAOZ, SP = SPS, MA = MAESTRO-G, PE = PEARL-GBS.  NDACC 

standards are summarized in Table 3.1. 

 Ozone NO2 
Campaign Instruments Slope Y-int Res Slope Y-int Res 
MANTRA 
2004a 

UT vs SZ N/N N/N N/N Y/Y N/N N/N 
UT vs SP Y/N N/N N/N ----   ---- ---- 
UT vs MA N/N N/N N/N ---- ---- ---- 

Eureka 
2004b 

UT vs SP Y/N Y/Y N/N ---- ---- ---- 
UT vs MA Y/Y Y/N N/N ---- ---- ---- 

Eureka 
2005a 

UT vs SZ N/N Y/Y N/N Y/Y Y/Y Y/N 
UT vs SP N/Y Y/Y N/N Y/N Y/Y N/N 
UT vs MA Y/N Y/Y N/N ---- ---- ---- 

Eureka 
2006b 

UT vs SZ N/N Y/Y N/N Y/Y Y/Y Y/Y 
UT vs SP Y/Y Y/Y N/N Y/Y Y/Y N/N 
UT vs MA Y/Y Y/N N/N Y/Y Y/Y N/N 

Eureka 
2007c 

UT vs SZ N/N Y/Y Y/Y Y/Y Y/Y Y/Y 
UT vs PE Y/Y Y/Y Y/Y Y/Y Y/Y Y/Y 
PE vs SZ Y/Y Y/Y Y/Y N/N Y/Y Y/Y 

 
———————————————— 
a  [Fraser et al., 2007a] 
b  [Fraser et al., 2008] 
c   [Fraser et al., 2009] 
 

 

Additionally, GBS ozone and NO2 VCDs have been compared with many other instruments.  

Brewer spectrophotometers (see Appendix C) measure ozone using UV light at discrete 

wavelengths, with a photomultiplier tube detector.  Ozonesondes (see Appendix C) sample the 

atmosphere in situ up to a burst height.  A total column is integrated from this value and a 

correction is made to account for concentrations about the burst height. The University of 

Toronto Fourier Transform Spectrometer (UT FTS) [Wunch et al., 2006] is an ABB Bomem 

DA5 FTS that measures with indium antimonide and mercury cadmium telluride (MCT) 

detectors, and a spectral range spanning 1200-5000 cm−1, which took balloon measurements 

during MANTRA.  The Portable Atmospheric Research Interferometric Spectrometer for the 

InfraRed (PARIS-IR) [Fu et al., 2007] is a compact, portable FTS built by ABB Bomem with a 

resolution of 0.02 cm−1 and a spectral resolution and spectral coverage of 750-4400 cm−1, which 
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took balloon measurements during MANTRA and participates in spring campaigns at Eureka.  

The Meteorological Service of Canada FTS (MSC-FTS) [Donovan et al., 1997] is a 

Bomem-DA8 which was housed at Eureka from 1993-2009 and records spectra on MCT and 

InSb detectors  with resolution of 0.004 cm-1 with wavelength range 715-4000 cm-1.   The 

University of Denver FTS (DU FTS) [Fogal et al., 2005] took balloon measurements during 

MANTRA in two bandpasses of approximately 718-1438 and 1438-2154 cm−1
, with a pair of 

MCT detectors with a resolution of approximately 0.03 cm−1. 

The GBS ozone and NO2 measurements have also been compared with numerous satellite 

instruments.  ACE (see Appendix D) aboard SCISAT-1 satellite, a solar occultation satellite 

launched by the Canadian Space Agency in August 2003 [Bernath et al., 2005], has two 

instruments, the ACE-FTS and ACE-MAESTRO.  The ACE-FTS is a high resolution (0.02 

cm−1) infrared instrument, operating from 750-4400 cm−1.  ACE-MAESTRO is a 

UV-visible-near-IR double spectrometer, with a resolution of 1.5-2.5 nm, and a wavelength 

range of 270-1040 nm.  The Earth Probe Total Ozone Mapping Spectrometer (TOMS) is a 

nadir-looking instrument, which derives ozone by comparing the radiance of the Earth with the 

radiance of a calibrated diffuser plate in the UV region [Herman et al., 1997]. The Global Ozone 

Monitoring Experiment (GOME) is also a nadir-viewing instrument that measures the solar 

radiation scattered by the atmosphere in the UV-visible region (240-790 nm) with a resolution of 

0.2-0.4 nm [Burrows et al., 1999b]. 

3.2.1 MANTRA 

MANTRA was a series of balloon campaigns held in the late summers of 1998, 2000, 2002, and 

2004, designed to measure stratospheric trace gases that impact mid-latitude chemistry [Strong et 

al., 2005].  These campaigns took place in Vanscoy, Saskatchewan (52°N, 107°W).  The 

UT-GBS took ground-based measurements for all four campaigns.   

For MANTRA 1998 [Bassford et al., 2005], 2000 [Farahani, 2006] and 2002 [Farahani, 2006] 

UT-GBS ozone and NO2 VCDs were retrieved using an in-house DOAS software and a Langley 

plot method [Fish, 1994].  In 1998, ozone VCDs were within 5% of ozonesonde and Brewer 

VCDs, and within 10% of the TOMS and GOME satellite VCDs [Bassford et al., 2005].  In 

2000, ozone VCDs agreed within error with Brewer, TOMS, and GOME and in 2002, within 
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error of the TOMS and GOME measurements [Farahani, 2006].  In MANTRA 1998, UT-GBS 

NO2 VCDs had similar variability to GOME VCDs, but with a systematic offset, which may be 

caused by the diurnal variation of NO2 [Bassford et al., 2005].  The NO2 DSCDs were also used 

to retrieve vertical profiles [Melo et al., 2004] with an optimal estimation software [Preston et 

al., 1997].  These profiles were found to be in good agreement with vertical profiles measured by 

SPS, which was on board the MANTRA balloon. 

Intercomparisons between the UT-GBS, SAOZ, SPS, and MAESTRO-G were made during 

MANTRA 2004 by Fraser et al. [2007a].  Higher-than-usual signal-to-noise was seen for three 

of the ground-based instruments: the UT-GBS had a loaner front-illuminated CCD and an error 

in the data acquisition software, while SPS and MAESTRO-G had frosted viewing windows, due 

to housing inside a commercial freezer.  Ozone and NO2 DSCDs were retrieved for all four 

instruments, using a common set of fit parameters and cross-sections in the WinDOAS software 

and a single reference spectrum.  NO2 was below the detection limit for SPS and MAESTRO-G.  

The DSCDs were compared using the 1996 NDACC standards.  The results of the linear 

regressions are shown in Table 3.3; compared with other campaigns, few of the standards are 

met, likely due to the instrument problems. 

MANTRA 2004 DSCDs were converted to VCDs using the Langley method and compared with 

other ground-based instruments [Fraser et al., 2007a].  UT-GBS ozone VCDs agreed within 

error with the other DOAS instruments, the Brewer, sondes, UT FTS, PARIS-IR, and DU-FTS.  

The UT-GBS and SAOZ NO2 VCDs also agreed within error bars.  Additionally, SAOZ and 

UT-GBS ozone and NO2 DSCDs were retrieved during a thunderstorm [Fraser et al., 2007b] and 

were found to be in good agreement. 

3.2.2 Eureka 1999-2007 

The UT-GBS has been deployed at Eureka during the spring-time on a yearly basis (except 

2002) since 1999.  For the first campaign, in 1999, ozone and NO2 DSCDs were retrieved using 

the in-house DOAS software and converted to VCDs using a Langley plot technique [Bassford et 

al., 2000; Melo et al., 2004].  Ozone VCDs were found to be in good agreement with a 

co-located Brewer, sondes, and TOMS VCDs [Bassford et al., 2000; Melo et al., 2004].  
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UT-GBS ozone for spring 1999-2001, and 2003 and NO2 DSCDs for spring 1999-2000 were 

retrieved using WinDOAS  and are presented by Farahani [2006].  VCDs were calculated using 

a Langley plot analysis and were compared against the MSC-FTS, GOME, sondes, and several 

models.  UT-GBS ozone VCDs agree within error of the sondes for most measurements.  Good 

agreement is seen with the MSC-FTS for 1999 and 2000, but for many parts of 2001 and 2003, 

the MSC-FTS is ~20% higher than the UT-GBS measurements.  For 1999 and 2000, NO2 VCDs 

agree well with GOME and MSC-FTS for the early parts of the campaigns, but start to diverge 

around April.  This is likely due to the diurnal variation of NO2. 

In 2004, ozone and NO2 VCDs retrieved using WinDOAS and Langley plots were compared 

with SPS, MAESTRO-G, PARIS-IR, ACE-FTS, and the MSC-FTS [Kerzenmacher et al., 2005].  

Good agreement in ozone VCD was seen for all instruments, although the MSC-FTS recorded 

systematically low values.  For NO2, most of the data agreed within error bars, despite the fact 

that no corrections were made for tropospheric NO2 of satellites and the diurnal variation of NO2.  

Similar ozone comparisons were made in 2005, with the addition of SAOZ and showed good 

agreement [Kerzenmacher et al., 2006]. 

For 2004-2007, Fraser et al. [2008; 2009] compared DSCDs and VCDs measured by the 

UT-GBS and PEARL-GBS with many other instruments.  Ozone and NO2 DSCDs were 

retrieved for the UT-GBS, PEARL-GBS, SAOZ, MAESTRO-G, and SPS, using a common set 

of fit parameters and cross-sections in the WinDOAS software.  The 1999 NDACC Type 1 and 

Type 2 criteria were applied to the measurements.  The results of the Type 1 comparisons are 

shown in Table 3.4.  Better agreement is seen during these Arctic campaigns than the MANTRA 

2004 campaign [Fraser et al., 2007a].  This may be because during MANTRA 2004, a single 

reference spectrum was used over the whole campaign, which may lead to systematic errors in 

the DOAS fits if the instruments are not stable.  Furthermore, the instruments suffered from 

various technical problems during MANTRA 2004. 

All ground-based DSCDs were converted to VCDs using the Langley plot method.  The percent 

differences between the VCDs retrieved by the UT-GBS and other instruments are summarized 

in Table 3.4.  The largest deviations were seen in 2005, when the polar vortex was very active.  

This may because the various instruments have different viewing and therefore might sample  
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Table 3.4: Comparison of GBS VCDs to various other instruments from 2004-2007, where the 2004-2006 

intercomparisons are from Fraser et al. [2008] and the 2007 intercomparisons are from Fraser et al. 

[2009]. 

Comparison Years Ozone % difference NO2 % difference
UT-GBS minus SAOZ 2005-2007 -6.9 to -2.3% -12.3% to +1.0% 
UT-GBS minus SPS 2004-2006 -2.6 to -0.1% -12.3 to +20.8% 
UT-GBS minus MAESTRO-G 2004-2006 -53.7 to +10.7% -2.9 to +24.6% 
UT-GBS minus sondes 2004-2007 -5.7 to 34.8% -- 
UT-GBS minus ACE-FTS 2004-2006 -5.6 to -2.3% +10.5 to +20% 
UT-GBS minus ACE-MAESTRO 2004-2006 +1.2 to +19.4% -1.3 to 3.3% 
UT-GBS minus PEARL-GBS 2007 -3.2% -5.9% 
PEARL-GBS minus SAOZ 2007 -2.4% 8.1% 
PEARL-GBS minus sondes 2007 -1.2% -- 

 

different parts of the atmosphere.  ACE-FTS and ACE-MAESTRO ozone VCDs were calculated 

from partial columns between 15 and 40 km.  Daily ozonesonde data below 15 km was added to 

the profiles.  ACE-FTS and ACE-MAESTRO NO2 measurements were calculated from 22-40 

km.  No corrections were made for NO2 above and below these heights, but the contribution is 

expected to range from 7-12%. 

3.3 CINDI 

In 2009, the UT-GBS participated in CINDI, a formal NDACC intercomparison campaign held 

in Cabauw, Netherlands.  The goals of CINDI were to compare DOAS and MAX-DOAS 

instruments and to validate nadir tropospheric NO2 measurements by satellite instruments such 

as GOME, SCIAMACHY and OMI.  Ground-based tropospheric measurements of NO2 are 

useful for validating satellite measurements and for determining the altitude sensitivity of nadir 

satellite tropospheric columns.  CINDI met the NDACC formal intercomparison campaign 

criteria [Roscoe et al., 2010] because the participating instruments took measurements for more 

than ten days, with sufficient temporal resolution to sample at 1° SZA intervals; Cabauw has 

adequate concentrations of NO2 and variable weather conditions; and there was a campaign 

referee, H.K. Roscoe, who followed a semi-blind comparison protocol. 
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The CINDI campaign was divided into several phases.  Instruments were installed and tested 

from 10-14 June.  From 15-30 June, the formal semi-blind intercomparison campaign for DOAS 

NO2 and O4 took place.  Other trace gases, including HCHO and CHOCHO, were studied from 

31 June - 5 July.  Finally, an investigation of the variability in tropospheric NO2 across one 

satellite pixel was performed using MAX-DOAS measurements pointing in various azimuthal 

directions and mobile DOAS from 6-24 July.  The UT-GBS participated in all phases of this 

campaign, but took zenith-sky measurements only for the first part of the campaign. 

3.3.1 Field Site 

CINDI took place at KNMI’s Cabauw Experimental Site for Atmospheric Research at Cabauw, 

Netherlands (51.97°N, 4.93°E, at sea level) and is described by Piters et al. [2012].    Cabauw 

has an unobstructed view of the horizon, allowing MAX-DOAS measurements to be taken at a 

variety of azimuthal angles.  Two past campaigns that included MAX-DOAS instruments were 

hosted at Cabauw [Brinksma et al., 2008; Hains et al., 2010].   

Figure 3.1 shows a map of the Netherlands, with the location of Cabauw highlighted (left) and 

the layout of the Cabauw field-site (right).  Instruments were installed at three locations: a 200-m 

scientific tower; the roof-tops of porto-cabins that housed some CINDI instruments; and the 

wind-profiler.  Permanent instruments characterize the boundary layer, meteorology, wind, 

pressure, and temperature at various heights along the tower.  Furthermore, tropospheric wind 

speeds at various altitudes and clouds are routinely measured with a wind profiler and cloud 

lidar.  Near the base of the tower, an in situ NO2 instrument is also installed permanently.  

During CINDI, many additional instruments were deployed, including an aerosol lidar, in situ 

NO2 instruments, an elevation-scanning NO2 lidar, and newly-developed NO2 sondes that were 

flown on balloons. 22 DOAS instruments from 14 institutes also participated in the campaign. 

Cabauw is a rural location with few local pollution sources; however tropospheric NO2 pollution 

events can be transported to Cabauw from nearby regions.  Figure 3.2 shows the average 

tropospheric column of NO2 measured by OMI during the campaign.  When the wind at Cabauw 

came from the west (Rotterdam), the south (Antwerp), and the southeast (German Ruhr area), 

polluted air was measured, while when the wind came from the North, clean air was measured.   
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Figure 3.1: Map showing location of Cabauw in Netherlands (left) and layout Cabauw field site (right) 

from [Roscoe et al., 2010]. 

 

Throughout CINDI, the weather varied considerably.  Therefore measurements were taken under 

clear skies, thunderstorms, scattered showers, and rainy conditions.  This allowed measurements 

to be validated under various conditions. 

3.3.2 Participating DOAS Instruments 

The DOAS instruments that participated in CINDI are summarized in Table 3.5.  All instruments 

took MAX-DOAS measurements except for the three SAOZ instruments, which took only 

zenith-sky measurements.  For the semi-blind intercomparisons, MAX-DOAS instruments took 

measurements at elevations of 2°, 4°, 8°, 15°, 30° and the zenith within a maximum of 30 

minutes and were oriented to an azimuth of 287° (northwest). 
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Figure 3.2: Average tropospheric column of NO2 measured by DOMINO (Derivation of OMI 

tropospheric NO2) v1.02  (see Appendix D) during CINDI (8 June to 25 July 2008).  Figure from Piters et 

al. [2012]. 

 

3.3.3 UT-GBS Instrumentation 

The UT-GBS was housed outdoors during the CINDI campaign in a watertight aluminum box 

manufactured by Cases Unlimited Inc with a Plexiglas UV-grade window.  This box had been 

used to house the instrument previously in Toronto, Vanscoy, and Eureka.  The exterior walls are 

painted white to reduce absorption of sunlight and the box is insulated with 1.24-cm black foam.  

Prior to this campaign, the box was heated when necessary with a heating circuit [Farahani, 

2006] and cooled with a TECA 1200XE air-conditioner.  The instrument sits on an aluminum 

frame that was custom-made at the University of Toronto. 
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Table 3.5: DOAS instruments participating in CINDI intercomparison from Roscoe et al. [2010]. 

Instrument Wavelengths 
(nm) 

FWHM 
(nm)  

Field-of-view 
(° FWHM) 

Detector 
type 

Detector 
cooled? 

Fibre?

BIRA-Vis 400-700 0.95 0.8 2D CCD yes yes 
Bremen-Vis 400-573 0.8 1.1 2D CCD yes yes 
CNRS-SAOZa 270-630 1.2 -- 1D NMOS no no 
CNRS-mobilea 270-630 1.2 --  1D NMOS no no 
CNRS-minia 270-630 0.7 --  2D CCD no yes 
Heidelberg1 290-789 0.9 0.9 1D CCD yes yes 
INTA-NEVA2 387-514 0.6 1.0 2D CCD yes yes 
INTA-RASAS2 393-510 0.45 1.0 2D CCD yes yes 
JAMSTEC 223-558 0.7 0.9 1D CCD no yes 
KNMI-2 400-600 0.9 0.4 1D CCD yes yes 
Leicester 425-490 0.54 1.0 2D CCD yes yes 
MPI-Mainz 310-461 0.55-0.87 1.2 1D CCD yes yes 
NASA 269-532 0.6 1.6 2D CCD no yes 
NIWA 389-510 0.48 0.5 2D CCD yes yes 
Toronto UT-GBSb 340-550c 0.5-2.5d 2.0 2D CCD yes yes 
Washington 282-498 0.83 1.0e 2D CCD yes nof 
BIRA-UV 315-384 0.37 0.8 2D CCD yes yes 
BIRA-mini 290-434 0.7 0.6 1D CCD yes yes 
Bremen-UV 315-384 0.37 1.1 2D CCD yes yes 
Heidelberg2 320-463 0.45 0.9 2D CCD yes yes 
GIST-Korea 290-430 0.7 0.5 1D CCD yes yes 
KNMI-1 290-433 0.7 0.4 1D CCD  yes yes 
 
———————————————— 
a  Zenith only. 
b  Took zenith only measurement for part of the campaign.  Measurement dates and sequences are described in 
Section 3.3.3. 
c   For UV measurements: 315-380 nm. 
d  For UV measurements: 0.2-0.8 nm. 
e  In the vertical direction, less in the horizontal. 
f  Used wedge depolarizer. 
 
 
 

For the Cabauw campaign, several changes were made to the outdoor housing.  Due to previous 

problems with over-heating, an additional air conditioner (ISC CS-020-126-04 with a low 

ambient package) was installed.  Furthermore, temperature data were recorded using a new 

Omega Four Channel Data Logger (HH309A).  The installation of the UT-GBS inside the box 

during CINDI is shown on the left inset in Figure 3.3.  The UT Suntracker was installed above 

the instrument box, inside a Plexiglas housing that was built at the University of Toronto, which 

is shown on the right inset of Figure 3.3. 
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Figure 3.3: UT-GBS layout inside box housing (left) and Plexiglas UT Suntracker housing (right) during 

CINDI. 

 

For 13-29 June, zenith-sky DOAS measurements were taken with the 600 gr/mm grating and 

DSCDs were retrieved on site for daily semi-blind intercomparison meetings.  From 30 July to 4 

July, the instrument operated with the 1800 gr/mm grating, the UT Suntracker was installed 

above the instrument, and MAX-DOAS measurements were taken.  The Plexiglas dome was not 

used during this part of the campaign and, therefore, the tracker was removed from the 

instrument overnight and during rainy weather.  From 5-11 July, the instrument operated in 

zenith-sky mode, with the 1800 gr/mm grating.  From 11-17 July, the UT Suntracker was 

reinstalled above the instrument, this time with the Plexiglas dome.  During this period, 

MAX-DOAS measurements with the 600 gr/mm grating were taken.  Finally, the instrument 

took zenith-sky measurements with the 1800 gr/mm grating from 17-26 July, but these 

measurements were deemed unusable as a neutral density filter in the input optics severely 

reduced the signal.  

Several instrument problems reduced data quality during this campaign.  Due to multiple shutter 

failures, the instrument operated without a shutter for most of the campaign.  Therefore short 

exposure measurements could not be taken and a neutral density filter was used to attenuate the 

signal.  This filter may have added systematic errors to the measurements (see Sections 2.6 and 

4.1.3.1).  Furthermore, the signal-to-noise ratio and resolution were affected by problems with 

the mechanical shutter.  Finally, large temperature gradients developed inside the box throughout 

the day, leading to spectral shifts, as described in Section 3.3.4. 
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3.3.4 UT-GBS O4 and NO2 DSCDs 

O4 and NO2 DSCDs were retrieved simultaneously in the same wavelength window, using the 

settings described by Roscoe et al. [2010].  DSCDs were calculated using the WinDOAS 

software [Fayt and Roozendael, 2001], with a third order polynomial, a daily zenith-sky 

reference spectrum near noon and wavelength calibration against the Fraunhofer spectrum.  NO2 

measured at 295 K [Vandaele et al., 1996], O4 [Hermans, 2004], ozone measured at 223 K 

[Bogumil et al., 2003], H2O
*, and Ring [Chance and Spurr, 1997] cross-sections were fit.  

DSCDs were retrieved in the 425-490 nm window for the visible measurements (600 gr/mm 

grating) and the 338-370 nm for the UV measurements (1800 gr/mm grating).  The spectrum was 

allowed to shift and stretch to first order against the reference spectrum during the fitting 

procedure.  During the campaign, one of the pixels was performing poorly, resulting in large 

spikes in the dataset around 460 nm for the visible grating and around 354 nm for the UV 

grating.  Therefore gaps in the DOAS analysis were introduced at these wavelengths. 

Figure 3.4 shows sample DOAS fits (black) and data (magenta) for afternoon twilights at SZA 

90°.  Figure 3.5 shows the residuals of the sample DOAS fits.  On 20 June, when the visible 

grating was used, the fit RMS is 0.0014, and no systematic errors appear in the O4 (panel a) and 

NO2 (panel c) fits.  On 23 June, however, the fit RMS is 0.0029 and NO2 systematic residuals are 

larger (panel e).  This is likely because on 20 June, the temperature inside the box was fairly 

stable, with a difference between twilight and noon temperature (ΔT) of 1°C, while on 23 June, 

ΔT was 2°C.  Similar results are seen for the UV measurements.  On 7 July, when ΔT was 0.5°C, 

the fitting RMS is 0.0026 and O4 (panel b) and NO2 (panel d) fits have small systematic errors.  

Contrarily on 5 July, when ΔT was 2.5°C, the fitting RMS is 0.0080 and large spikes are seen in 

the NO2 data (panel f).  These spectral shifts arise due to thermal expansion of materials (see 

Section 2.6).    

 

                                                 
*
 Converted from line parameters given in Vandaele et al. [2005] and Rothman et al. [2003], but using HITRAN 

2004. 
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Figure 3.4: Sample twilight UT-GBS DOAS fit (black) and data (magenta) at SZA = 90° on twilights with 

a small noon-to-twilight temperature gradient (ΔT) for O4 in the (a) visible and (b) UV wavelength 

regions and NO2 in the (c) visible and (d) UV wavelength regions; and on twilight with larger ΔT for NO2 

retrieved in the (a) visible and (b) UV wavelength regions.  The shown DOAS fits with the small (large) 

ΔT were taken on 20 June (23 June) for the visible measurements and on 7 July (5 July) for the UV 

measurements. 
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Figure 3.5: Residuals (magenta) for DOAS fits shown in Figure 3.4.  Black dashed line indicates zero. 
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The resulting time-series of NO2 (panel a) and O4 (panel b) DSCDs is shown in Figure 3.6.  The 

black dots correspond with zenith-sky measurements, and the coloured points show 

MAX-DOAS measurements taken at various pointing elevations.  The regions in which 

thevisible (600 gr/mm) and UV (1800 gr/mm) gratings were used are indicated.  The fit error is 

shown in grey and is small compared with the DSCDs for all measurements.  NO2 and O4 

DSCDs increase toward twilight, as SZA increases.  O4 can be used identify path enhancement 

by clouds, as described in Section 1.3.5.  Morning NO2 DSCDs are smaller than evening DSCDs 

due to the diurnal variation of NO2.  Spectrometer temperature is also shown (panel c).  

Temperatures in the box systematically increased to a maximum at noon, and decreased at 

twilight and overnight. 

In Figure 3.7, MAX-DOAS NO2 is shown for the UV (panel a) and visible (panel b) 

measurements (left y-axis).  In situ photolytic conversion NO2 measurements taken by the 

commercial IUP Bremen nitrogen oxide analyzer [Piters et al., 2012] are also shown in green 

(right y-axis).  When in situ boundary layer NO2 is enhanced, DSCDs for small viewing 

elevation increase.  This illustrates the sensitivity of MAX-DOAS measurements to 

boundary-layer NO2. 

3.3.5 Zenith-Sky NO2 Intercomparisons 

Semi-blind intercomparisons of NO2 and O4 were performed, based on the precedent set by 

Roscoe et al. [1999] and adopted by Vandaele et al. [2005] during previous NDACC 

intercomparison campaigns.  For the formal intercomparison phase of CINDI (15-30 June), the 

UT-GBS took zenith-sky measurements with the 600 gr/mm grating.  NO2 and O4 DSCDs were 

retrieved and submitted to the referee, H.K. Roscoe, on a daily basis.  Every afternoon, 

comparisons between all submitted DSCDs were presented by the referee anonymously.  

Individual groups were notified if large errors were observed in their datasets. 

Following the campaign, each group submitted a final dataset to the referee.  These datasets were 

compared and are presented by Roscoe et al. [2010].  NDACC Type 1 intercomparisons were 

performed for zenith-sky measurements from 15-26 June.  Since INTA-RASAS2 had good 

sampling throughout the twilight, the INTA DSCDs were interpolated to the measurement times 

of the other instruments and correlations were performed.  Sample linear regressions are shown  
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Figure 3.6: UT-GBS (a) NO2 and (b) O4 DSCDs retrieved at viewing angles 90° (black), 30° (red), 15° 

(yellow), 8° (green), 4° (blue), and 2° (magenta), and associated fitting error (grey).  Time periods in 

which the visible and UV gratings were used are indicated.  (c) The temperature inside the spectrometer 

housing.  
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Figure 3.7: UT-GBS (a) UV and (b) visible MAX-DOAS NO2 DSCDs retrieved at viewing angles 90° 

(black), 30° (red), 15° (yellow), 8° (green), 4° (blue), 2° (magenta), and associated fitting errors (grey) are 

plotted on the left Y-axis.  On the right Y-axis, in situ NO2 from the Bremen instrument is shown with the 

dark green line. 
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in Figure 3.8 for NIWA and UT-GBS versus INTA.  The UT-GBS data are well correlated with 

INTA, but has more scatter in the measurements than NIWA.  This is likely due to fitting noise 

caused by the temperature instability in the box and the instrument problems discussed above.  

INTA measured systematically more NO2 than the other instruments, and, therefore, slopes 

against INTA were calculated for each instrument and were averaged to normalize the slope.  A 

summary of the results from these regressions against INTA-RASAS2 are shown in Table 3.6.    

The measurements which meet NDACC Type 1 intercomparison criteria are shown in red.  All 

instruments, including the UT-GBS, meet the NDACC slope requirements of 1±0.05, which is 

the most important criterion [Roscoe et al., 2010].  Furthermore, the UT-GBS has similar error in 

the slope to other instruments.  Both the UT-GBS and SAOZ fall slightly outside the NDACC 

requirements for intercept of ±0.1x1016 mol/cm2, while Heidelburg falls further from the 

requirement.  This may be because the UT-GBS and SAOZ both have a larger field-of-view than 

the other instruments (see Table 3.2).  None of the instruments meet the RMS < 0.05x1016 

mol/cm2 NDACC criterion.  These results, however, are very good because highly variable 

tropospheric pollution at Cabauw leads to differences in the instrument reference spectra.   

 

 

Figure 3.8: NO2 correlation plots for NIWA versus INTA (left) and Toronto (UT-GBS) versus INTA 

(right) for the entire campaign. Figure from Roscoe et al. [2010]. 
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Table 3.6: Results from NDACC Type 1 intercomparisons of zenith-sky NO2 DSCDs measured during 

CINDI, with the values meeting NDACC 2009 standards shown in red [Roscoe et al., 2010].  The 

NDACC standards are given in Table 3.1. 

Instrument Slope Intercept  
(x1016 mol/cm2) 

RMS residual  
(x1016 mol/cm2) 

Fitting error 
(x1016 mol/cm2) 

BIRA-Vis 1.030±0.003 0.012 0.282 0.062 
Bremen-Vis 1.010±0.002 0.034 0.225 0.027 
CNRS-SAOZ 0.933±0.002 0.114 0.348 0.134 
Heidelberg1 1.015±0.003 0.231 0.358 0.091 
INTA-NEVA2 0.989±0.002 0.086 0.247 0.029 
INTA RASAS2 1.043 ---- ---- 0.044 
Leicester 1.017±0.006 -0.052 0.964 0.039 
NASA 0.973±0.003 0.062 0.298 ----a 
NIWA 1.003±0.002 -0.049 0.250 0.108 
Toronto UT-GBS 0.981±0.003 0.139 0.312 0.091 
Washington 1.005±0.003 0.025 0.159 0.019 

 
———————————————— 
a  NASA’s fitting program did not produce an error. 
 
 

Therefore, most instruments in the campaign, including the UT-GBS, were deemed to have met 

the NDACC standards for zenith-sky measurements [Roscoe et al., 2010]. 

3.3.6 MAX-DOAS NO2 Intercomparisons 

CINDI was the first formal NDACC intercomparison campaign to include MAX-DOAS 

measurements.  UT-GBS NO2 and O4 DSCDs were retrieved from the 1800 gr/mm grating 

MAX-DOAS measurements taken from 30 June to 4 July and with the 600 gr/mm measurements 

taken later in the campaign.  The UT-GBS UV DSCDs were included in the formal 

intercomparisons presented by Roscoe et al. [2010].   

Measurements with SZA less than 80° were compared for pointing elevations of 2°, 4°, 8°, 15°, 

30° and the zenith.  All instruments were oriented to an azimuth of 287° (northwest).  NO2 

DSCDs, especially for smaller elevations, can change rapidly due to clouds and tropospheric 

pollution.  Since the instruments measure simultaneously, 30-minute averages of the DSCDs 

were taken for each instrument at each elevation angle.  A reference dataset was constructed by 

taking the weighted average of the 30-minute DSCDs for all UV-instruments measuring on a 
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given day.  Then a linear regression was performed for each instrument, with the technique 

described in Section 3.3.5 and shown in Figure 3.4. 

The results of these linear regressions are shown in Figure 3.9 for days that the UT-GBS took 

UV MAX-DOAS measurements.  The UT-GBS performed well against the other instruments, 

with slopes within 5% of unity for all elevations except 15°, which was within 8% of unity (top 

panel).  The error in the slope (middle panel) of the UT-GBS instrument was comparable to the 

other instruments.  The y-intercept of the UT-GBS DSCDs (bottom panel) were within 1x1015 

mol/cm2 for all measurements. 

3.3.7 HCHO 

The UT-GBS measured MAX-DOAS HCHO for the first time ever, with the 1800 gr/mm grating 

from 30 June to 4 July.  DSCDs were retrieved in the 336.5-359 nm window using the 

WinDOAS software [Fayt and Roozendael, 2001].  HCHO measured at 297 K [Meller and 

Moortgat, 2000], ozone measured at both 223 and 243 K [Bogumil et al., 2003], NO2 measured 

at 295 K [Vandaele et al., 1996], O4 [Hermans, 2004], and Ring [Chance and Spurr, 1997] 

cross-sections were included in the analysis.  Furthermore a first order offset correction was 

used.  A sample HCHO fit is shown in Figure 3.10. 

The timeseries of UT-GBS HCHO measurements is given in Figure 3.11.  Measurements at 

2-30° elevation viewing angles are significant above fitting error for much of the time period.  

On 2 July 2009 (day 183), HCHO is elevated.  This corresponds to enhanced boundary layer 

NO2 (see Figure 3.7).  MAX-DOAS data from 3 July 2009 are not shown because DOAS RMS 

values were greater than 0.002x10-3.   

Pinardi et al. [2012] compared HCHO DSCDs measured by nine MAX-DOAS instruments.  A 

reference dataset was constructed from DSCDs with good time-resolution and low noise.  Then 

linear regressions were performed against the reference dataset.  The resulting slopes, correlation 

coefficients, and y-intercepts are shown in Figure 3.12.  The agreement between the UT-GBS 

and the reference dataset is acceptable.  However UT-GBS data are more scattered than for high-

quality measurements.  This is expected due to the instrument problems encountered during the 

campaign.  Over the course of CINDI, HCHO DSCDs agreed within 15% on average. 
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Figure 3.9: Results from intercomparison of NO2 UV MAX-DOAS DSCDs from 30 June - 4 July 2010.    

Toronto = UT-GBS.  Figure from Roscoe et al. [2010]. 
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Figure 3.10: Sample UT-GBS HCHO data (red) and fit (black) at 4° elevation on 2 July 2009 around noon 

(DSCD = 4.29x1015 mol/cm2). 

 

 

Figure 3.11: UT-GBS HCHO DSCDs retrieved at viewing angles 90° (black), 30° (red), 15° (yellow), 8° 

(green), 4° (blue), 2° (magenta) and associated fitting error (grey). 
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Figure 3.12: Straight-line slopes, correlation coefficients and intercepts of HCHO slant columns against 

those of the reference dataset, for each instrument and all off-axis elevation angles. The dotted lines in the 

first subplot correspond to values of 1.15 and 0.85.  Toronto = UT-GBS.  Figure from Pinardi et al. 

[2012]. 

 

3.4 Summary 

GBS measurements have been validated against numerous ground-based and satellite 

instruments since the UT-GBS was assembled in 1998.  In 2009, the PEARL-GBS was granted 

NDACC certification and therefore was required to participate in CINDI, a formal NDACC 

intercomparison campaign.  The UT-GBS is nearly identical to the PEARL-GBS and therefore 

participated in the campaign in place of the PEARL-GBS.  Therefore the PEARL-GBS, the 

permanent PEARL instrument, was not removed from Eureka.  During the first two weeks of 

CINDI, the UT-GBS took zenith-sky measurements of NO2.  The zenith-sky NO2 DSCDs met 

the NDACC standards and were on average within 2% of the reference dataset.  Afterward, the 
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UT-GBS took its first-ever MAX-DOAS measurements, and resulting NO2 and HCHO DSCDs 

were found to agree well with other instruments.  Therefore, GBS measurements are consistent 

with other NDACC UV-visible instruments, suggesting that they could be useful for multi-

station studies. 
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4 Ozone and NO2 above Eureka 

This chapter describes the retrieval of 11 years of ozone and NO2 columns measured at Eureka 

using a consistent processing approach to ensure usefulness for long-term monitoring (see 

Section 0).  Retrievals were performed using the DOAS technique (see Section 1.3), with the 

retrieval parameters given in Table 4.1.  These retrieval parameters are discussed throughout this 

chapter.  Data quality was monitored closely through analysis of the fitting parameters and the 

establishment of data filtering techniques.  NDACC guidelines for ozone retrievals  [Hendrick et 

al., 2011] were followed .  NDACC recommendations for NO2 are currently under development 

[Van Roozendael and Hendrick, 2012], but were not available at the time of this analysis.   

 

Table 4.1: Summary of DOAS retrieval parameters. 

 Ozone NO2-vis NO2-UV 
DOAS fitting interval UT-GBS: 450-545 nm 

P-GBS: 450-540 nm 
UT-GBS: 425-450 nm 
P-GBS: 425-450 nm 

UT-GBS: 350-380 nm 
P-GBS: 350-380 nm 

Cross-sections    
 Ozone Bogumil et al. [2003] at 

223 K 
Bogumil et al. [2003] at 
223 K 

Bogumil et al. [2003] at 
223 K 

 NO2 Vandaele et al. [1998] at 
220 K 

Vandaele et al. [1998] at 
220 K 

Vandaele et al. [1998] at 
220 K 

 H2O Hitran 2004 [Rothman et 
al., 2005b] 

Hitran 2004 [Rothman et 
al., 2005b] 

-- 

 O4 Greenblatt et al. [1990] 
with corrected 
wavelengths 

Greenblatt et al. [1990] 
with corrected 
wavelengths 

Greenblatt et al. [1990] 
with corrected 
wavelengths 

 BrO -- -- Fleischmann et al. [2004] 
at 223 K  

 OClO -- -- Wahner et al. [1987] at 
203 K 

 Polarization 
correction 

Based on residuals (see 
Appendix B) 

-- -- 

Ring Chance and Spurr [1997] Chance and Spurr [1997] Chance and Spurr [1997] 
Offset correction -- 1st order 1st order 

Polynomial 3rd order 3rd order 3rd order 
AMF IASB-BIRA ozone AMF 

LUTs [Hendrick et al., 
2011] 

IASB-BIRA NO2 AMF 
LUTs [Appendix A of 
Adams et al., 2012a] 

IASB-BIRA NO2 AMF 
LUTs [Appendix A of 
Adams et al., 2012a] 
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The evolution of available SZA ranges above Eureka is shown Figure 4.1.  This prevents the 

standard SZA 86-91° DOAS retrieval windows from being used for most of the year.  At the 

summer solstice, the maximum SZA above Eureka is 76°, which leads to challenges in the 

DOAS procedure that are discussed throughout this chapter.   

This chapter is organized as follows.  DSCD and VCD retrievals are described in Sections 4.2 

and 4.3.  A new GBS error budget, which reflects year-to-year and seasonal changes in data is 

outlined in Section 4.4.  The resulting 1999-2011 GBS ozone and NO2 datasets are presented in 

Section 4.5.  These datasets are then used to validate satellite measurements in Chapter 5 and to 

assess the unusual spring 2011 in the context of previous years in Chapter 7. 

 

 

Figure 4.1: Maximum (red) and minimum (blue) SZAs in Eureka throughout the year, calculated for 

2007.   The grey shaded region indicates polar night, when the sun does not rise above the horizon, while 

the yellow shaded area indicates the time of year when the sun is continuously above the horizon. The 

horizontal dotted lines indicate 86° and 91°, the preferred range of SZAs used in the calculation of VCDs.  

Figure from Fraser [2008]. 
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4.1 DSCD Retrievals 

4.1.1 Ozone and NO2-vis 

Ozone and NO2 DSCDs were retrieved for all 600 gr/mm PEARL-GBS measurements and 600 

gr/mm and 400 gr/mm UT-GBS measurements taken at Eureka.  These analyses were performed 

in QDOAS [Fayt et al., 2011], with the settings summarized in Table 4.1.  

Ozone DSCDs were retrieved using the settings recommended by the NDACC UV-visible 

working group [Hendrick et al., 2011].  DSCDs were retrieved in QDOAS in the 450-545 nm 

window for the UT-GBS and in the 450-540 nm window for the PEARL-GBS.  Neither window 

was extended to 550 nm, as recommended by NDACC, because this was at the edge of the CCD 

and the quality of the spectra decreased for these wavelengths.  For the UT-GBS, a 1 nm gap in 

the fitting window was introduced at around 461 nm (and 468 nm after 22 August 2010) in order 

to exclude a bad pixel.  Daily reference spectra were selected because the grating turrets spun 

upon instrument restarts prior to 2010, leading to large wavelength shifts in the datasets*.  

Wavelengths were calibrated against the solar spectrum [Kurucz et al., 1984] daily based on the 

reference solar atlas.  Ozone measured at 223 K [Bogumil et al., 2003], NO2 measured at 295 K 

[Vandaele et al., 1998], O4 [Greenblatt et al., 1990] with corrected wavelengths, H2O [Rothman 

et al., 2005b], and Ring [Chance and Spurr, 1997] cross-sections were all fit.  A third order 

polynomial was used in the analysis.  Correction cross-sections were applied to all 600 gr/mm 

grating datasets due to large systematic errors in the ozone fitting window (see Appendix B). 

NO2 DSCDs were retrieved in the 425-450-nm window with the same daily references, 

calibration scheme and cross-sections as for ozone.  A first order offset was also applied to 

correct for dark current and stray light.  These NO2 measurements, taken in the visible part of the 

spectrum, are referred to as NO2-vis. 

Sample DOAS fits for ozone and NO2-vis are shown in Figure 4.2, for several for measurement 

dates.  The magnitudes of the DSCDs vary significantly over the course of the year.  This is  

                                                 
*
 This was particularly significant when the UT-GBS turret motor was degrading in 2009.  The UT-GBS turret was 

replaced in winter 2009. 
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Figure 4.2: Sample ozone and NO2 DOAS fit (black) and data (magenta), with instrument and date given 

in captions.  (UT = UT-GBS, P = PEARL-GBS; Feb = 27 February 2008 at SZA = 91°; Jun = 20 June 

2008 at SZA = 76°; Aug = 20 August 2010 at SZA = 88°). 
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primarily because of the varying SZA range at Eureka, shown in Figure 4.1.  In the summer, 

when the twilight measurement SZA is small, the DSCD is also small.  Furthermore, the 

Brewer-Dobson circulation leads to a minimum in ozone in the summer.  Contrarily, 

photochemistry leads to a maximum in NO2 in the summer. 

4.1.2 NO2-UV 

When the UT-GBS and PEARL-GBS were taking dedicated BrO measurements with the 

high-resolution 1800 gr/mm and 1200 gr/mm gratings respectively, NO2 could not be retrieved in 

the 425-450 nm range.  Therefore, NO2 was retrieved in the 350-380 nm window, and is referred 

to as NO2-UV.  This DOAS fit parameters used for NO2-UV are also given in Table 4.1.  

Wavelengths were calibrated against the solar spectrum daily based on the reference solar atlas 

[Kurucz et al., 1984].  Ozone measured at 223 K [Bogumil et al., 2003], NO2 measured at 295 K 

[Vandaele et al., 1998], O4 [Greenblatt et al., 1990] with corrected wavelengths, BrO measured 

at 223 K [Fleischmann et al., 2004] and OClO measured at 204 K [Wahner et al., 1987], and 

Ring [Chance and Spurr, 1997] cross-sections were all fit using QDOAS, with a third order 

polynomial.  A first order offset correction was also applied to correct for dark current and stray 

light.  Sample DOAS fits are shown in Figure 4.3.  

 

 

Figure 4.3: Sample twilight DOAS fit (black) and data (magenta) for NO2 at SZA 90° in the UV range on 

(a) 30 March 2008 for the UT-GBS and (b) 30 March 2007 for the PEARL-GBS.  
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4.1.3 Data Quality 

The quality of the UT-GBS and PEARL-GBS spectra vary from year-to-year and 

season-to-season.  This can be due to instrument problems, errors in the data acquisition 

software, available SZA ranges, and weather.  Furthermore, spectra can be saturated when 

sunlight conditions are changing rapidly or when an instrument shutter is not working correctly.  

Saturated spectra are averaged with up to hundreds of normal spectra and therefore can be 

difficult to identify via intensity thresholds in preprocessing software and visual inspection*.  

This section assesses year-to-year and seasonal changes in GBS spectral quality and presents 

data selection criteria. 

4.1.3.1 Seasonal Variation 

The Eureka fall 2006 - fall 2010 datasets were used in order to investigate the seasonal 

variability in UT-GBS and PEARL-GBS ozone and NO2 data quality.  In order to remove 

low-quality data, such as partly saturated spectra, RMS filters were applied to residuals.  For 

ozone and NO2-vis, RMS thresholds of 0.002 for SZA < 90° and 0.003 for SZA > 90° were 

selected to remove most extreme outlying DSCDs and DSCDs retrieved from spectra that were 

visually identified as saturated.  For SZA < 94°, more than 95% of the data passed this RMS 

threshold, as shown in Table 4.2.  For NO2-UV, weaker RMS thresholds of 0.002 for SZA < 87° 

and 0.003 for SZA < 91° were used.  Spectra taken for SZA > 91° were noisy due to reduced 

signal at twilight and therefore were not included.   

 

Table 4.2: Percentage of DSCDs that remain for SZA < 94° after RMS and wavelength shift thresholds. 

 Ozone NO2-vis 
 RMS cuts RMS and shift RMS cuts RMS and shift 
UT-GBS 99.3% 97.2% 99.1% 97.1% 
PEARL-GBS 95.7% 94.6% 96.4% 95.5% 

 

                                                 
*
 This was solved in 2010, with data acquisition software that excluded saturated spectra from the recorded average. 
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Measurement quality is also very sensitive to wavelength shifts caused by temperature variability 

(see Section 3.3.4) and spinning of the grating turret.  For both ozone and NO2 DSCD retrievals, 

the twilight spectrum was allowed to shift and stretch in order to match the reference spectrum.  

Some large wavelength shifts were observed, particularly when the grating spun after instrument  

restarts*.  When the wavelength shift was larger than 0.1 nm, systematic changes in the NO2 

DSCDs were observed.  Therefore all measurements were filtered for wavelength shifts larger 

than 0.1 nm.  The percentage of data that passed both thresholds is also shown in Table 4.2. 

A timeseries of average daily RMS, wavelength shift, and wavelength stretch calculated in 

QDOAS is shown Figure 4.4 for the UT-GBS and PEARL-GBS DSCDs that passed the RMS 

and shift thresholds described above.  The average daily average RMS tends to be lower in the 

winter than in the summer.  The average wavelength shift between the reference and twilight 

spectra is larger for the UT-GBS than the PEARL-GBS.  However, the average stretch parameter 

is larger for the PEARL-GBS than the UT-GBS.  This suggests slight differences between the 

instruments.   

Both instruments show a seasonal variation, with lower RMS, shift, and stretch parameters in the 

spring and fall than in the summer.  This is likely due to a combination of reasons, listed below. 

 Reflective neutral density filters can decrease measurement quality due to the 

Fabry-Perot etalon effect [Platt and Stutz, 2008] (see Section 2.6).  There is evidence of 

this as the RMS in the PEARL-GBS measurements peaks in August 2007 and 

June-August 2008, when neutral density filters were used during shutter breakages. 

 Due to the 24-hour sunlight, the time between the reference spectrum and the twilight 

spectrum can reach 12 hours in summer, increasing the likelihood of a temperature 

gradient (and therefore wavelength shift) between these spectra. 

 Light-leaks in both spectrometers prior to 2009 led to increased dark spectrum signals in 

the summer (see Section 2.3.1). 

                                                 
*
 This was also solved in 2010, with data acquisition software that prevented the turret from spinning upon restart. 
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Figure 4.4: Daily average fit parameters for ozone (black), NO2-vis (magenta), and NO2-UV for SZA 

< 90°.  (a) UT-GBS and (b) PEARL-GBS RMS; (c) UT-GBS and (d) PEARL-GBS wavelength shift; 

and (e) UT-GBS and (f) PEARL-GBS wavelength stretch.  The black vertical lines indicate 1 

January.  The horizontal dashed line indicates the zero-line. 
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 The altitude sensitivity of DOAS measurements changes with SZA.  The approximate 

averaging kernels for DOAS measurements at SZA 90° in March and SZA 76° in 

June at 75°N are shown in Figure 4.5.  The averaging kernels indicate that for the 

large SZA, corresponding to spring and fall measurements at Eureka, sensitivity 

peaks in the stratosphere, with very little sensitivity to the troposphere.  This is 

expected, as strong scattering occurs in the stratosphere for these SZA.  In the 

summer, at smaller SZA, photons are scattered throughout the atmosphere, leading to 

enhanced sensitivity to the troposphere and clouds.  This reduces the quality of the 

DOAS fits, particularly in the ozone retrieval window, as O4 and water vapour 

interfere with the measurements. 

 

 

Figure 4.5: Approximate averaging kernels at 75°N for DOAS measurements of ozone and NO2 in March 

at SZA 90° and June at SZA 76°, calculated by F. Hendrick at IASB-BIRA, using the method of Eskes 

and Boersma [2003]. For ozone, the AMFs were calculated with TOMS v8 climatology for 375 DU of 

ozone [Hendrick et al., 2011].  For NO2, the sunrise NO2 profiles from the Lambert et al. [1999; 2000] 

climatology AMFs [Appendix A of Adams et al., 2012a], were used.  Note that for NO2, measurements do 

not extend below 17 km, as AMFs are set to zero below 17 km. 
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The PEARL-GBS wavelength shifts reach a maximum in 2009, likely because it was housed in 

the penthouse at PEARL, which underwent large temperature oscillations.  In 2010, the 

PEARL-GBS measurements are more stable than in other years, likely due to improvements 

made to the instrument resolution in spring 2010 (Section 2.2.5).  The PEARL-GBS minimum 

RMS is higher in 2010 than in other years, likely because fewer spectra were averaged per 

measurement, in order to increase the sampling in MAX-DOAS and direct-sun measurements. 

Furthermore, the increased RMS could reflect undersampling errors (see Section 2.2.6).  

4.1.3.2 Spring 1999-2011 

Summaries of the UT-GBS and PEARL-GBS spring-time measurement settings and data quality 

are given in Table 4.3 and Table 4.4.  Measurement dates at Eureka for 1999-2011 are given in 

Table 2.1.  For most campaigns, the data quality was good.  However, in 2001 the UT-GBS 

mechanical slit jammed open, leading to a reduced resolution*, which was calculated in QDOAS 

at 4-5 nm FWHM.  Therefore, data from this campaign were not analyzed.  During the 

2003-2004 campaigns, there was an error in the data acquisition software such that only one 

spectrum was averaged per acquisition, instead of the typical seven to 300 spectra per acquisition 

[Fraser et al., 2007a].  This reduced signal-to-noise in the spectra.  Therefore, averages of two 

spectra were calculated prior to analysis.  More spectra could not be averaged because this 

reduced time resolution and introduced errors in the Langley plot VCD retrievals.  In 2010, the 

UT-GBS resolution and signal-to-noise were compromised slightly, due to problems with the 

mechanical slit.  The PEARL-GBS measurements were of good quality for all campaigns.  In 

2008, the UT Suntracker was installed above the PEARL-GBS, allowing for direct-sun 

measurements.  In 2010, MAX-DOAS measurement routines were also introduced. 

In order to remove saturated and other low-quality spectra, filters were applied to these datasets, 

as described in Section 4.1.3.1.  All data were filtered with the requirement that the wavelength 

shift between the twilight and reference spectrum be less than 0.1 nm.  During the years with 

good spectral quality, the ozone, NO2-vis data were filtered by RMS less than 0.002 for  

                                                 
*
 Personal communication with E.E. Farahani, 18 April 2011. 
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Table 4.3: Summary of UT-GBS springtime measurements at Eureka. 

Year Grating (gr/mm) Spectral quality 
1999 400 Good 
2000 600 and 1800 Good 
2001 600 Poor - slit jammed open (resolution ~ 4-5 nm) 
2003 400 and 600 Fair - error in acquisition software (reduced signal) 
2004 400 Fair - error in acquisition software (reduced signal) 
2005 600 Good 
2006 600 Good 
2007 600 Good 
2008 600 and 1800 Good 
2009 600 and 1800 Good 
2010 600 and 1800 Fair - slit jammed open (slightly reduced signal/resolution) 
2011 600 Good, with improved resolution 

 

Table 4.4: Summary of PEARL-GBS springtime measurements at Eureka. 

Year Grating (gr/mm) Viewing Spectral quality 
2007 600 and 1200 Zenith-sky Good 
2008 600 and 1200 Zenith-sky and direct-sun Good 
2009 600 and 1200 Zenith-sky and direct-sun Good 
2010 600 and 1200 Zenith-sky, direct-sun and 

MAX-DOAS 
Good with improved resolution 

2011 1200 Zenith-sky, direct-sun and 
MAX-DOAS 

Good with improved resolution 

 

SZA < 90° and RMS less than 0.003 for SZA < 94°. In 2003 and 2004, when the UT-GBS 

signal-to-noise was compromised, the RMS threshold was increased to 0.004 for SZA < 90° and 

0.006 for SZA < 94°.  For NO2-UV, RMS thresholds of 0.002 for SZA < 87° and 0.003 for SZA 

< 91° were used.   

The average and standard deviation of the DOAS RMS, shift, and stretch are shown in Figure 4.6 

for ozone and NO2-vis DSCDs retrieved from February to May for SZA < 90°.  Larger RMS and 

more variability in shift and stretch values are observed in the 2003-2004 UT-GBS 

measurements, as expected.  Furthermore, year-to-year variability is evident in all measurements, 

pointing to small changes in performance. 
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Figure 4.6: Average and standard deviation in DOAS parameters for DSCDs retrieved from February to 

May at SZA < 90° for the UT-GBS 400 gr/mm grating (magenta), UT-GBS 600 gr/mm grating (cyan), 

and the PEARL-GBS 600 gr/mm grating (blue).  The ozone (panel a) and NO2 (panel b) RMS; the ozone 

(panel c) and NO2 (panel d) twilight to reference spectrum wavelength shift; and the ozone (panel e) and 

NO2 (panel f) twilight to reference spectrum stretch are all shown. Black dashed lines indicate zero. 
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4.1.4 Intercomparisons of UT-GBS and PEARL-GBS DSCDs 

In order to validate the corrected PEARL-GBS ozone DSCDs beyond spring 2007, Type I 

intercomparisons (see Section 3.1.1) were performed between the UT-GBS and PEARL-GBS 

DSCDs for 2008-2010.  PEARL-GBS and UT-GBS measurement were interpolated to an SZA 

grid with 0.1° intervals for SZA > 80° and a reduced grid of 1° intervals for SZA < 80°.  The 

reduced grid was used because the GBS instruments take fewer measurements for SZA < 80° in 

order to prolong shutter lifetime.  DSCDs with SZA < 92° were compared with a linear 

regression.  The comparisons were restricted to days on which the reference spectra of the two 

instruments were within 0.2° SZA; coincident measurements ranged over at least 2° SZA; each 

instruments had at least ten DSCDs; and at least one measurement was for SZA > 70°.  Linear 

regressions were performed and the slope, y-intercept, and RMS residual were calculated.  The 

mean slope, y-intercept, and RMS were calculated for both summer and spring.  The standard 

error, the standard deviation divided by the square root of the number of measurements, was also 

calculated.   

These results are shown in Table 4.5 for ozone, Table 4.6 for NO2-vis, and Table 4.7 for 

NO2-UV.  Most values meet the 2009 NDACC standards within error (see Table 3.1).  The 

spring-time ozone and NO2-vis values are comparable to the intercomparison results from Fraser 

et al. [2009].  The NO2-UV RMSs do not meet NDACC standards (see Table 4.7) , likely due to 

lower signal-to-noise ratio at these wavelengths. 

 

Table 4.5: Type-1 NDACC intercomparisons of UT-GBS and PEARL-GBS ozone DSCDs from 

2008-2010.  All values meet the NDACC standards, which are given in Table 3.1. 

 Spring (Feb 28- March 7) Summer (June 19 - Aug 26)
AM PM AM PM 

Number twilights 3 3 27 29 
Slope 1.009±0.003 1.010±0.001 1.00±0.01 0.983±0.008 
Intercept (x1019 mol/cm2) 0.057±0.070 -0.054±0.023 0.087±0.023 0.057±0.018 
RMS residual (x1019 mol/cm2) 0.023±0.004 0.026±0.004 0.045±0.004 0.044±0.003 
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Table 4.6:  Same as Table 4.5 but for NO2 DSCDs measured in the 425-450 nm range.  All values meet 

the NDACC standards. 

 Spring (Feb 27 - March 6) Summer (June 19 - Aug 26) 
AM AM AM PM 

Number twilights 3 3 27 29 
Slope 0.96±0.03 1.02±0.01 1.00±0.01 0.985±0.006
Intercept  (x1016 mol/cm2) -0.013±0.016 0.028±0.011 -0.025±0.014 0.010±0.014
RMS residual (x1016 mol/cm2) 0.030±0.033 0.031±0.032 0.040±0.002 0.037±0.001

 

Table 4.7: Same as Table 4.5 but for NO2 DSCDs measured in the 350-380 nm range.  Values that do not 

meet the NDACC standards are given in red. 

 Spring (29 March - 1 June) 
 AM PM 
Number twilights 22 21 
Slope 0.98±0.02 0.99±0.02 
Intercept  (x1016 mol/cm2) -0.05±0.03 -0.06±0.02 
RMS residual (x1016 mol/cm2) 0.010±0.012 0.093±0.008 

   

4.2 VCD Retrievals 

Ozone and NO2 total columns were retrieved using the Langley method with the settings 

described in Hendrick et al. [2011].  For each twilight, DSCDs in the SZA 86-91° window were 

selected, when those SZAs were available.  Otherwise, the nearest available 5° SZA window was 

used.  A daily average RCD was calculated from the morning and evening twilights because a 

daily reference spectrum was used.  Twilights without measurements for SZA > 70° or for which 

the SZA span was smaller than 2° were not analyzed.  Furthermore, a minimum of eight DSCDs 

was required. 

DOAS VCD retrievals in the summer at 80°N are particularly challenging.  The evolution of 

available SZA ranges above Eureka is shown in Figure 4.1.  At the summer solstice, the 

maximum SZA above Eureka is 76°.  This yields AMFs of ~4 for both ozone and NO2, which is 

approximately four times smaller than the typical AMF at SZA 90°.  Furthermore, the range in 

AMFs for SZAs 86-91° is greater than 10, while for SZAs 71-76°, the range in AMFs is smaller 
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than 1.  This leads to larger uncertainties in the summertime RCD calculations from the Langley 

plots.  Furthermore, the altitude sensitivity of DOAS measurements changes significantly 

between the spring and summer (see Figure 4.5), with more sensitivity to the troposphere in the 

summer.  This enhanced sensitivity to clouds yields uncertainties in the AMFs that are discussed 

in Section 1.3.5 and in the sections below. 

4.2.1 Ozone 

For DOAS ozone retrievals, the inclusion of daily ozone data in the AMF calculations improves 

results, especially under vortex conditions [Bassford et al., 2001].  Ozone total columns were 

retrieved using the NDACC-recommended AMF look-up tables (LUTs) [Hendrick et al., 2011].  

Daily AMFs are extracted from these LUTs based on the latitude and elevation of PEARL, day 

of year, sunrise or sunset conditions, wavelength, SZA, surface albedo, and ozone column.  For 

the GBS, daily ozone total columns interpolated from ozonesonde data were input to the AMF 

LUTs.  RCDs from the 2007 ozone DOAS analysis are shown in panel a of Figure 4.7.  RCDs 

calculated from morning and evening twilight Langley plots agree well.  RCDs are larger in the 

spring and fall as the noon-time SZA is larger. 

For ozone, cumulus clouds can have up to 80% impact at SZA 86° [Bassford et al., 2001].  This 

can introduce errors in the ozone retrievals in the summertime, when the instruments are 

sensitive to the troposphere.  Therefore, twilights with R2 < 0.9 in the Langley plot were rejected.  

Furthermore, after analysis, measurements with > 60 DU error were removed (see Section 4.3 for 

a description of the error budget).  This removed less than 0.1% of the data. 

4.2.2 NO2 

For NO2, the input ozone profile has a small impact on DOAS AMFs [Bassford et al., 2001] and 

therefore daily ozonesonde data are not necessary for the interpolation of AMFs.  For the GBS 

measurements, the AMFs were extracted from a new set of LUTs, developed by BIRA-IASB 

[Appendix A of Adams et al., 2012a]. The NO2 concentration below 17 km was set to zero, so 

these AMFs produce partial columns from 17 km upward.   
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RCD determination is a large source of error in NO2 VCDs [Vaughan et al., 1997].  Figure 4.7 

shows the NO2 RCDs calculated for the UT-GBS and PEARL-GBS in 2007.  In the early spring 

and late fall, there is a bias between the morning and afternoon RCD calculations, with much less 

NO2 measured in the morning Langley plots than the afternoon.  This is likely due to the rapidly 

changing concentrations, as NO2 is released from night-time reservoirs throughout the day.  

Therefore, to prevent biases in the dataset, NO2 was only retrieved on days with both morning 

and afternoon RCD calculations, with R2 > 0.6 in the Langley plots.  VCDs were also filtered for 

error < 2x1015 mol/cm2 and < 200% (see Section 4.3 for a description of the error budget). 

 

 

Figure 4.7: (a) ozone and (b) NO2 RCDs versus day of 2007 for the UT-GBS morning (blue circles) and 

evening (red circles) and PEARL-GBS morning (cyan stars) and evening (magenta stars) twilight 

measurements.  Note that the large RCD values around day 250 are due higher SZA reference spectra, 

which were selected because a shutter problem saturated noon spectra.   
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4.3 Error Estimates 

Since the DOAS fit quality, RCDs, and SZA range vary systematically throughout the year, a 

new error budget was developed.  Systematic errors are calculated for each VCD(SZA) and are 

averaged within the Langley plot SZA range for each twilight.  Random error is calculated from 

the standard deviation of VCDs over the twilight.  The systematic and random error is added in 

quadrature to produce a total error for a twilight measurement.  

The systematic errors included in this budget are summarized in Table 4.8.  Each error source 

listed in the table is estimated for a given twilight by multiplying a parameter of the DOAS 

retrieval by a multiplication factor.  Systematic error contributions to the VCD are broken into 

four components: SCD (DSCD+RCD), DSCD only, RCD, and AMF errors.  Each of these main 

error components is calculated by adding the subset of individual error contributions in 

quadrature.  These four error components are described below and were propagated through 

Equation 1.32 using error analysis formulae to calculate the error in each VCD(SZA). 

The SCD error is made up of systematic errors that scale as a fixed percentage of the DSCD in 

the DOAS analysis.  These systematic errors in the DSCD affect the y-intercept, or RCD, by the 

same percentage.  Therefore, these errors are applied equally to the entire SCD=DSCD+RCD.  

The SCD error includes uncertainties in the instrument, cross-section, temperature-dependence 

of the cross-section, and improper correction for the Ring effect.   

Systematic errors caused by structure in the DOAS residuals do not necessarily vary as fixed 

percentage of the DSCD and, therefore, do not propagate directly to the RCD.  Therefore, these 

errors are only applied as DSCD errors.  DSCD errors were estimated by comparing UT-GBS 

and PEARL-GBS DSCDs for various fitting errors.  When the fitting error for both instruments 

was small, good agreement was observed, as expected.  For larger fitting errors, typically caused 

by systematic errors in the residual due to poor temperature control or polarization errors, poorer 

agreement was observed.  The impact of structure in the residuals on agreement between the 

UT-GBS and PEARL-GBS was estimated at three times the DOAS fitting error for both ozone 

and NO2.  For ozone, a polarization error, which scales with the polarization DSCD (see 

Appendix B) is also included. 
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Table 4.8: Systematic error budget for ozone and NO2 VCDs. 

Value Error Multiply by Multiplication factor 
   ozone NO2  
SCD Instrument error SCD 0.01a 0.01a 

Absolute cross-section SCD 0.031b 0.05c 

Temperature dependence of cross-section SCD -- 0.08d 

Filling in of absorption by Raman scattering SCD 0.01e 0.05f  

DSCD  QDOAS fitting errors and structure in 
residual 

QDOAS fitting error 3g 3g 

 Polarization systematic error Polarization residual 
DSCD 

1x1017 

mol/cm2 h 
-- 

RCD Baseline error -- 1x1017 

mol/cm2 
2x1015 mol/cm2 

 Variation in RCD Difference between 
am/pm RCD 

0.5 0.5 

AMF Shape of profile, aerosol loading, ozone 
VCD, and radiative transfer model  

AMF 0.04i 0.05j 

 
———————————————— 
a  [Fraser et al., 2009] 
b  [Bogumil et al., 2003] 
c  [Vandaele et al., 1998] 
d  Estimated from Figure 2 in Pfeilsticker et al. [1999], using one-sigma standard deviation of stratospheric 
temperature at 30 km from the NDACC automailer 2006-2010 during measurements period (day 50 - 300) 
e [Fish and Jones, 1995] 
f  For multiple Mie-scattering at 5.4 nm resolution [Pfeilsticker et al., 1999] 
g  Estimate based on comparisons between UT-GBS and PEARL-GBS DSCDs 
h  2σ error on slope used for polarization residual corrections shown in Appendix B 
i  [Hendrick et al., 2011] 
j [Bassford et al., 2005] 
 
 

The RCD and AMF errors account for additional systematic errors in the Langley analysis.  The 

RCD baseline error was estimated by varying the SZA interval of the Langley analysis and 

observing its effect on the RCD.  The variation in RCD error was estimated by taking half of the 

difference between the morning and afternoon RCDs.  This error is particularly important for 

characterization of NO2, as morning and twilight RCDs differ in the early spring and late fall.  

The AMF error accounts for the shape of the ozone and NO2 profiles and uncertainties in the 

radiative transfer model. 

Figure 4.8 shows measurements and errors for the UT-GBS and PEARL-GBS in 2007 and 2008.  

The uncertainty in ozone has three maxima.  The early spring and late fall maxima are attributed  
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Figure 4.8: UT-GBS (UT) and PEARL-GBS (P) measurements and errors.  Ozone (a) VCDs and (b) total 

percent error shown for 2007.  NO2 (c) VCDs and (d) total percent error for NO2-vis and NO2-UV 

measurements shown for 2008.  2007 data are shown for ozone because more visible measurements were 

taken in spring 2007 than in other years.  2008 data are shown for NO2 because NO2-UV measurements 

were taken for most of that year.   
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to the small range of SZAs available at twilight.  This limits the range over which the Langley 

plot analysis can be performed.  The summer maximum reflects the small AMFs and larger 

uncertainties in DSCDs.  For NO2, similar maxima are observed.  In early spring, the percent 

error in NO2 is very high because concentrations of NO2 are low. 

The mean total ozone error for 2003-2011 was 6.2%.  This is slightly larger than the 5.9% total 

error reported for NDACC ozone column measurements [Hendrick et al., 2011], but is consistent 

with the challenges of taking DOAS measurements at high latitudes, particularly during seasons 

when the 86-91° SZA range is not available (see Figure 4.1).  Mean total errors for 2003-2011 of 

23% for NO2-vis and 22% for NO2-UV were calculated.  These errors are heavily weighted by 

uncertainties of up to 100% in the early spring when concentrations of NO2 are low and daylight 

SZA ranges are limited.  For measurements taken between days 80-260, the mean total error is 

18% for NO2-vis and 20% for NO2-UV. 

4.4 Ozone and NO2 Datasets 

Year-round ozone and NO2 measurements for 2006-2011 are shown in Figure 4.9.  Good 

qualitative agreement is observed between the various GBS datasets.  The ozone measurements 

are high in the spring and decrease over summer, due to the Brewer-Dobson circulation.  NO2 

measurements are dominated by photochemistry, with a maximum in the summer, when NOx is 

released from night-time reservoirs.  Spring-time ozone and NO2 measurements are shown in 

Figure 4.10 and Figure 4.11, respectively, for 1999-2011.    Note that the error bars for the 2003 

and 2004 data are larger due to the instrument problems described in Section 4.1.3.2.  There is 

large year-to-year variability, which depends on the position and strength of the polar vortex.  

Low ozone columns are observed in 2001, 2005, 2007, and 2011, years in which the polar vortex 

was above Eureka [Lindenmaier et al., 2012].  This is explored further in Chapter 7. 

4.5 Summary 

Ozone and NO2 were retrieved using consistent retrieval settings for measurements made at 

Eureka by the UT-GBS for 1999-2011 and the PEARL-GBS for 2006-2011.  Ozone was 

retrieved using the new NDACC guidelines and AMF LUTs [Hendrick et al., 2011], while NO2 

was retrieved using a new set of AMF LUTs developed at IASB-BIRA.  DOAS fit quality was 
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characterized through RMS, spectral shift, and spectra stretch and was found to have improved in 

2010, following modifications to the input optics.  This new, consistent long-term dataset was 

used for the validation and ozone depletion studies in Chapters 5 and 7 of this thesis. 

 

 

Figure 4.9: Year-round measurements at PEARL.  (a) Hours of sunlight.  (b) Ozone measured by the 

UT-GBS (magenta), and PEARL-GBS (cyan).  (c) NO2-vis measured by the UT-GBS (magenta) and 

PEARL-GBS (cyan) and NO2-UV measured by the UT-GBS (gold) and PEARL-GBS (green). 
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Figure 4.10: Spring 1999-2011 ozone VCDs measured by the UT-GBS (blue) and PEARL-GBS (cyan). 
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Figure 4.11: Spring 1999-2011 NO2-vis measured by the UT-GBS (magenta) and PEARL-GBS (cyan) 

and NO2-UV measured by the UT-GBS (gold) and PEARL-GBS (green). 
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5 Validation of Ground-Based and Satellite 

Measurements 

Consistent long-term measurements of ozone and NO2 are essential for the characterization of 

ozone depletion and recovery.  GCOS (see Section 0) also designates ozone as an Essential 

Climate Variable that can be complemented by simultaneous measurements of NO2, among other 

trace gases [WMO, 2011b].  Since instrument performance can change in time, long-term 

evaluation of satellite measurements is necessary. 

The OSIRIS and the ACE satellite instruments have been taking measurements since 2001 and 

2003, respectively.  While ozone and NO2 data products from both satellites have been validated 

[e.g., Brohede et al., 2008; Kerzenmacher et al., 2008; Degenstein et al., 2009; Dupuy et al., 

2009], continued assessment assures long-term consistency within the datasets.  Furthermore, the 

new ACE FTS v3.0 ozone and NO2 data have not yet been validated.  

Measurements and validation in the High Arctic present a unique set of challenges.  There is 

reduced spatial coverage by ground-based measurements due to the logistical challenges of 

operating in a cold, remote, and largely unpopulated environment.  Intercomparisons between 

measurements in the Arctic are complicated by the polar vortex, which isolates an airmass over 

the pole during the winter and spring.  When the polar vortex is present, two instruments can 

sample airmasses which are near each other spatially, but are isolated from one another.  

Therefore, coincident measurement pairs can include one measurement inside the vortex, with 

e.g., low ozone and NO2, and one measurement outside the vortex.  This reduces the apparent 

agreement between two datasets.  In some validation studies, additional coincidence criteria 

based on dynamical parameters have been adopted in order to match similar airmasses [e.g., 

Manney et al., 2007; Batchelor et al., 2010; Fu et al., 2011]. 

PEARL is an excellent location for Arctic satellite validation.  Measurements taken at PEARL 

have been included in numerous validation studies [e.g., Kerzenmacher et al., 2005; Fu et al., 

2007; Sung et al., 2007; Fraser et al., 2008; Sica et al., 2008; Dupuy et al., 2009; Batchelor et 

al., 2010; Fu et al., 2011].  Measurements included in this study were taken at the PEARL Ridge 

Lab (80.05°N, 86.42°W) and the Eureka Weather Station (79.98°N, 85.93°W), which is located 
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15 km from the Ridge Lab.  Since August 2006, CANDAC instruments have recorded 

measurements of ozone and NO2, using ground-based zenith-sky DOAS instruments and a FTIR, 

when sunlight and weather permitted.  Additional spring-time measurements were taken on a 

campaign basis as a part of the 2003 Stratospheric Indicators of Climate Change Campaign and 

the 2004-2011 Canadian Arctic ACE Validation Campaigns [e.g., Kerzenmacher et al., 2005].  

Brewer spectrophotometer measurements were also taken year-round for 2004-2011 by 

Environment Canada, with support from the Canadian Arctic ACE Validation Campaigns and 

CANDAC.  This yields a multi-year dataset that can be used for long-term validation of satellite 

measurements.   

The DOAS and Bruker FTIR instruments at PEARL are part of NDACC.  Therefore, 

intercomparisons between the measurements can be used to assess consistency between NDACC 

datasets.  Furthermore, the new NDACC guidelines and AMF LUTs for DOAS ozone retrievals 

[Hendrick et al., 2011] can be validated for several DOAS instruments at a High Arctic location. 

5.1 Instrumentation 

The names and measurement periods of the datasets included in this intercomparison are 

summarized in Table 5.1.  Abbreviations for datasets, used in the figures throughout this paper, 

are also included in Table 5.1.  Error estimates for the various data products are summarized in 

Table 5.2.  The GBS instruments, data analysis and error estimates are described in Chapters 2 

and 4, respectively.  The Eureka SAOZ, Brewer and Bruker instruments, datasets and error 

estimates are described in Appendix C, while descriptions of the satellite data products and error 

estimates are given in Appendix D. 

5.1.1 Differences between GBS and SAOZ DOAS Retrievals 

The PEARL-GBS and SAOZ are both NDACC-certified instruments and, therefore, data 

retrieved from these instruments and submitted to the NDACC database are expected to agree 

well.  Furthermore, the UT-GBS and SAOZ both met NDACC standards during the 2009 CINDI 

campaign [Roscoe et al., 2010].  GBS and SAOZ ozone and NO2 measurements have been 

compared during several Arctic and mid-latitude campaigns using the same analysis settings and 

the same retrieval software [Fraser et al., 2007a; 2008; 2009]. 
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Table 5.1. Measurement dates for data included in this intercomparison.  (Abbr. = abbreviation used in 

figure and table captions throughout this paper; S = spring only, F= fall only, Y = year-round excluding 

polar night.) 

Data product Abbr. Ozone NO2 
GBS-vis GV S: 2003-2006 

Y: Aug 2006 - Apr 2011 
S: 2003-2006 
Y: Aug 2006 - Apr 2011 

GBS-UV GU N/A S: 2007, 2009-2011 
Y: 2008 

SAOZ SA S: 2005-2011 S: 2005-2011 

Bruker FTIR FT Y: Aug 2006 - Apr 2011 Y: Aug 2006 - Apr 2011 

Brewer BW Y: Mar 2004 - Oct 2010 N/A 

OSIRISa OS Y: Mar 2003 - Apr 2011 Y: Mar 2003 - Jun 2010  

ACE-FTS v2.2+updates A2 S/F: Mar 2004 - Mar 2010 S/F: Mar 2004 - Mar 2010 

ACE-FTS v3.0 A3 S/F: Mar 2004 - Mar 2011 S/F: Mar 2004 - Mar 2011 

ACE-MAESTRO v2.1 MA S/F: Mar 2004 - Oct 2010 S/F: Mar 2004 - Oct 2010 
 
———————————————— 
a  For ozone, used SaskMART v5.0x.  For NO2, used Optimal Estimation v3.0. 

 

Table 5.2: Mean percent error of various measurements.  Square brackets indicate errors in partial 

columns.  Instrument abbreviations are summarized in Table 5.1.  Note that for some instruments, error 

estimates include systematic and random errors, while for others, only random errors are calculated. 

Instrument Ozone (%) NO2 (%)
GV 5.9 [23] 
GU -- [22] 
SA 5.9 13.2 
FT  4.3 [3.8] [15.0] 
BW 1 a -- 
OS [3.7] a  [6.8] a 
A2 [1.4] a [3.7] a 
A3 [1.6]a  [2.7]a  
MA [1.3]a  [2.3]a  

 
———————————————— 
a  Random error only. 
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In this study, GBS and SAOZ ozone total columns were retrieved independently, following the 

new NDACC guidelines [Hendrick et al., 2011], with different analysis software and small 

differences in retrieval settings, which are summarized in Table 5.3.  Therefore, this is a good 

example of the practical implementation of the new settings and the resulting homogeneity of the 

NDACC dataset.  The NDACC UV-Visible Working Group is currently developing similar 

guidelines for NO2 [Van Roozendael and Hendrick, 2012] and they will be made available in the 

near future.  Therefore, for the present study, the GBS and SAOZ NO2 datasets were analyzed 

with their own preferred settings and AMFs, as summarized in Table 5.4. 

5.2 Methodology 

Coincident measurements for this validation study were selected using the criteria described in 

Section 5.2.1.  Satellite ozone partial columns were calculated and combined with ozonesonde 

data to create total columns as described in Section 5.2.2.  Using the method described in Section 

5.2.3, all NO2 measurements were scaled to local solar noon prior to comparison.  

 

Table 5.3: Differences between ozone analyses for the UT-GBS, PEARL-GBS, and SAOZ. 

 UT-GBS PEARL-GBS SAOZ 

DOAS fitting 
window 

450-545 nm 450-540 nm 450-550 nm 

Reference 
spectrum 

Daily noon Daily noon Yearly 

O4 
cross-sectiona 

Greenblatt et al. [1990] Greenblatt et al. [1990] Hermans et al. [2004] 

Additional 
cross-sections? 

Polarization correction Polarization correction -- 

Ozone input to 
AMF LUTs 

Ozonesonde VCD 
above Eureka 
interpolated to the 
measurement date 

Ozonesonde VCD 
above Eureka 
interpolated to the 
measurement date 

SAOZ SCDs from the 
analysis twilight 

 
———————————————— 
a  The difference between the O4 cross-sections is expected to have less than a 1% impact on the DSCDs, based on 
sensitivity tests by X. Zhao at the University of Toronto, using UT-GBS data. 
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Table 5.4: Differences between NO2 analyses for the UT-GBS, PEARL-GBS, and SAOZ. 

 UT-GBS PEARL-GBS SAOZ 

DOAS fitting 
window 

425-450 nm 425-450 nm 410-530 nm  

(gap: 427-433 nm) 

Reference 
spectrum 

Daily noon Daily noon Yearly 

O4 
cross-sectiona 

Greenblatt et al. [1990] Greenblatt et al. [1990] Hermans et al. [2004] 

AMFs IASB-BIRA AMF 
LUTs 

IASB-BIRA AMF 
LUTs 

SAOZ Arctic AMFs 

Column altitude 
range 

17 km to top of 
atmosphere 

17 km to top of 
atmosphere 

0 km to top of 
atmosphere 

 
———————————————— 
a  The difference between the O4 cross-sections is expected to have less than a 1% impact on the DSCDs, based on 
sensitivity tests by X. Zhao at the University of Toronto, using UT-GBS data. 

 

Agreement between these datasets was evaluated using several methods.  The mean absolute 

difference Δabs between sets of coincident measurements (M1 and M2) is defined as 


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where N is the number of measurements.  The mean relative difference Δrel between M1 and M2 is 

defined as 
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The standard deviation (σ) and the standard error (σ/√N) of the mean absolute and relative 

differences were also calculated.  The standard error is the reported error throughout this chapter.  

To assess correlation between the datasets, correlation plots were also produced.  Measurement 

errors were not included in the linear regressions.   
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The OSIRIS, ACE-FTS, and ACE-MAESTRO satellite instruments have better vertical 

resolution than the ground-based ozone and NO2 instruments included in this study.  Some 

studies [e.g., Kerzenmacher et al., 2008; Dupuy et al., 2009; Batchelor et al., 2010] account for 

this by smoothing the higher-resolution measurements by the averaging kernel of the lower-

resolution measurements [Rodgers and Connor, 2003].  Data were not smoothed in the present 

study because averaging kernel matrices were not available for some ground-based instruments 

and we preferred to treat all datasets in a consistent manner.  In previous studies, ACE-FTS data 

have been smoothed to the resolution of the Bruker FTIR [Batchelor et al., 2010; Lindenmaier et 

al., 2011].  Smoothing is expected to have a small impact on ozone intercomparisons, since the 

Bruker FTIR has good sensitivity for most of the ozone column [Batchelor et al., 2009].  A 

subset of ACE-FTS NO2 measurements was smoothed to the resolution of the Bruker FTIR by 

Lindenmaier et al. [2011].  ACE partial columns for 17-40 km changed on average by 1%, with a 

4% standard deviation, when smoothing was perfomed.  This is small compared with the 

agreement between NO2 measurements in this study.  The impact of smoothing on OSIRIS 

measurements is expected to be comparable. 

5.2.1 Coincidence Criteria 

Temporal coincidence criteria were selected to maximize the number of coincident data points 

while minimizing the reliance on the photochemical model corrections for the diurnal variation 

of NO2, described in Section 5.2.3.  For comparisons between the ACE-FTS v3.0, ACE-FTS 

v2.2, and ACE-MAESTRO v1.2 measurements, coincidences were restricted to the same 

occultation.  For the twilight-measuring instruments (ACE and the DOAS instruments), 

measurements were compared from the same twilight.  This prevents morning twilight 

measurements from being scaled to the evening by the photochemical model and vice versa.  For 

intercomparisons between all remaining instruments, a ±12 hour coincidence criterion was used. 

Satellite ozone and NO2 measurements taken within a 500-km radius of the PEARL Ridge Lab 

were selected for intercomparisons with the ground-based measurements.  Note that the satellite 

geolocations are given at the geometric tangent heights of 25 km for OSIRIS ozone, 35 km for 

OSIRIS NO2, and 30 km for ACE ozone and NO2.  ACE solar occultations typically have ground 
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tracks of 300-600 km [Dupuy et al., 2009], while OSIRIS limb measurements have ground tracks 

of ~500 km. 

None of the instruments included in this study measures airmasses directly above PEARL.  

Instead they sample airmasses along their lines-of-sight.  Figure 5.1 shows the longitude and 

latitude of the sampled airmasses in the stratosphere at 25 km for OSIRIS and 30 km for ACE, 

the Bruker FTIR, and the GBS.  The OSIRIS measurements (panel a) do not reach latitudes 

above 82.2°N.  The ACE measurements (panel b) are distributed approximately evenly within 

500 km of PEARL.  The Bruker FTIR spring-time measurements (panel c) follow the location of 

the sun during typical operational hours (e.g. ~9:00-16:00 local time), with larger SZA 

measurements sampling airmasses further from PEARL.  The Brewer instruments, which also 

measure direct-sunlight, would have similar sampling to the Bruker FTIR in the spring.  The 

DOAS instruments’ approximate sampling (panel d) depends on the location of the sun, as 

described in Appendix F.  Like the Bruker FTIR, the DOAS measurements get closer to PEARL 

as the sun gets higher.  Furthermore, as sunrises and sunsets shift northward in azimuth, the 

DOAS measurements shift north of PEARL. 

5.2.2 Ozone 

For comparison against ground-based total column ozone measurements, an altitude range of 

14-52 km was chosen for satellite partial columns.  This was the maximum altitude range for 

which the majority of OSIRIS, ACE-FTS, and ACE-MAESTRO profiles within 500 km of 

PEARL had available data.  Ozonesonde data from the nearest day were added to the satellite 

profiles from 0-14 km, in a similar approach to Fraser et al. [2008].  The resulting 

satellite-plus-sonde profile was smoothed from 12-16 km using a moving average filter in order 

to avoid discontinuities where the two profiles joined.  No correction was applied above 52 km, 

since according to the United States 1976 Standard Atmosphere [Krueger and Minzner, 1976], 

there is less than 1 DU of ozone above 52 km.  This is much smaller than the measurement errors 

of the various instruments (see Table 5.2).  The satellite-plus-sonde columns are denoted with * 

in the figures and tables throughout this text. 
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Figure 5.1:  Location of ozone airmass sampled by (a) all OSIRIS scans and (b) ACE-FTS v2.2 

occultations used in this study; and (c) Bruker FTIR and (d) GBS spring-time measurements.  

PEARL is indicated by the red star.  Locations of the OSIRIS scans are shown for the 25-km 

airmass, while all other measurements are shown for the 30-km airmass. 

 

5.2.3 NO2 

NO2 partial columns for satellite and Bruker FTIR measurements were calculated for 17-40 km.  

The lower limit of this range was determined by GBS partial columns, which range from 17 km 

to the top of the atmosphere.  The upper value of this altitude range was determined by the 

availability of OSIRIS, ACE-FTS, and ACE-MAESTRO data.  For comparison between the 

satellite and GBS partial columns, no correction was applied above 40 km, because less than 1% 

of the NO2 column resides at these altitudes, which is much smaller than the measurement error 

(see Table 5.2).  For comparison against the partial columns, the SAOZ total column 
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measurements were scaled down by 30%, corresponding to the fraction of NO2 below 17 km in 

the profiles used to construct the SAOZ AMFs.  These scaled SAOZ measurements are indicated 

by a * in the figures and tables throughout this text. 

NO2 has a strong diurnal variation and therefore corrections must be applied when comparing 

measurements taken at different times [e.g., Brohede et al., 2008; Kerzenmacher et al., 2008; 

Lindenmaier et al., 2011].  A photochemical model (see Appendix E) was used to simulate the 

evolution of NO2 at Eureka (80N) for each measurement day.  Ozone profiles and temperatures 

from the ozonesonde launched closest to the measurement day were used to constrain the model.   

The seasonal variation of NO2 17-40 km partial columns, calculated by the photochemical model 

using ozonesondes launched in 2009, is shown in Figure 5.2a.  NO2 at solar noon (black) 

increases throughout the spring as PEARL exits polar night.  It reaches a maximum during the 

summer period of 24-hour sunlight and then decreases again in the fall.  Throughout the year, the 

diurnal variation of NO2 also changes, as can be seen by the morning (blue) and evening (red) 

twilight partial columns, where twilight is defined as SZA 90° or the closest available SZA.  In 

the spring and fall, NO2 increases from morning to evening as NOx (NOx = NO2 + NO) is 

released from its night-time reservoirs.  In the summer 24-hour sunlight, NO2 decreases at noon 

as it is photolyzed to NO. 

The ratios of NO2 in the evening and morning twilights retrieved by the GBS instruments and 

calculated with the photochemical model are shown in Figure 5.3 for 2007-2010.  The 

measurements and model show good agreement.  In spring 2007, when the vortex passed back 

and forth over PEARL, there is more scatter in the values than in the less dynamically active 

2008-2010 years.  Similar scatter is observed in 2011 (not shown here).  This may be because the 

GBSs are sampling different airmasses between the morning and evening twilights.  Systematic 

discrepancies appear in the late fall (days 280-300), as PEARL enters polar night.  This may be 

caused by measurement error since NO2 concentrations become very low as NO2 is converted to 

its night-time reservoirs. 
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Figure 5.2: Seasonal evolution of NO2 in 2009.  (a) 17-40 km partial columns calculated by the 

photochemical model initialized with ozonesondes for morning twilight (thick cyan line), evening twilight 

(red dashed line), and solar noon (thin black line).  (b) NO2 partial columns measured by ground-based 

and satellite instruments. (c) Same as (b) except all measurements scaled to solar noon using the 

photochemical model.  
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Figure 5.3: Ratio of evening twilight to morning twilight NO2 as measured by the GBS-vis (black 

squares) and GBS-UV (blue circles) and as calculated using a photochemical model (red dots).  Ratios are 

plotted against day of year for (a) 2007, (b) 2008, (c) 2009, and (d) 2010. Based on the error analysis 

described in Section 4.3, the uncertainty in the ratio of VCDs is expected to be ~10%. 

 

The instruments compared in this study sample NO2 at different times of day, or different times 

during the diurnal cycle. as shown in Figure 5.2b.  Instruments that measure columns at larger 

SZAs (GBS, SAOZ, and ACE) tend to measure more NO2 than instruments that measure 

columns at smaller SZAs (OSIRIS and Bruker FTIR), as can be seen in Figure 5.2c.    In order to 

correct for this, ratios of NO2 partial columns at noon and at the measurement times were 

calculated using the photochemical model.  These ratios were multiplied by the measurements to 

produce an NO2 partial column at noon.  The resulting noon-time measurements are shown in 

Figure 5.2d and were used in all NO2 intercomparisons.  The model profiles were not degraded 

to the resolution of the ground-based instruments prior to the scale-factor calculations.  The 

modeled ratio of twilight to noon NO2 does not vary greatly for 15-35 km, where the bulk of the 
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NO2 column resides.  Therefore, the error that this introduces is expected to be small.  

Lindenmaier et al. [2011] estimate the error in NO2 scale factors from the same photochemical 

model at 7.7-16.4% above PEARL, with the maximum values around days 90 and 240, when the 

ratio of twilight-to-noon NO2 is largest.  

In addition to affecting measurements taken at different times, the diurnal variation of NO2 can 

introduce errors in individual measurements through the “diurnal effect”, which is also referred 

to as “chemical enhancement” [e.g., Fish et al., 1995; Newchurch et al., 1996; Hendrick et al., 

2006; McLinden et al., 2006].  The diurnal effect is a result of sunlight passing through a range 

of SZAs, and hence sampling NO2 at different points in its diurnal cycle, on its way through the 

atmosphere to the instrument.  An error is introduced when this variation is not accounted for in 

the analysis, and the SZA assigned to a retrieved profile or column corresponds to the location of 

the instrument (for a ground-based observation) or to the location of the tangent height (for a 

limb observation).  This effect is largest when the range of SZAs encountered includes twilight, 

when NO2 varies rapidly.   

For OSIRIS, these errors are relevant to measurements taken at SZAs greater than 85° (during 

the spring and fall, for measurements near PEARL) and can introduce errors up to 40% below 25 

km [McLinden et al., 2006; Brohede et al., 2007].  The 60°N error profiles shown in Figure 9 of 

Brohede et al. [2007] were applied to the OSIRIS profiles used in this study and yielded less than 

10% error in the 17-40 km NO2 partial columns.  For ACE-FTS and ACE-MAESTRO, 

measurements of NO2 can be biased high below 25 km by up to 50% [Kerzenmacher et al., 

2008].  When the ACE profiles included in this study were increased by 50% below 25 km, the 

17-40 kmNO2 partial columns increased by up to ~20%.  Based on the viewing geometry 

described in Appendix F, DOAS instruments sample a 30-km layer of the atmosphere with a 

SZA that is as much as 3° smaller than the SZA at the instrument. This causes the 

underestimation of NO2 concentrations, particularly for measurements taken at large SZA in the 

spring and fall.  The Bruker FTIR NO2 measurements were restricted to SZAs less than 80°.  

Since NO2 varies slowly for those SZAs, the diurnal effect for the Bruker FTIR is small. 

The instruments also sample the NO2 maximum at different latitudes, as shown in Figure 5.1.  

This is of particular concern at high latitudes during polar sunrise and sunset, as NOx is released 
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from and returns to its night-time reservoirs, leading to a strong gradient in NO2, with lower 

concentrations at higher latitudes [Noxon et al., 1979].  Using the photochemical model 

initialized with climatological ozone and temperature profiles [McPeters et al., 2007], 17-40 km 

NO2 partial columns were calculated at various latitudes for the evening twilight (SZA=90° or 

nearest available SZA).  Ratios of NO2 partial columns calculated at 78°N to those at 82°N are 

shown in grey in Figure 5.4.  This represents a typical latitude difference between measurements.  

On days 55 and 290, which are near the first and last measurement days of the season, NO2 

partial columns at 78°N are ~7 times larger than at 82°N.  The difference between the columns 

decreases throughout the spring until approximately days 80-85.  Throughout the summer, no 

strong latitudinal gradient is observed in NO2 until approximately days 265-270, as polar night  

 

 

Figure 5.4: Ratios of 17-40 km NO2 partial columns at various latitudes during the evening twilight, 

calculated with photochemical model initialized with climatological ozone and temperatures.  Evening 

twilight is defined as SZA = 90° or the nearest available SZA for the given time of year.  76°N to 84°N is 

the maximum range over which coincident measurements were selected (see Figure 5.1).  The thin black 

line indicates a ratio of one. 
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begins.  Ratios of NO2 partial columns calculated at 76°N to those at 84°N, representing the 

maximum latitude difference between coincident measurements, are also shown in Figure 5.4 in 

red.  ACE measures above PEARL during the spring and fall periods for which this effect is 

significant.  The impact of the latitudinal gradient in NO2 on the spring-time intercomparisons is 

assessed in Section 5.5.   

5.3 Ozone Intercomparisons 

Ozone partial and total column measurements made by the ground-based and satellite 

instruments were compared using the methods described in Section 5.2.  The resulting mean 

absolute and relative differences are summarized in Table 5.5 and are discussed below.  

Available coincident measurements from all time periods are included in the intercomparisons. 

5.3.1 Satellite versus Satellite Partial Columns 

The 14-52 km ozone partial columns measured by the satellite instruments were compared and 

are shown in the first section of Table 5.5.  Partial columns from all four satellite instruments 

agree very well, with mean relative differences of 3% or lower.  Correlation plots between the 

satellite measurements, shown in Figure 5.5, have R2 values of 0.821 or greater.  

The mean relative difference between ACE-FTS v3.0 and v2.2 ozone partial columns is 

0.0±0.2%.  Furthermore, the two datasets are extremely well correlated, with an R2 value of 

0.973.  Note that the ACE-FTS v2.2 and v3.0 datasets have slightly different results when 

compared with the other instruments in this study because data were compared for different time 

periods, based on data availability.  Therefore, fall 2010 and spring 2011 are included for v3.0, 

but not for v2.2.  

ACE-FTS v2.2, ACE MAESTRO v1.2, and OSIRIS SaskMART v5.0.x measurements have been 

compared inprevious studies.  Fraser et al. [2008] found a mean relative difference of +5.5% to 

+22.5% between ACE-FTS v2.2 and ACE-MAESTRO v1.2 ozone 16-44 km partial columns 

from 2004-2006, which is larger than the +2.7% mean relative difference found in the present 

study.  Dupuy et al. [2009] compared profiles from ACE-FTS v2.2, ACE-MAESTRO v1.2, and 

OSIRIS SaskMART v2.1 data.  They found ACE-MAESTRO profiles agreed with OSIRIS to 
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Table 5.5. Number of coincidences (N), mean absolute difference (Δabs) and mean relative difference (Δrel) 

between ozone measurements with respective standard deviation (σ) and standard error (err).  Instrument 

abbreviations are summarized in Table 5.1.  * indicates 0-52 km satellite-plus-sonde partial columns. 

 N Δabs (DU) σabs (DU) errabs (DU) Δrel (%) σrel (%) errrel (%)
Satellite versus satellite 14-52 km partial columns 
OS - A2 800 9.8 22.9 0.8 3.0 7.4 0.3 
OS - A3 754 3.8 18.1 0.7 1.2 5.8 0.2 
OS - MA 559 7.4 28.3 1.2 2.8 9.6 0.4 
A2 - A3 210 -0.3 9.9 0.7 0.0 3.1 0.2 
A2 - MA 198 7.5 23.3 1.7 2.7 7.8 0.6 
A3 - MA 162 7.8 22.4 1.8 2.8 7.5 0.6 
Satellite-plus-sonde 0-52 km partial columns versus ground-based total columns 
OS* - GV 4727 19.9 27.4 0.4 5.7 7.8 0.1 
OS* - SA 2065 32.2 29.3 0.6 7.3 6.7 0.1 
OS* - FT 11388 -0.4 25.4 0.2 0.1 6.2 0.1 
OS* - BW 4115 10.3 21.5 0.3 2.8 5.8 0.1 
A2* - GV 147 28.0 29.2 2.4 6.5 6.6 0.5 
A2* - SA 122 14.4 26.6 2.4 3.2 6.1 0.6 
A2* - FT 371 -33.0 33.5 1.7 -6.7 7.6 0.4 
A2* - BW 6 9.0 13.9 5.7 3.4 5.2 2.1 
A3* - GV 141 28.4 27.7 2.3 6.5 6.1 0.5 
A3* - SA 146 19.2 25.5 2.1 4.8 6.0 0.5 
A3* - FT 481 -21.6 28.6 1.3 -4.7 6.6 0.3 
A3* - BW 5 5.8 15.3 6.9 2.3 5.7 2.6 
MA* - GV 117 21.7 32.8 3.0 5.0 7.6 0.7 
MA* - SA 79 8.7 39.4 4.4 1.6 8.8 1.0 
MA* - FT 204 -29.8 35.0 2.4 -6.1 7.9 0.6 
MA* - BW 6 -2.8 18.3 7.5 -1.1 6.7 2.7 
Ground-based versus ground-based total columns 
GV - SA 296 -14.2 22.0 1.3 -3.2 5.6 0.3 
GV - FT 1894 -25.9 30.5 0.7 -6.9 7.8 0.2 
GV - BW 658 -4.0 22.7 0.9 -1.4 6.9 0.3 
SA – FT 1474 -39.1 23.3 0.6 -9.2 5.2 0.1 
SA – BW 107 1.9 21.1 2.0 0.4 5.3 0.5 
FT – BW 1491 9.7 10.3 0.3 2.6 2.5 0.1 
Satellite versus ground-based 14-52 km partial columns 
OS – FT 11388 -11.1 20.4 0.2 -3.3 6.3 0.1 
A2 – FT 371 -45.9 37.3 1.9 -12.2 10.6 0.5 
A3 – FT 481 -32.1 31.2 1.4 -9.2 8.8 0.4 
MA - FT 204 -40.3 37.9 2.7 -11.2 11.2 0.8 
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Figure 5.5: Correlations between satellite 14-52 km ozone partial columns. Red lines indicate linear fit (m 

= fitted slope, y = fitted y-intercept).  Black lines indicate 1-1.  Instrument abbreviations are given in 

Table 5.1. 

 

±7% for 18-53 km.  ACE-FTS profiles were typically +4% to +11% larger than OSIRIS profiles 

above 12 km.  This is opposite to the findings of this study, in which ACE-FTS partial columns 

are lower than OSIRIS partial columns.  Since OSIRIS SaskMART v2.1 and v5.0x are very 

similar for the 14-52 km altitude range, this difference is likely because the present study 

included only measurements taken in the Arctic, while Dupuy et al. [2009] considered 

measurements at all latitudes. 

5.3.2 Satellite versus Ground-Based Columns 

Mean absolute and relative differences between satellite-plus-sonde 0-52 km columns and 

ground-based total columns are included in the second section of Table 5.5.  The 

satellite-plus-sonde measurements are consistently larger than the DOAS measurements and 

smaller than the Bruker FTIR measurements.  The Brewer columns fall between the 

satellite-plus-sonde and other ground-based measurements.  All ground-based measurements are 

within 7.3% of the satellite-plus-sonde columns.  Comparisons are not shown between ACE and 



 

132 

 

the Brewer instruments because there are few coincident measurements as ACE measures above 

PEARL in the early spring and late fall during periods when the SZA is too large for Brewer 

direct-sun measurements. 

The timeseries of absolute differences between the four satellite-plus-sonde data products and the 

ground-based measurements are plotted in Figures 5.6 and 5.7.  The largest discrepancies occur 

in the spring-time for all measurements, with the Bruker FTIR measuring more ozone and the 

DOAS and Brewer instruments measuring less ozone than the satellite-plus-sondes.  Although 

there is some year-to-year variability in the absolute differences, there is no apparent systematic 

change between the satellite and ground-based measurements in time.  The year-to-year 

variability has no obvious relation to vortex activity above Eureka, such as sudden stratospheric 

warmings.  This suggests that the performance of OSIRIS, ACE-FTS, and ACE-MAESTRO has 

not changed and their measurements of ozone within 500 km of PEARL are suitable for 

multi-year analyses.  Figure 5.8 shows correlation plots between the satellite-plus-sonde and 

ground-based total ozone columns.  R2 coefficients range from 0.518-0.910.  Note that ACE-FTS 

v3.0 data were retrieved for spring 2011, which had abnormally low ozone values [Manney et 

al., 2011], and therefore has higher correlation coefficients than v2.2.   

5.3.3 Comparisons with NDACC DOAS Measurements 

Intercomparison results between SAOZ and GBS ozone total columns retrieved from 2005-2011 

using the NDACC settings (described in Section 5.1.1) are shown in Figure 5.9.  The absolute 

difference between the SAOZ and GBS ozone total columns (panel a) shows good agreement for 

most years.  SAOZ measures more ozone than the GBS in 2005 and 2007, two years in which the 

polar vortex passed over Eureka.  This may be due in part to the different fields-of-view of the 

two instruments, leading to sampling of different airmasses.  The correlation plot between SAOZ 

and GBS ozone (panel b) shows a strong correlation between measurements, with an R2 value of 

0.898.  For large ozone total columns, the GBS measures systematically lower than SAOZ.  The 

mean relative difference for GBS minus SAOZ ozone is -3.2±0.3% (see third section of Table 

5.5).  This is well within the combined error of the two instruments and is comparable to the 

values of -6.9% to -2.3% found by Fraser et al. [2008; 2009] for 2005-2007, when SAOZ and 

GBS data were retrieved by the same analysis group, using the same analysis software.  This  
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Figure 5.6: Absolute differences (circles) and mean absolute differences (dashed lines) between 

satellite-plus-ozonesonde and GBS (grey) and SAOZ (red).  The solid black lines indicate zero. 
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Figure 5.7: Absolute differences (circles) and mean absolute differences (dashed lines) between 

satellite-plus-ozonesonde and Bruker FTIR (grey) and Brewer (red).  The solid black lines indicate zero. 
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Figure 5.8: As for Figure 5.5, satellite-plus-ozonesonde versus ground-based total ozone columns. Note 

that comparisons between ACE and Brewer measurements are not shown because there are few 

coincidences between these instruments. 

 

demonstrates that, even when implemented independently with slight differences in the analysis 

settings and software, the new NDACC data standards are sufficient to produce a homogeneous 

ozone dataset.  

Absolute differences (panel c) and correlations (panel d) between the DOAS (GBS and SAOZ) 

and Brewer data are also shown in Figure 5.9.  Good agreement between the instruments is 
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Figure 5.9: (a) Absolute difference (circles) between GBS and SAOZ ozone total columns.  (b) 

Correlation between GBS and SAOZ ozone total columns. (c) Absolute difference (circles) between GBS 

(grey) and SAOZ (red) minus Brewer ozone total column measurements.  (d) Correlation for GBS (grey) 

and SAOZ (red) versus Brewer ozone measurements.  In (a) and (c), the solid black lines indicate the zero 

line and the dashed lines indicate mean absolute differences.  In (b) and (d), the solid black lines indicate 

the 1-1 line and the dashed lines indicate linear fit (m = fitted slope, y = fitted y-intercept). 

 

evident throughout the year.  The mean relative difference between the GBS [SAOZ] and Brewer 

total ozone column measurements is -1.4% [+0.4%].  This is better than the high-latitude 

agreement reported by Hendrick et al. [2011], who found that SAOZ ozone total columns were 

systematically lower than Brewer measurements at Sodankyla (67°N, 27°E) by 3-4%, with the 

largest discrepancies in the spring and fall.  Hendrick et al. [2011] accounted for this bias with 

the temperature dependence and uncertainty in the UV ozone cross-section used in Brewer 

measurements.  The agreement between the GBS, SAOZ, and Brewer in the present study is 
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remarkable given the challenges of taking DOAS measurements at 80°N, particularly in the 

summer (see Chapter 4). 

The DOAS measurements are systematically lower than the Bruker FTIR total column and 

satellite-plus-sonde measurements by 1.6-9.2% (see Table 5.5).  Discrepancies between the 

satellite-plus-sonde and DOAS measurements, shown in Figure 5.6, are particularly large in the 

spring.  Correlation plots, shown in Figure 5.8, indicate that the the satellite-plus-sonde 

measurements are systematically higher than the GBS measurements for high ozone columns.  

R2 correlation coefficients for the satellite-plus-sonde versus GBS [SAOZ] ozone columns are 

greater than 0.85 [0.52]. 

Fraser et al. [2008] compared 15-40 km ACE partial columns with ozonesonde measurements 

added to the columns below 15 km against GBS and SAOZ measurements.  The GBS and SAOZ 

measurements had been retrieved by the  same analysis group with identical settings, including 

the Burrows et al. [1999a] ozone cross-section and the AMFs described in McLinden et al. 

[2002].  They found mean relative differences between ACE-FTS v2.2 satellite-plus-sonde and 

GBS [SAOZ] measurements of +3.2 to +6.3 % [+0.1 to +4.3%].  This is similar to the values of 

+6.5% [+3.2%] found in the present study.  Fraser et al. [2008] found that the mean relative 

difference between ACE-MAESTRO v1.2 plus updates and the GBS [SAOZ] was -19.4% to 

-1.2% [-12.9% to -1.9%].  In this study, the mean relative difference for ACE-MAESTRO minus 

GBS [SAOZ] was +5.0% [+1.6%].     

The differences between satellite and DOAS measurements in this study are larger than the 

values reported for comparisons between SAOZ and satellite ozone total column measurements 

in Table 10 of Hendrick et al. [2011].  The satellite data products compared by Hendrick et al. 

[2011] were TOMS v8, GOME-GDP4 (Global OMI GDP4 retrieval), OMI-DOAS (OMI data 

retrieved with DOAS algorithm), OMI-TOMS (OMI data retrieved with TOMS algorithm), and 

two SCIAMACHY products, SCI-TOSOMI (SCIAMACHY with TOSOMI algorithm developed 

at the Royal Netherlands Meteorological Institute - KNMI) and SCIA-OL3 (SCIAMACHY 

offline v3).  For various stations, Hendrick et al. [2011] found that agreement between SAOZ 

total ozone columns and satellite total ozone columns ranged from -4.1% to +3.1%.  The 

agreement in Hendrick et al. [2011] is better than the present study for several possible reasons.  
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Hendrick et al. [2011] corrected satellite columns for temperature and SZA dependence using 

comparisons with the SAOZ measurements.  Furthermore, DOAS retrievals are particularly 

challenging for higher latitudes (see Chapter 4).  The present study compares different satellite 

instruments at 80°N, which is higher than the maximum latitude of 71°N considered by Hendrick 

et al. [2011].  Furthermore, the satellite instruments compared by Hendrick et al. [2011] are all 

nadir sounders, which take dedicated ozone column measurements, while in the present study, 

limb-viewing satellite profiles and ozonesonde are combined to calculate a total column. 

5.3.4 Comparisons with Bruker FTIR Measurements 

On average, the Bruker FTIR measures more ozone than most other instruments (see Table 5.5), 

with the largest differences observed in the spring (see Figure 5.7).  A mean relative difference 

of +0.1% is calculated for OSIRIS-plus-sonde minus Bruker FTIR total columns, reflecting 

particularly good agreement in the summer and fall (seeFigure 5.7).  The mean relative 

difference for the ACE-FTS v2.2 [v3.0] minus the Bruker FTIR is -6.7% [-4.7%].  A similar 

mean relative difference of -6.1% is observed between ACE-MAESTRO and the Bruker FTIR.  

The comparisons worsen for the 14-52 km partial columns, to -3.3% for OSIRIS minus Bruker 

FTIR, -12.2% [-9.6%] for ACE-FTS v2.2 [v3.0] minus Bruker FTIR, and -11.2% for 

ACE-MAESTRO minus Bruker FTIR.  This may be due in part to the altitude resolution of the 

Bruker FTIR, which is lower than that of the satellite instruments (see Section 5.2).  Bruker 

FTIR 10-50 km partial columns of ozone have on average 4.4 degrees of freedom for signal.  

Therefore, there is sufficient information to calculate partial columns in the 14-52 km range. 

Batchelor et al. [2010] reported mean relative difference between ACE-FTS v2.2 and Bruker 

FTIR measurements of -7.45% in spring 2007 and -4.26% in spring 2008, for an average 

coincident partial column range of 6-43 km.  This is similar to the resultsfor total column 

intercomparisons in the present study.  Batchelor et al. [2010] found that agreement improved 

with the addition of vortex coincidence criteria.  This is discussed further in Section 5.5. 

Dupuy et al. [2009] compared ACE-FTS v2.2 with ground-based FTIR measurements at four 

locations north of 60°N latitude from 2004-2006.  They applied the same smoothing and altitude 

selection scheme as Batchelor et al. [2010].  No vortex filtering was performed.  This yielded 

various partial column altitude ranges with minimum values of 10 km and maximum values of 
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46.9 km.  Mean relative differences for satellite minus ground-based FTS of -9.1% to +3.2% for 

the ACE-FTS and -8.7% to -0.5% for ACE-MAESTRO were obtained.  This is similar to the 

level of agreement found in the present study. 

5.4 NO2 Intercomparisons 

NO2 partial column measurements made by the ground-based and satellite instruments were 

compared using the methods described in in Section 5.2.  ACE, OSIRIS, and Bruker FTIR partial 

columns were calculated for 17-40 km; GBS-UV and GBS-vis partial columns were retrieved for 

17 km to the top of the atmosphere; and SAOZ total column measurements were scaled to partial 

column amounts (see Section 5.2.3).  The resulting mean absolute and relative differences are 

summarized in Table 5.6 and are discussed below.  Available coincident measurements from all 

time periods are included in the intercomparisons. 

5.4.1 Satellite versus Satellite Partial Columns 

Mean absolute and relative differences between 17-40 km NO2 partial columns measured by the 

satellite instruments are included in the first section of Table 5.6, with correlation plots shown in 

Figure 5.10.  R2 correlation coefficients between all satellite measurements are greater than 0.61, 

except for ACE-MAESTRO versus OSIRIS, which has an R2 value of 0.352. 

ACE-FTS v2.2 and v3.0 partial columns are nearly identical, with a mean relative difference of 

-0.2±0.1% and a correlation coefficient of 0.999.  Note that the ACE-FTS v2.2 and v3.0 datasets 

have slightly different results when compared with the other instruments in this study because 

data were compared for different time periods, based on data availability.  Therefore, fall 2010 

and spring 2011 are included for v3.0, but not for v2.2.   

The ACE-FTS v2.2 [v3.0] data are systematically higher than the OSIRIS dataset, with mean 

relative differences of 6.4% [7.4%].  These values are outside the combined random errors of the 

instruments (see Table 5.2) suggesting that the discrepancies originate from systematic errors in 

the measurements, the photochemical model scale factors, or the diurnal effect.  See Section 

5.2.3 for a discussion of errors associated with scale factors and the diurnal effect.  This is 
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Table 5.6. As for Table 5.5, NO2 partial columns.  All measurements were scaled to local solar noon 

using the photochemical model.  Instrument abbreviations are summarized in Table 5.1.  ACE, OSIRIS, 

and Bruker columns are for 17-40 km.  GBS columns are for 17 km to top of atmosphere.  * indicates 

SAOZ total columns scaled to 17 km to top of atmosphere. 

 N Δabs (1015 
mol/cm2) 

σabs (1015 
mol/cm2) 

errabs (1015 
mol/cm2) 

Δrel (%) σrel 
(%) 

errrel 
(%) 

Satellite versus satellite partial columns 
OS - A2 632 -0.8 3.1 0.1 -6.4 26.8 1.1 
OS - A3 595 -0.9 3.2 0.1 -7.4 30.0 1.2 
OS - MA 583 -5.9 5.9 0.2 -34.2 39.2 1.6 
A2 - A3 187 0.0 0.2 0.0 -0.2 0.9 0.1 
A2 - MA 163 -4.2 4.3 0.3 -24.5 26.4 2.1 
A3 - MA 157 -4.4 3.2 0.3 -26.9 19.6 1.6 
Satellite versus ground-based partial columns 
OS - GV 3186 -3.0 5.7 0.1 -7.8 25.3 0.4 
OS - GU 2885 -2.0 5.0 0.1 -3.3 18.5 0.3 
OS - SA* 1510 2.0 4.0 0.1 10.2 33.9 0.9 
OS - FT 4958 2.2 3.6 0.1 12.2 17.4 0.2 
A2 - GV 143 1.7 1.7 0.1 15.0 15.6 1.3 
A2 - GU 29 1.4 1.4 0.3 10.3 11.6 2.2 
A2 - SA* 107 2.2 2.6 0.2 18.4 21.7 2.1 
A3 - GV 151 1.6 1.7 0.1 15.2 16.3 1.3 
A3 - GU 38 1.7 1.5 0.3 13.6 13.4 2.2 
A3 - SA* 147 1.7 2.8 0.2 12.7 25.5 2.1 
MA - GV 118 5.6 4.6 0.4 39.1 31.0 2.8 
MA - GU 31 9.1 4.4 0.8 52.1 23.6 4.2 
MA - SA* 74 7.2 4.4 0.5 48.5 22.8 2.7 
Ground-based versus ground-based partial columns 
GV - GU 388 1.5 2.5 0.1 6.1 7.9 0.4 
GV - SA* 295 1.1 2.8 0.2 3.8 18.8 1.1 
GV – FT 1503 5.5 3.5 0.1 16.3 10.5 0.3 
GU - SA* 208 -0.7 2.6 0.2 -6.4 16.2 1.1 
GU – FT 1498 5.4 4.2 0.1 19.2 13.5 0.3 
SA* - FT 518 1.7 4.2 0.2 12.0 23.0 1.0 

 

 

 



 

141 

 

 

Figure 5.10: As for Figure 5.5, satellite 17-40 km NO2 partial columns. 

 

opposite to the results for globally coincident measurements in Kerzenmacher et al. [2008], who 

found that on average OSIRIS measurements were 17% larger than ACE-FTS v2.2 

measurements at the NO2 maximum, with better agreement below the NO2 maximum.  This may 

be because Kerzenmacher et al. [2008] compared coincident measurements at all latitudes.  

Furthermore, they corrected for the diurnal effect in the ACE and OSIRIS measurements prior to 

comparison, eliminating a high-bias in the ACE measurements below 25 km (see Section 5.2.3).  

The OSIRIS, ACE-FTS v2.2, and ACE-FTS v3.0 datasets are 24.5-34.2% lower than the 

ACE-MAESTRO measurements.  Since the ACE-FTS and ACE-MAESTRO instruments take 

measurements at the same time and location, this bias cannot be attributed to coincidence 

criteria, photochemical model scaling, or the diurnal effect.  The mean relative difference for 

ACE-FTS v2.2 minus ACE-MAESTRO of -24.5% is comparable to the range of -5.7% to -35% 

found by Fraser et al. [2008] for 22-40 km partial columns from 2004-2006 within 500 km of 

PEARL.  This offset may be due in part to an error of up to a few kilometres in the 

ACE-MAESTRO tangent heights, which can lead to a high bias in ACE-MAESTRO NO2 data at 

high latitudes [Kerzenmacher et al., 2008]. 
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5.4.2 Satellite versus Ground-Based Partial Columns 

The comparisons between the ground-based and satellite measurements are summarized in the 

second section of Table 5.6.  The GBS measures partial columns from 17 km to the top of the 

atmosphere.  SAOZ measures total columns, which were scaled down to 17 km to the top of the 

atmosphere, as described in Section 5.2.3.  17-40 km partial columns were calculated from 

satellite and Bruker FTIR profiles.  The amount of NO2 above 40 km is negligible compared 

with the error in the NO2 partial columns.  Therefore no correction was applied above 40 km. No 

coincidences were available between the Bruker FTIR and ACE instruments because only 

Bruker FTIR data for SZAs smaller than 80° were included in this study.   

On average, OSIRIS NO2 measurements fall in the middle of the ground-based measurements, 

with mean relative differences of -7.8% to +12.2%.  ACE-FTS measures larger values of NO2 

than the DOAS instruments, with mean relative differences of +10.3% to +18.4%, while 

ACE-MAESTRO has mean relative differences of +39.1 to +52.1%, compared with the DOAS 

instruments.  

The timeseries of the absolute differences between the various satellite and ground-based 

measurements is shown in Figure 5.11.  Good agreement is observed between the DOAS and 

OSIRIS measurements in the spring and fall (panel a).  In the summer, the GBS-vis and 

GBS-UV measure significantly larger NO2 columns than OSIRIS.  A similar seasonal variation 

is observed between OSIRIS and Bruker FTIR measurements (panel b).  There is also a slight 

seasonality observed in differences between the Bruker FTIR and DOAS measurements (not 

shown here).  This suggests that there are seasonal systematic errors in one or more of the 

datasets or in the diurnal correction scale factors.  The differences between the ACE-FTS and the 

GBS partial columns (panels c, d) are more scattered in the spring than the fall, likely due to 

increased spatial variability of NO2 when the polar vortex is changing structure and position 

rapidly in spring.  The ACE-MAESTRO measurements are systematically higher than the DOAS 

measurements except in fall 2009 (panel e).  Differences between the satellite and ground-based 

measurements do not change year-to-year, indicating that the satellite measurements have not 

changed systematically over time. 
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Figure 5.11: Absolute difference between satellite and GBS-vis (cyan), GBS-UV (blue), SAOZ (red), and 

Bruker FTIR (grey) partial columns of NO2.  Dashed lines indicate mean absolute difference.  The black 

line indicates the zero line. 
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Correlations between the satellite and ground-based measurements are shown in Figure 5.12.  

The Bruker FTIR and GBS measure more NO2 than OSIRIS for larger NO2 columns.  This 

corresponds with seasonal variation in the discrepancies discussed above.  ACE-MAESTRO 

measurements are not as well correlated with the ground-based measurements as OSIRIS and 

ACE-FTS. 

5.4.3 Comparisons with DOAS Measurements 

The mean relative difference for GBS-vis minus GBS-UV NO2 is +6.1±0.4%.  This demonstrates 

good agreement, despite the shorter paths through the stratosphere taken by zenith-scattered light 

at UV wavelengths.  Furthermore, it indicates that the new AMFs used for the GBS retrievals 

produce similar NO2 columns for both UV and visible wavelengths.  

The GBS-UV, GBS-vis, and SAOZ partial columns for 17 km to the top of the atmosphere all 

agree to within 6.4%.  Fraser et al. [2008; 2009] found a comparable agreement of 2.2-12.3% 

for 2005-2007, when SAOZ and GBS NO2 total columns were retrieved using the same analysis 

settings.  In Figure 5.13, the absolute difference (panel a) and correlation plot (panel b) between 

SAOZ and GBS-vis (grey) and GBS-UV (red) NO2 are shown.  The offset between the GBS 

minus SAOZ measurements appears to vary year-to-year, with positive offsets in 2005, 2006, 

2010 and 2011 and negative offsets in 2007, 2008 and 2009.  Similar year-to-year variation is 

observed in the differences between the satellite and SAOZ measurements (see Figure 5.11).   

This may be because the SAOZ instrument measures total columns of NO2, which have been 

scaled down to 17-km to the top of the atmosphere by a fixed value.  Therefore, year-to-year 

differences in lower stratospheric NO2 may be a factor.  Furthermore, this may reflect 

year-to-year differences in the SAOZ RCD, which is averaged on a campaign basis.  These 

reasons may also explain why the GBSs are more strongly correlated with the satellites than 

SAOZ for NO2 (see Figure 5.12).  The DOAS NO2 measurements are systematically lower than 

the satellite NO2 measurements in the spring.  This may be due to the diurnal effect, which 

causes the GBS partial columns to be lower and the ACE partial columns to be higher (see 

Section 5.2.3). 



 

145 

 

 

Figure 5.12: As for Figure 5.5, satellite versus ground-based NO2 partial columns.  Comparisons are not 

shown for ACE versus the Bruker FTIR because the Bruker FTIR NO2 was measured at SZA > 80° when 

ACE measured above PEARL. 

 

5.4.4 Comparisons with Bruker FTIR Measurements 

The Bruker FTIR measures less NO2 than the other instruments by 12.2-19.2%.  This is similar 

to the results of Lindenmaier et al. [2011] who found that Bruker FTIR NO2 15-40 km partial 

columns were systematically lower than GEM-BACH (Global Environmental Multiscale 

stratospheric model with the online Belgium Atmospheric CHemistry package), CMAM-DAS 
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Figure 5.13: Comparison between GBS-vis (grey), GBS-UV (red) and SAOZ.  (a) Absolute difference 

(circles) between GBS and SAOZ NO2 columns.  The solid black lines indicate the zero line and the 

dashed lines indicate mean absolute differences.  (b) Correlation between GBS and SAOZ NO2 columns.  

The solid black lines indicate the 1-1 line and the dashed lines indicate linear fit (m = fitted slope, y = 

fitted y-intercept). 

 

 (Canadian Middle Atmosphere Model Data Assimilation System), and SLIMCAT (Single-Layer 

Isentropic Model of Chemistry and Transport) models for 2007-2009.  Aside from these model 

comparisons, the PEARL Bruker FTIR NO2 has not previously been validated.   

Kerzenmacher et al. [2008] compared ground-based FTIR NO2 measurements from other 

stations with ACE-FTS v2.2 and ACE-MAESTRO v1.2 partial columns.  For that study, the 

ACE data were smoothed to the resolution of the FTIRs and partial columns were calculated in 

ranges determined by the instrument sensitivities.  Mean relative differences for satellite minus 

ground-based FTIR 14.8-32.9 km partial columns measured at Ny Ålesund, Svalbard (78.9°N, 

11.9°E) were +20.9% for the ACE-FTS and +25.6% for ACE-MAESTRO.  This is consistent 

with the results of the present study. 

5.5 Spring-Time Coincidence Criteria 

In this study, it was found that agreement between the various instruments was worse for both 

ozone and NO2 in the spring.  This may be attributed to the different lines-of-sight described in 

2005 2006 2007 2008 2009 2010 2011
-1

-0.5

0

0.5

1

1.5
x 10

15

GV GU

a) Difference

Fractional year

G
B

 m
in

us
 S

A
* 

(x
10

15
 m

ol
/c

m
2 )

0 2 4 6
0

2

4

6
m=1.21
y=-1.7e+014
R2=0.953

m=1.02
y=-9.9e+013

R2=0.844

SA* (x1015 mol/cm2)

G
B

 (
x1

015
 m

ol
/c

m
2 )

b) Regression



 

147 

 

Section 5.2.1, which can result in instruments sampling very different airmasses.  This is 

especially relevant during spring when airmasses inside and outside the vortex can be close 

spatially but isolated from one another.  Ozone and NO2 columns tend to be lower when the 

lower stratosphere (~18-20 km) is inside the polar vortex.  Furthermore, the latitudinal 

distribution of NO2 has a strong gradient in the spring (see Section 5.2.3).  Therefore, additional 

coincidence criteria were tested for the 2004-2009 GBS, SAOZ, Bruker FTIR, OSIRIS, and 

ACE-FTS v2.2 datasets.  Spring-time data for days 50-78 (19 February to 18/19 March) were 

selected, as this is the approximate period of spring-time ACE measurements within 500 km of 

PEARL.   

In order to identify similar airmasses, derived meteorological products (DMPs) [Manney et al., 

2007] from the GEOS-5 [Reinecker et al., 2008] analysis were calculated along the line-of-sight 

of the ACE-FTS, the Bruker FTIR, and the DOAS (GBS and SAOZ) instruments, and at the 

longitude and latitude of the OSIRIS 25-km tangent height.  To determine whether 

measurements were sampling similar airmasses, scaled PV (sPV), a dynamical parameter used to 

estimate the location of the vortex edge (see Appendix A), and temperature profiles were 

considered.  Lindenmaier et al. [2012] present the evolution of sPV in the lower stratosphere 

above Eureka for springs 1997-2011. 

The selection criteria of Batchelor et al. [2010] were applied to comparisons between ACE-FTS 

v2.2 and the Bruker FTIR.  The difference in sPV was restricted to < 0.3x10-4s-1 and the 

difference in stratospheric temperature was restricted to < 10 K at each altitude level from 14-36 

km.  Note that the present study did not include selection criteria at the 46-km level because this 

significantly reduced the number of coincident measurements and is unlikely to affect the ozone 

partial columns as number densities are very small at such high altitudes.  Batchelor et al. [2010] 

also included a 1000-km distance criterion at each altitude level.  This criterion was not included 

here due to the narrower 500-km coincidence criterion already imposed on the measurements.  

These selection criteria improved ozone comparisons between the ACE-FTS and the Bruker 

FTIR from -5.1±1.3% to +2.1±2.2% in spring 2007, a year in which the vortex was above Eureka 

for much of the campaign.  This is slightly weaker than the improvement reported by Batchelor 

et al. [2010] of -7.5±1.6% to +1.1±2.1%.  This may due to the narrower 500-km distance 

criterion used in the present study.  Furthermore, the partial column ranges may play a role.  
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When averaged over springs 2007-2009, the mean relative difference between the Bruker FTIR 

and ACE-FTS is -5.0±0.4% without the dynamical selection criteria and -4.0±0.5% with the 

dynamical selection criteria.  The improvement is weaker, likely because in 2008 and 2009, the 

polar vortex was not near Eureka for much of the campaign. 

The selection criteria of Batchelor et al. [2010]  could not be applied directly to the DOAS (GBS 

and SAOZ) and OSIRIS datasets because only pressure levels were available for these DMPs.  

Furthermore, the imposition of dynamical coincidence criteria at altitudes up to 46 km reduced 

the comparison statistics.  The best results were obtained when dynamical coincidence criteria 

were imposed only in the lower stratosphere, where the bulk of the ozone column resides, at 131 

hPa (~14 km), 72.5 hPa (~18 km), and 53.9 hPa (~20 km).  The difference in temperature 

between measurements at each of these layers was restricted to < 10 K.  Furthermore, coincident 

measurements were selected only if they were both inside (sPV > 1.6x10-4 s-1) or both outside 

(sPV < 1.2x10-4 s-1) the polar vortex at the selected pressure levels.  All measurements on the 

vortex edge (sPV between 1.2x10-4 s-1 and 1.6x10-4 s-1) at 131 hPa, 72.5 hPa, and 53.9 hPa were 

rejected.  With these additional selection criteria, four out of nine instrument intercomparisons 

improved within standard error (see Section 5.2 for definition of standard error).  For the 

remaining five intercomparisons, changes were not significant.  The largest improvement was 

observed for ACE-FTS minus Bruker FTIR, which had a mean relative difference of -5.0±0.4% 

without the dynamical selection criteria and -3.1±0.8% with the dynamical selection criteria. 

These modest improvements may be limited by the narrow 500-km coincidence criterion already 

in place and the approximate line-of-sight calculations used in this study.  The DOAS and 

OSIRIS instruments measure scattered sunlight, for which photons travel various paths through 

the atmosphere to the instrument.  Therefore, precise line-of-sight calculations cannot be 

performed.  The DOAS DMPs were calculated along the approximate line-of-sight (see 

Appendix B) and the OSIRIS DMPs were calculated at the fixed latitude and longitude of the 

25-km tangent height.  This weakens the dynamical selection criteria.   

For NO2, dynamical coincidence criteria did not improve comparison results.  The uncertainties 

in the measurements, the diurnal scale factors, and the diurnal effect likely overwhelm the impact 

of the polar vortex on these intercomparisons (see Section 5.2.3).  This is consistent with the 
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results of Kerzenmacher et al. [2008], who found that scatter in the differences between ACE 

and high-latitude ground-based FTIR measurements could not be attributed to the polar vortex.   

Due to the latitudinal gradient of NO2 in the early spring (see Section 5.2.3), a narrower ±1° 

latitude coincidence criterion was applied to the 30-km tangent height of the ACE measurements, 

the 35-km tangent height of OSIRIS measurements, and the location of the 30-km layer along the 

calculated line-of-sight of the DOAS measurements.  Dynamical coincidence criteria were not 

included.  The Bruker FTIR was not included in this comparison because NO2 measurements for 

this time period were removed by the SZA < 80° filter.   

The resulting mean relative differences with (red circles) and without (grey stars) the additional 

latitude coincidence criterion are shown in Figure 5.14 for comparisons with twenty or more 

measurement points.  The impact of the additional criterion suggests that the latitudinal gradient 

of NO2 plays a role in the intercomparisons.  During the time period considered, the average 

latitude was 77.9°N for GBS-vis, 80.2°N for GBS-UV, 78.1°N for SAOZ, 80.2°N for OSIRIS, 

and 79.6°N for ACE-FTS.   Therefore, with the new criterion, the GBS-vis, SAOZ, and 

ACE-FTS measurements (taken on average at lower latitudes) decrease relative to the OSIRIS 

measurements (taken on average at higher latitudes).  Mean relative differences between OSIRIS 

and ACE improve from -6.7±2.4% to -1.1±2.1%.  Furthermore, mean relative differences 

between OSIRIS and SAOZ improve from -5.1±1.6% to +2.3±1.7% with the latitude filter.  

Agreement between OSIRIS and GBS-vis also improves, but is not significant within standard 

error.  The mean relative difference between the GBS-UV and OSIRIS NO2 (which measure at 

the approximately the same average latitude) changes only by a small amount.  While some of 

these improvements may be due in part to the isolation of similar dynamical airmasses, this 

suggests that the latitudinal distribution of NO2 plays a significant role in validation exercises at 

high latitudes. 
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Figure 5.14: Mean relative difference for spring-time OSIRIS minus ACE-FTS v2.2, GBS-vis, GBS-UV, 

and SAOZ NO2 without (grey stars) and with (red circles) additional ±1° latitude selection criteria.  Error 

bars indicate standard error. 

 

5.6 Summary 

Ground-based and satellite ozone and NO2 columns were compared for satellite measurements 

within 500 km of the PEARL Ridge Lab.  Satellite ozone and NO2 partial columns were 

calculated from 14-52 km and 17-40 km respectively.  For comparison with ground-based 

measurements, satellite-plus-sonde 0-52 km columns were calculated by adding ozonesonde data 

to the satellite partial columns from 0-14 km.  For NO2 intercomparisons, the satellite data were 

compared directly to the ground-based data, as all ground-based instruments except SAOZ 

measured partial columns above 17 km.  For SAOZ, the total column measurements were scaled 

down to 17 km to the top of the atmosphere.  All satellite and ground-based NO2 measurements 

were scaled to solar noon with the same photochemical model prior to comparison to account for 

the diurnal variation of NO2. 

DOAS ozone total columns were retrieved for the GBS and SAOZ by independent analysis 

groups using the new NDACC guidelines [Hendrick et al., 2011].  The mean relative difference 

between the GBS and SAOZ ozone total columns was -3.2%.  The DOAS instruments agreed 
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with the Brewer to 0.4-1.4%, indicating that the NDACC settings perform well, even in the 

summer months at PEARL, when the maximum SZA of 76° makes DOAS measurements 

challenging.  Therefore, the NDACC settings and AMFs for DOAS ozone are successful in 

producing a homogeneous and accurate dataset at 80°N. 

For DOAS NO2, NDACC-recommended settings are currently being developed [Van Roozendael 

and Hendrick, 2012].  GBS NO2 partial columns for 17 km to the top of the atmosphere were 

calculated in the 425-450 nm window (GBS-vis) and the 350-380 nm window (GBS-UV), using 

new AMF LUTs (see Appendix A of Adams et al. [2012a]).  The mean relative difference for 

GBS-vis minus GBS-UV measurements was +6.1%, indicating that, despite the challenges of 

retrieving stratospheric columns at UV wavelengths, the GBS-UV measurements perform well.  

The GBS NO2 partial columns agreed to within 6.5% of the SAOZ measurements, which had 

been calculated using SAOZ Arctic AMFs scaled down to partial columns by a fixed 

scale-factor. 

Partial columns measured by the various satellite instruments showed good agreement for 

measurements within 500 km of PEARL.  For ozone, all satellite instruments agreed with each 

other within 3%.  For NO2, all satellite instruments except for ACE-MAESTRO agreed within 

7.4%.  ACE-MAESTRO NO2 measurements were systematically higher than the others by 

24.5-34.2%, perhaps due to a problem with tangent height gridding [Manney et al., 2007; 

Kerzenmacher et al., 2008].  ACE-FTS NO2 is systematically larger than OSIRIS by 6.4-7.4%, 

perhaps due to the diurnal effect on the ACE-FTS measurements [Kerzenmacher et al., 2008].    

ACE-FTS v2.2 and v3.0 ozone and NO2 partial columns were found to be strongly correlated, 

with mean relative differences of 0.0±0.1% and -0.2±0.1%.  This indicates that ACE-FTS v2.2 

and v3.0 partial columns of ozone and NO2 within 500 km of PEARL are nearly identical. 

Satellite measurements were validated against ground-based ozone and NO2 datasets from 

PEARL.  Satellite-plus-sonde measurements agree with ground-based total ozone columns with a 

maximum mean relative difference of 7.8%.  The Bruker FTIR and satellite instruments measure 

larger ozone total columns than the DOAS and Brewer instruments, with the largest 

discrepancies in the spring.  
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For NO2, OSIRIS, ACE-FTS v2.2 and ACE-FTS v3.0 data agreed with all ground-based 

measurements to within 20%.  ACE-MAESTRO measured systematically larger NO2 than the 

ground-based instruments, with mean relative differences of 39.1-52.1%.  The Bruker FTIR 

measured systematically lower NO2 than the other instruments, which is similar to the 

comparison results of Kerzenmacher et al. [2008] for other Arctic ground-based FTIR 

instruments.  In the spring, the GBS and SAOZ also measured lower NO2 partial columns than 

the satellite instruments, perhaps in part due to the diurnal effect (see Section 5.2.3).  Large 

seasonal variation in the differences between satellite and ground-based NO2 measurements was 

observed, with more scatter in the differences in the spring than in the fall.  The differences 

between OSIRIS and the ground-based measurements varied systematically throughout the year, 

reaching minima in the summertime.  This could point to seasonal systematic errors in the 

measurements or in the diurnal scaling applied prior to intercomparison. 

Since intercomparison results for both ozone and NO2 columns were worse in the spring, several 

filtering tests were applied to the datasets.  The addition of dynamical coincidence criteria in the 

lower stratosphere improved the agreement between some of the datasets by 1-3%.  This 

improvement is likely limited because the 500-km distance coincidence criterion was already 

narrow and the line-of-sight calculations for the DOAS and OSIRIS instruments are 

approximate.  Furthermore, an additional latitude-filtering criterion was tested on the NO2 

measurements in order to account for the strong latitudinal gradient in NO2 at high latitudes in 

the spring and fall.  The addition of latitudinal filtering improved mean relative differences 

between OSIRIS and ACE-FTS v2.2 from -5.1% to +2.3% and between OSIRIS and SAOZ from 

-6.7% to +1.1%. 

For both ozone and NO2, the OSIRIS, ACE-FTS and ACE-MAESTRO satellite measurements 

do not change systematically relative to ground-based measurements taken from 2003 to 2011.  

This indicates that these satellite instruments continue to perform.  Furthermore, this 

demonstrates the usefulness of long-term ground-based datasets at PEARL for the validation of 

satellite measurements.  As the PEARL datasets grow, they could be used in the future to bridge 

gaps between satellite missions. 
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6 Solar Eclipse above Eureka 

Solar eclipses provide a rare opportunity to study atmospheric photochemistry: during an eclipse, 

the moon extinguishes sunlight to all layers of the atmosphere in a short time compared to 

sunset, during which the sunlight is gradually extinguished layer-by-layer.  However, the 

brightness of the sun and the solar spectrum as seen from Earth also change rapidly during solar 

eclipses.  Therefore accurate remote sensing of the atmosphere during a solar eclipse remains a 

challenge. 

Below 30 km, where the bulk of the ozone column resides, ozone has a lifetime of at least a 

month.  Therefore, a two-hour solar eclipse should not lead to significant photochemical changes 

in the total ozone column.  Ozone measurements during eclipses have yielded a variety of 

results.  Brewer and Dobson spectrophotometers have measured both significant increases and 

decreases in ozone during solar eclipses [e.g., Bojkov, 1968; Chakrabarty et al., 2001].  Many of 

these studies account for the effect of the changing solar spectrum (limb-darkening), which is 

only of the order of 0.01% [Blumthaler et al., 2006], but they do not account for the effects of 

diffuse radiation during eclipses, which can cause artificial decreases in Brewer and Dobson 

vertical column densities of up to 30 DU [Zerefos et al., 2000].  While the Brewer and Dobson 

spectrophotometer measurements are compromised during eclipses, other instruments have also 

yielded a variety of results during eclipses, including a 30% decrease in ozone measured by a 

radiometer [Dani and Devara, 2002] and no changes in concentration measured in situ at 19.8 

km [Starr et al., 1980].  With a visible spectrometer, Gil et al. [2000] found a decrease of 

approximately 5% in ozone VCD, which was not significant due to measurement uncertainties. 

While photochemical changes in ozone are not predicted, reduced sunlight during eclipses cools 

the atmosphere, which could lead gravity waves to form a bow wave with periods ranging from 

20 minutes to 4 hours, depending on the distance from the eclipse maximum [Chimonas and 

Hines, 1971].  Fritts and Luo [1993] modeled eclipse-induced gravity waves and found that 

variability in the ozone total column would be difficult to detect above background gravity 

waves, but recently Eckermann et al. [2007] found that this effect may be larger than previously 

thought.  Several studies have found evidence of waves in ozone measurements, but with varying 

amplitudes and periods.  Mims and Mims [1993] smoothed Total Ozone Portable Spectrometer 
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measurements by 30% using a fast Fourier transform routine and found an oscillation of 0.1% of 

the total ozone column with a period of about 7 minutes, shortly after the eclipse maximum.  

With a Dobson spectrophotometer, Chakrabarty et al. [1997] measured ozone oscillations with 

an amplitude of about 5% of the total ozone column and a 15-minute period, but did not correct 

for limb-darkening or increased diffuse radiation.  Dani and Devara [2002], using a radiometer, 

measured ozone total column oscillations with amplitudes of ~10% with periods of ~30 minutes.  

During a 1999 solar eclipse, Zerefos et al. [2000] found evidence of ozone oscillations with 

periods of about 20 minutes in erythemal UV-B solar irradiance.  In a later study on a 2006 

eclipse, Zerefos et al. [2007] corrected Brewer data for diffuse radiation and, using spectral 

Fourier analysis, found total ozone column oscillations with amplitudes of 2.5-3% and periods of 

30-40 minutes in two Brewer datasets. 

Unlike ozone, NO2 is photochemically active on a timescale of minutes, due to the rapid cycling 

between NO and NO2.  Theoretically, NO2 should increase (and NO should decrease) as the sun 

is blocked by the moon until the eclipse maximum, after which both NO2 and NO should recover 

to approximately their pre-eclipse values [Herman, 1979; Wuebbles and Chang, 1979].  

Pommereau et al. [1976] first measured an increase in NO2 during an eclipse using a 

spectrophotometric technique.  Starr et al. [1980] measured a decrease of in situ NO at 19.8 km, 

which agreed well with modeled NO to NO2 conversion.  During an 82% totality eclipse, 

Elansky and Arabov [1983] measured an NO2 VCD increase of  60±20%, with a direct-sun 

UV-band instrument.  During another eclipse of 87% totality, Elansky and Elokhov [1993] 

measured a 55±6% increase in NO2 VCD using zenith-sky visible spectroscopy.  Chakrabarty et 

al. [2001] found that NO2 SCDs measured by a visible spectrometer approximately doubled and 

identified a wavelike structure in the NO2 measurements.  They suggested that the latter effect 

was related to eclipse-induced gravity waves.  Gil et al. [2000] used a zenith-sky visible 

spectrometer and corrected for the changing visible solar spectrum during the eclipse to find a 

155±9% NO2 SCD increase. 

6.1 Measurements and Retrievals 

On 1 August 2008, a solar eclipse passed from the Canadian Arctic, over Greenland, and into 

Asia [Espenak and Anderson, 2007].  The path of the eclipse is shown in Figure 6.1.  Above 
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Eureka, Nunavut, the eclipse began at 08:36 UT (03:36 LT), reached a maximum of 98% at 

09:30 UT (04:30 LT), and finished at 10:26 UT (05:26 LT).  On the morning before the eclipse, 

31 July 2008, Environment Canada’s Eureka Weather Station recorded mostly cloudy skies, 

clearing in the afternoon*.  On the day of the eclipse, the weather was mostly cloudy and rain 

started to fall around 12 UT (7 LT). 

The PEARL-GBS took measurements during the eclipse in the zenith-sky viewing geometry, 

with a 600 gr/mm grating yielding a 0.5-2 nm resolution.  To better capture the behaviour of 

ozone and NO2 during the solar eclipse, the PEARL-GBS measurement frequency was increased  

 

 

Figure 6.1: Path of eclipse totality in the Canadian Arctic, courtesy of F. Espenak and J. Anderson at 

NASA [Espenak and Anderson, 2007].  The black arrow marks the line-of-sight of the PEARL-GBS at 

the 98% occultation eclipse maximum with SZA 78°. 

                                                 
*
 Weather data obtained from http://climate.weatheroffice.gc.ca. 
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from approximately one measurement every 17 minutes to one measurement every 3 minutes on 

the day of the eclipse. 

The line-of-sight of the PEARL-GBS was calculated using the method described in Appendix F 

and is marked by the black arrow on Figure 6.1.  The totality of the eclipse versus time for 

locations along the line-of-sight was calculated using the formulae in the constant part of the 

Astronomical calendar [Abalakin, 1981]. The angular distances between the sun and moon and 

other necessary data were computed from the topocentric coordinates of the sun and of the moon, 

calculated with the CERES software [Chernetenko et al., 1992]*.  Differences in eclipse timing 

and occultation between the four locations along the line-of-sight were very small compared with 

instrument time resolution and other measurement uncertainties.  Therefore eclipse 

circumstances calculated for the airmass directly above the PEARL-GBS are used in this work. 

6.1.1 Retrieval of SCDs and VCDs under a Changing Solar Spectrum 

The eclipse caused the solar spectrum to change, complicating DOAS retrievals.  Figure 6.2 

shows the DOD before the eclipse (black) and at 96% occultation (red).  DOD is defined in 

Equation 1.30 and was calculated in WinDOAS [Fayt and Roozendael, 2001] by performing a 

DOAS analysis with a third order polynomial subtracted, but without fitting any absorption 

cross-sections.  The structure of the DOD before the eclipse is small, and can be attributed to 

absorption of trace gases including ozone and NO2, while the structure of the DOD at 96% 

totality has strong H, Fe, Mg, and Ca lines corresponding to the spectrum of the solar corona, as 

the central part of the solar disk is extinguished [Pierce, 1968].  The Hβ line in this structure has 

approximately twice the DOD shown in the residuals of Gil et al. [2000] for 96% occultation, 

which makes these retrievals more challenging. 

Ozone and NO2 DSCDs were retrieved in WinDOAS [Fayt and Roozendael, 2001] with ozone 

[Burrows et al., 1999a], O4 [Greenblatt et al., 1990], NO2 [Vandaele et al., 1998], H2O 

[converted from line parameters given in Rothman et al., 2003], and Ring pseudo-absorber  

                                                 
*
 Eclipse totality calculations were performed by V. Umlenski at the Bulgarian Academy of Sciences, Institute of 

Astronomy, Sofia, Bulgaria. 
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Figure 6.2: Measured DODs, with no fitting of absorption cross-sections, before the eclipse at SZA 80° 

(black) and at 96% totality at SZA 78° (red).  The DOAS fitting windows for ozone and NO2 are indicated 

(black arrows). 

 

[Chance and Spurr, 1997] cross-sections.  A reference spectrum from 17 July 2008 with a 59° 

SZA under cloudy skies was used, because it yielded the best DOAS fits over the course of the 

measurement period.   

In order to quantify the depths of the coronal features over the course of the solar eclipse, Hβ 

(486.1 nm) and Hγ (434.0 nm) Balmer hydrogen line cross-sections were constructed from the 

eclipse DOD in Figure 6.2 and added to the WinDOAS analyses for ozone and NO2 in the usual 

fitting ranges of 450-545 nm and 425-450 nm respectively.  Figure 6.3 shows the DSCDs of the 

Balmer lines in arbitrary units.  On the day before the eclipse, both the Hγ line DSCDs (blue 
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Figure 6.3: On the left axis, DSCDs in arbitrary units for Hγ on the morning before the eclipse (blue open 

circles), and the morning of the eclipse (grey diamonds) and Hβ on the morning before the eclipse (cyan 

stars) and the morning of the eclipse (red open squares).  On the right axis, eclipse % occultation (yellow 

line). 

 

open circles) and Hβ line DSCDs (cyan stars) are negligible, which demonstrates that the Balmer 

line cross-sections do not interfere with the regular DOAS fits.  On the morning of the eclipse, 

the Hγ line DSCDs (grey diamonds) and Hβ line DSCDs (red open squares) follow similar 

shapes.  When the outer region of the solar disk is covered by the moon (occultation less than 

20-30%), Balmer line DSCDs become negative.  As more of the inner region of the solar disk is 

covered and the contribution from the chromosphere increases (occultation greater than 20-30%), 

the Balmer line DSCDs become strongly positive.  This agrees with Gil et al. [2000], who found 

that the transition between positive and negative Balmer line DSCDs occurred at ~20% 

occultation.   

In order to avoid the coronal lines, a number of DOAS fitting regions were tested.  Ozone 

DSCDs were retrieved in a variety of fitting windows, including 450-545 nm (traditional fit 
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window for the PEARL-GBS), 445-480 nm, 445-515 nm, and 445-550 nm with gaps from 

480-490 nm and 515-520 nm.  Only DSCDs retrieved in the traditional ozone fitting region were 

stable on the day before the eclipse, likely because the DOD of ozone at the SZA of the eclipse 

(75-80°) is small and affected by water absorption due to cloudy weather.  Furthermore, due to 

the broad interfering structure of the other coronal lines in the 450-545 nm range, only the Hβ 

correction cross-section was used.     

The resulting DOAS cross-section fits for ozone at SZA=78-79° are shown in Figure 6.4, with 

the DOAS fit in black and the data in red.  Ozone fits on the morning before the eclipse (panel a) 

have random residuals.  At 52% totality, the ozone fits (panel b) still have fairly random 

residuals, showing only a small impact of the changed coronal spectrum.  At 82% totality, the 

ozone fits (panel c) show some systematic residuals around the wings of the Hβ line and around 

the 517 nm Fe & Mg lines.  When the Balmer line cross-section is not fit in the ozone retrieval at 

82% totality (panel d), large systematic residuals dominate.  Ozone DSCDs could not be 

retrieved for 96% totality because the coronal structure overwhelmed the residuals for this 

spectrum. 

NO2 was also retrieved in a variety of fitting windows.  The best RMS residual before and during 

the eclipse was obtained for the 438-467 nm window, where there is less coronal structure, as is 

evident in Figure 6.2.  Note that in the 438-467 nm window, no correction cross-sections were 

necessary.  The resulting fits for the traditional 425-450 nm range with Hγ correction 

cross-section and this new fitting window are also shown in Figure 6.4.  NO2 DSCD fits are good 

on the day before the eclipse for both windows (panels e, i).  At 52% occultation, the advantages 

of the 438-467 nm window (panel j) over the traditional window (panel f) are apparent.  At 82% 

occultation, the 438-467 nm window (panel k) has some systematic errors, but is much better 

than the traditional window (panel g).  The 425-450 nm fit is overwhelmed by the Hγ line when 

an Hγ correction cross-section is not included (panel h).  Due to the reduced coronal interference 

in the 438-467 nm range, NO2 could be retrieved for 96% occultation (panel l). 

Ozone and NO2 RCDs were obtained using a Langley analysis [e.g., Fraser et al., 2009] for the 

four twilights of 30 and 31 July 2008 in the 76-81° SZA range, which was the maximum 

available SZA range for this time of year at Eureka.  Eclipse day DSCDs were not included in 
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Figure 6.4: DOAS fits (black) and data (red). For ozone in the 450-545 nm window (a) on the afternoon 

before the eclipse, (b) at 52% occultation (c) at 82% occultation, and (d) at 82% occultation with no 

correction for Hβ.  For NO2 in the 425-450 nm window (e) on the afternoon before the eclipse, (f) at 52% 

occultation (g) at 82% occultation, and (h) at 82% occultation with no correction for Hβ.  For NO2 in the 

438-467 nm window (i) on the afternoon before the eclipse, (j) at 52% occultation (k) at 82% occultation, 

and (l) at 96% occultation. 
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the calculation of the RCD.  AMFs were obtained from a one-dimensional radiative transfer 

model described in Section 6.2.2.  To interpret the PEARL-GBS measurements, the SCDs 

(DSCD+RCD) from the morning before the eclipse were interpolated in SZA to the eclipse day 

measurement grid and SCD ratios were taken.  For ozone, VCDs throughout the twilight were 

also calculated with the formula, 

VCD(0) = (DSCD(0) + RCD) / AMF(0),       (6.1)  

where 0 is the SZA. 

6.1.2 Estimates of Eclipse Systematic Errors 

Previous DOAS studies during eclipses have not quantified the systematic changes in the fit 

residuals over the course of an eclipse.  The error estimates used in this study are summarized in 

Table 6.1 for the measurements at 82% totality and on the previous morning, both at 78° SZA. 

Random, non-eclipse systematic, and eclipse systematic errors all affect the DSCDs.  Random 

fitting errors were calculated for each DSCD in WinDOAS and vary over the twilight.  

Systematic instrument, pseudo random, absolute cross-section, temperature dependence of 

cross-section and Raman scattering were estimated by Fraser et al. [2009] at 3.3% for ozone and 

11.8% for NO2 and are assumed to be consistent for all DSCDs.   

In order to estimate DSCD eclipse systematic errors, two tests were performed on the 82% 

occultation spectrum.  In the first test, the residuals for the DOAS analysis of the 82% 

occultation spectrum were added to a spectrum from the previous day, which was then 

re-analyzed for ozone and NO2.  Ozone and NO2 DSCDs changed by -6.4 % and -3.7% 

respectively with the added residual.  In the second test, the DSCDs of ozone and NO2 at 82% 

occultation were retrieved for a variety of DOAS fit parameters, including modified Balmer line 

cross-sections, wavelength calibration parameters, and offset corrections.  Analyses in which 

these parameters significantly changed the DSCDs on the day before the eclipse or increased the 

DOAS RMS residual values were omitted.  For ozone, the largest variation was a 16% decrease 

in ozone DSCD, when a quadratic offset correction was added to the analysis.  This was added in 

quadrature with the change observed in the first test.  For NO2, the 82% totality DSCD decreased 
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Table 6.1: Error estimates for ozone and NO2 DSCDs, RCDs, and AMFs at 82% occultation.  Square 

brackets indicate error estimate on morning before eclipse at same SZA as the eclipse.  Error estimate 

calculated separately for each measurement. 

 O3  percent error at 
82% occultation 
[same SZA on 
non-eclipse morning] 

NO2 percent error at 
82% occultation 
[same SZA on 
non-eclipse morning] 

Random fitting error on DSCD: 
calculated in WinDOAS for each 
DSCD. 

4.6 [1.2] a 4.9 [3.2] a 

Non-eclipse systematic: same for all 
DSCDs, estimated by Fraser et al. 
[2009]. 

3.3 [3.3] 11.8 [11.8] 

Eclipse DSCD systematic: 
calculated for 82% occultation by 
adding the following two tests in 
quadrature and scaled to other 
DSCDs by strength of Balmer lines. 

17.9 [0] a -31.6, +4.64  [0] a 

      1. Residual addition test. 6.4 [0] a 3.7 [0] a 

      2. Analysis variation test. 16.7 [0] a 8.2
4.31


  [0] a 

RCD systematic error #1: due to 
non-eclipse systematic error on 
DSCD. 

3.3 [3.3] 11.8 [11.8] 

RCD systematic error #2: from 
uncertainties in Langley plot.  This 
is independent of other DSCD 
systematic errors. 

10.6 [10.6] 8.2 [8.2] 

AMF random error: same for all 
spectra, estimated by Bassford et al. 
[2005]. 

2 [2] 5 [5] 

 
———————————————— 
a  Error estimate calculated separately for each measurement. 

 

by 31.4% and increased by 2.8%, when the fitting window was changed to 440-466 nm and 

438-471 nm respectively.  These two values were each added in quadrature with 3.7% from the 

first test and taken as upper and lower NO2 eclipse systematic DSCD errors.  The eclipse 
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systematic errors calculated for the 82% totality spectrum were scaled to the other measurements 

by the Balmer line DSCD strengths shown in Figure 6.3. 

There are two RCD errors, both of which have a systematic effect on the data.  The first RCD 

error is caused by the non-eclipse systematic DSCD errors, which alter the slope of the Langley 

plot and thus the RCD by the same percentage.  The second RCD error is from uncertainty in 

Langley plots and was taken as the standard deviation of the RCD values calculated from the 

four twilights.  This second RCD error is independent of DSCD systematic errors. 

The errors in DSCD, RCD, and AMF were propagated through the SCD ratio calculation and the 

VCD calculation in Equation 6.1.  The random errors were propagated using random error 

analysis formulae, with an AMF random error for ozone VCD calculations estimated at 2% by 

Bassford et al. [2005].  The systematic errors were each applied as upper and lower limits to the 

RCDs and DSCDs, and the resulting percent change in SCD ratio and VCD were calculated.  For 

the SCD ratio, the 3.3% and 11.8% systematic errors apply equally to all DSCDs and RCDs and 

therefore cancel.  The total errors for each measurement were calculated by adding all random 

and systematic errors in quadrature. 

6.2 Modeling Ozone and NO2 SCDs during an Eclipse 

6.2.1 Ozone and NO2 Profiles 

Since ozone displays no diurnal variation below the uppermost stratosphere, a single ozone 

profile was used for all modeling studies*.  It was derived from an ozonesonde launched on the 

day of the eclipse and supplemented with an ozone climatology above 35 km [McPeters et al., 

2007].  Reaction rates and absorption cross-sections were primarily taken from the JPL 

compendium [Sander et al., 2009].  This profile was held constant throughout the eclipse in the 

photochemical model calculations.   

A photochemical model [McLinden et al., 2000; Brohede et al., 2008] was used to simulate the 

evolution of NO2 during the day of 1 August 2008 at Eureka (80N).  See Appendix E for a 

                                                 
*
 Modeling studies were performed by C.A. McLinden at Environment Canada. 
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description of the photochemical model.  The model was constrained with measured ozone and 

temperature profiles from the ozonesonde described above, and NOy from a climatology 

[Brohede et al., 2008].  Profiles of NO and NO2 were obtained from the model simulation 

between 10 and 52 km.  Mixing ratios of NO and NO2 below 10 km were set to the 10 km value 

at each time step.  In this work, modeling of the NO2 profile through an eclipse is based on the 

variation in the photolysis rate of NO2 with the fraction of eclipse totality.  This is outlined 

below. 

To a good approximation throughout most of the stratosphere, the ratio of NO2 to NOx can be 

obtained by considering Equations 1.1 and 1.2.  Assuming a near steady-state,  
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where J is the NO2 photodissociation rate constant, a function of available sunlight in the NO2 

photolysis region (~340-420 nm), and k is the NO+O3 rate constant, where [NO2] and [NOx] are 

the number densities of NO2 and NOx respectively.  The quantity r=J/(k[O3]) is the ratio of the 

first-order rate constants assuming ozone remains constant.  The desired quantity, r, can be 

calculated from model calculations of NO2 and NOx, 
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For this study, r was calculated using full chemistry instead of simply using the model-calculated 

J/k[O3] directly.  This allowed for slower photochemistry such as the conversion between N2O5 

and NOx (see Section 5.2.3 for a description of the diurnal and seasonal cycles of NO2).   

In this work, r is a measure of the NOx partitioning in the absence of an eclipse.  The impact of 

the eclipse on photochemistry can be taken into account by altering the rate of NO2 photolysis in 

a manner consistent with the varying sunlight.  To a first approximation, this amounts to scaling 

J by the fraction of eclipse totality, or eclipse fraction.  In this case, NO2 through an eclipse can 

be expressed as: 



 

165 

 

       
)1(1

][
][ 2 


r

NO
NO x ,       (6.4) 

where  represents the eclipse fraction, as shown in Figure 6.6 and r was calculated using 

Equation 6.3.  Equation 6.4 is simply Equation 6.2 with a scaling applied to the rate of NO2 

photolysis.  When  = 0, or no eclipse, NO2 is at its normal level, but for a total eclipse,  = 1, 

then [NO2] = [NOx].  

The brightness of the sun, and thus the available sunlight for photolysis, varies across the solar 

disk.  Therefore, an additional limb-darkening correction is applied, based on the calculations of 

Koepke et al. [2001], using their values at 390 nm to represent the NO2 photolysis region. 

6.2.2 SCDs 

Slant column densities of ozone and NO2 are modeled using the general expression,  

SCD(0) =  AMF(z, 0) [X](z, 0) z ,      (6.5) 

where z is altitude, 0 is SZA, [X] is the number density of ozone [O3] or NO2 [NO2], z is layer 

thickness, and the summation is over altitude layers.  The AMF describes the enhancement in 

absorption due to light traversing a slant path through a layer and is calculated using the 

multiple-scattering radiative transfer model of McLinden et al. [2002; 2006].  This expression is 

similar to Equation 1.31, except that it is resolved for vertical layers of the atmosphere.   

Calculations are performed using a surface albedo of 0.1 and a wavelength of 500 nm for ozone 

and 452 nm for NO2 to correspond with the wavelengths regions in which ozone and NO2 were 

retrieved.  Using these AMFs, ozone SCDs were calculated using the sonde-measured ozone 

profile and NO2 SCDs from the model-calculated profile described above. 

During an eclipse, the fraction of multiple-scattered light should increase [Shaw, 1978; Emde 

and Mayer, 2007].  This is due to a larger relative contribution of diffuse light from neighbouring 

airmasses that are experiencing a smaller (or zero) eclipse fraction.  To assess how this might 

impact the overall AMF, a total eclipse AMF is calculated considering only multiple-scattered 

light.  An eclipse AMF can then be defined as, 
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AMFe = (1-γ) AMFstd + γ AMFms ,         (6.6)   

where AMFstd is the standard AMF and AMFms is the AMF calculated considering only 

multiple-scattered light.  The assumed linear combination implies that during a total eclipse, only 

multiple-scattered light is measured. 

6.3 Results and Discussion 

6.3.1 Radiative Transfer during the Eclipse 

To aid in the interpretation of the PEARL-GBS measurements during the eclipse, the SCDs from 

the previous morning were interpolated in SZA to the eclipse day measurement grid; these 

measurements will be called the control data.  Ozone SCD measurements derived from the 

450-545 nm window are shown in Figure 6.5.  Figure 6.5a shows the eclipse % occultation 

versus SZA.  In Figure 6.5b, the ratio between the eclipse and control ozone SCDs is plotted with 

the random fitting error only (red with error bars) and for combined fitting and eclipse systematic 

errors caused by the changing solar spectrum (grey shading) and show no significant changes in 

ozone caused by the eclipse.  

Theoretically, toward an eclipse maximum, contributions from multiple-scattered light dominate 

in the zenith-viewing direction [Shaw, 1978; Emde and Mayer, 2007].  Therefore the AMFs were 

derived for both the standard atmosphere and for increased multiple scattering toward eclipse 

maximum, as discussed in Section 6.2.2, then applied to modeled ozone profiles to calculate 

SCDs, and are shown in Figure 6.5b.  The modeled difference in ozone SCDs calculated with the 

standard AMFs (dotted line) is a constant value of one as there are no photochemical changes in 

ozone over the short time period of the eclipse.  The SCD ratio for the multiple scattering AMFs 

(blue dashed line) is positive, as the multiple-scattering AMFs tend to be about 20% larger than 

the standard AMFs at eclipse maximum.  The multiple scattering AMFs are outside the 

uncertainty range of the SCD difference, suggesting that this has a small effect up to 82% 

occultation. 

O4 SCDs can also be used as a proxy for changing radiative transfer(see Section 1.3.5).  In 

Figure 6.5c, the difference between eclipse and control O4 DSCDs measured in the 450-545 nm  
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Figure 6.5: (a) Eclipse % occultation versus SZA.  (b) Ozone eclipse SCD divided by control SCD with 

DOAS random fitting error (red with error bars) and combined fitting and eclipse systematic errors (grey 

shading), and modeled SCD difference for the regular atmosphere (dotted zero-line) and enhanced 

multiple scattering (blue dashed line).  (c) O4 eclipse DSCD minus control DSCD, with random fitting 

error. 
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range are shown with fitting error.  The DSCD ratio was not plotted due to near-zero O4 DSCDs 

in the denominator.  O4 increases over the morning of the eclipse, likely due to the incoming rain 

clouds, but does not appear to be correlated with the eclipse occultation, suggesting that the 

eclipse is not significantly affecting the path of light to the instrument.  Since there is no 

evidence of enhanced multiple-scattering in the O4 or ozone measurements, standard radiative 

transfer AMFs were used for this study. 

6.3.2 Ozone during the Eclipse 

In Figure 6.6a, PEARL-GBS ozone VCDs are plotted against the fractional day (grey with error 

bars) for the day before and the morning of the eclipse.  Ozone VCDs at Eureka from direct-sun 

Brewer #021 and #069 measurements are shown in black open circles and blue stars 

respectively.  A description of the Eureka Brewer dataset is given in Appendix C.  Good 

agreement between the PEARL-GBS and Brewers is evident.  In Figure 6.6b, the VCDs during 

the eclipse measured by the PEARL-GBS are shown in more detail with random error (red with 

error bars) and combined eclipse systematic and random errors (grey shading) and are plotted 

against fractional day (bottom x-axis) and SZA (top x-axis).  On the right y-axis, the percent 

occultation of the eclipse is plotted (thick yellow line).  Ozone VCDs from the Brewer 

spectrometers during the eclipse are not shown as they have not been corrected for the change in 

the solar spectrum and hence are unreliable. 

Over the two hours of the eclipse, ozone VCDs measured with the PEARL-GBS rose at a rate of 

7.0±0.5 DU/hour.  The gradual increase in ozone over the course of the eclipse could be due to 

natural variability, as a 10.3±1.2 DU/hour drop in ozone was measured over a two-hour period 

on the previous afternoon.  Two possible ozone oscillations occur between approximately 

30-80% occultation on either side of eclipse totality, with ~2-3% amplitudes and ~20-minute 

periods.  These are consistent with ozone oscillations measured by Zerefos et al. [2007], who 

found 2.5-3% amplitude oscillations with periods of 30-40 minutes and Chakrabarty et al. 

[1997], who found ~5% amplitude oscillations with periods of ~15 minutes.  However, the 

oscillations are not significant above the combined random and systematic errors, which run 

from 3.3-6.8% over the eclipse.  Also, only four measurements make up each oscillation and the  
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Figure 6.6: (a) Ozone VCDs for the day preceding the eclipse and the eclipse morning versus fractional 

day measured by the PEARL-GBS with random error (red with error bars), Brewer #021 (black open 

circles), and Brewer #069 (blue stars).  (b) PEARL-GBS ozone VCDs during eclipse versus fractional day 

(bottom axis) and SZA (top axis) during eclipse with random error (red with error bars) and combined 

eclipse systematic and random errors (grey shading) plotted with the eclipse % occultation on the right 

axis (thick yellow line). 
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19-minute time period around maximum eclipse occultation was not sampled.  Therefore, this 

study is inconclusive regarding ozone oscillations. 

6.3.3 NO2 during the Eclipse 

NO2 shows a much stronger variability during the eclipse.  Before the eclipse, the control SCDs 

were 1.07 times larger than the eclipse SCDs due to the day-to-day variability in NO2.  Therefore, 

the eclipse SCDs were multiplied by 1.07 to account for this.  The measured ratios between 

eclipse and control NO2 SCDs are shown on the left y-axis of Figure 6.7, with combined fitting 

error and eclipse systematic error (grey error bars) and fitting only (red error bars) and indicated.  

The measurements increase and decrease with eclipse occultation (thick yellow line on right y 

axis).  The ratio of the maximum measured SCD, at 96% occultation, to the SCD measured at the 

same SZA on the previous morning was 1.84 12.0
43.0


 . 

NO2 profiles were modeled for 09:30 UT (04:30 LT), the time of the eclipse maximum, for 

normal levels of sunlight and for reduced sunlight during the eclipse.  For normal sunlight, the 

corresponding VCD was 4.75x1015 mol/cm2, while at eclipse maximum, it was 9.18x1015 

mol/cm2.  Modeled VCDs were converted to SCDs and a ratio of eclipse to non-eclipse SCDs 

was taken.   

This ratio is shown in Figure 6.7 for the eclipse under cloud-free conditions (blue dotted line).  

The modeled ratio agrees well with the data up until the eclipse maximum.  For the second half 

of the eclipse, the measurements follow the same shape as the model, but are systematically 

lower than the model.  This asymmetry may be introduced by multiple scattering in clouds 

[Pfeilsticker et al., 1998] as cloudy conditions varied over the course of the eclipse.  AMFs were 

also calculated for optical depth 10 and the resulting SCD ratio is shown in Figure 6.7 (cyan 

dashed line).  These cloudy-weather AMFs were found to change the modeled SCD ratio by 

6-7%, which could account for the discrepancies between the model and measurements.  The 

model suggests an SCD ratio of 1.91 at 96% occultation for cloud-free conditions. 
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Figure 6.7: On the left y-axis, ratio of eclipse NO2 SCD to control SCD measured with the PEARL-GBS 

with systematic and random errors (grey error bars) and random errors only (red error bars), and the 

modeled SCD ratio for no eclipse (black dashed zero line), eclipse with no clouds (blue dotted line), and 

eclipse with optical depth 10 (cyan dashed line).   On the right axis, the eclipse % occultation is shown 

(thick yellow line). 

 

In an effort to compare these results to eclipse NO2 ratios from previous studies, the eclipse 

model was applied to the dates, eclipse totalities, locations, and SZAs of the previous studies and 

the results are summarized in Table 6.2.  These simulations were carried out in an identical 

manner to this study except that climatologies were used for the ozone [McPeters et al., 2007] 

and temperature [Nagatani and Rosenfield, 1993] in the model.  In all cases, the modeled SCD 

and VCD ratios agree within uncertainty with the studies.  This demonstrates a high level of 

consistency considering the range of latitudes and SZAs at which the eclipses occurred.  It was 

found that aside from eclipse totality, the main factor affecting the ratio was the SZA.  At large 

SZA, much of the NOx is already in NO2, so there is less NOx available for conversion to NO2.  

Therefore, due to the higher-sun SZA of 78°, this study measures a larger increase in NO2 in than 

in past studies. 
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Table 6.2: Measurements NO2 during eclipses from past studies compared with calculations using the 

eclipse photochemical model from this study.  (Quant = quantity measured, lat = latitude, occ = eclipse 

occultation, meas = measured ratio, mod = modeled ratio). 

 Date Quant Lat Occ SZA Meas Mod

This work  01 Aug 
2008 

Ratio of eclipse to 
non-eclipse SCD 

80°N 96% 78° 
am 1.84

12.0
43.0


  

1.91 

Gil et al. [2000] 26 Feb 
1998 

 

Ratio of eclipse to 
non-eclipse SCD 

28°N 95% 92° 
pm 

1.55±0.09 1.47 

Elansky and Elokhov 
[1993] 

22 Jul 
1990 

 

Ratio of eclipse to 
non-eclipse VCD 

61°N 99.7% 87° 
am 

1.55±0.06 1.55 

Elansky and Arabov 
[1983], Elansky and 
Elokhov [1993] 

31 Jul 
1981 

 

Ratio of eclipse to 
non-eclipse VCD 

44°N 92.5% 82° 
am 

1.6±0.2 1.72 

   

6.4 Summary 

During the 98% totality solar eclipse on 1 August 2008, ozone and NO2 were measured using the 

PEARL-GBS.  DSCD retrievals were complicated by the small SZA of the measurements 

(75-80°) and the changing solar spectrum during the eclipse.  The changes in the solar spectrum 

were explored and fitting parameters were optimized to reduce the impact of the coronal 

spectrum.  Eclipse systematic errors were estimated to account for added structure in the DOAS 

fitting residuals.  With improved DOAS analysis settings, ozone was retrieved up to 82% 

occultation and NO2 was retrieved up to 96% occultation. 

Radiative transfer up to 82% occultation was studied with O4 DSCDs and a radiative transfer 

model with enhanced multiple scattering.  It was found that the eclipse had little impact on 

radiative transfer for zenith-scattered sunlight up to 82% totality.   

Ozone VCDs were retrieved and a gradual increase in ozone throughout the eclipse was found to 

be within the natural variability of ozone at Eureka.  Due to measurement errors and the limited 
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temporal resolution of the data, no conclusion could be drawn about ozone oscillations although 

there was some evidence of two oscillations with amplitude of 2-3% and a 20-minute period. 

Measured eclipse and control day NO2 SCDs were found to have a peak ratio of 1.84 12.0
43.0


 , which 

agrees with the modeled value of 1.91.  The NO2 eclipse model was applied to the eclipse 

totalities, locations, and SZA of the measurements of Gil et al. [2000], Elansky and Elokhov 

[1993], and Elansky and Arabov [1983] and was found to be in good agreement with these 

studies.  Due the large eclipse occultation and the small SZA of this study, the NO2 SCD ratio 

from this study was the largest of past measurements. 
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7 The Unusual Spring 2011 in the Context of 11 Years of 

Measurements 

In spring 2011, chemical ozone loss in the Arctic was comparable to that observed over Antarctica 

for the first time on record [Manney et al., 2011].  This resulted from an unusually prolonged 

period with a strong, cold polar vortex.  Due to these persistent low temperatures, PSCs were 

observed until mid-March and activated chlorine was observed until late March, leading to a 

record ozone loss [Balis et al., 2011; Manney et al., 2011].  An overview of the chemical and 

dynamical contributions to spring-time heterogeneous ozone loss is given in Section 1.1.  Ground-

based measurements of ozone, NO2, and OClO can be combined with stratospheric parameters in 

order to identify ozone depletion, chlorine activation, and denitrification within the polar vortex 

[e.g., Tornkvist et al., 2002; Tétard et al., 2009].  OClO is a good qualitative indicator of chlorine 

activation [Sessler et al., 1995].  However, quantification of ClO from OClO measurements is 

difficult due to uncertainties in model predictions, particularly under strong chlorine activation  

(see Section 1.1.1.1; Oetjen et al. [2011]).  

During the spring-time break-up of the Arctic polar vortex, large variability in stratospheric trace 

gases can be observed as vortex and lower-latitude air masses mix.  Fragments of the polar 

vortex, containing characteristic values of chemical tracers, such as low N2O, can become 

“frozen-in” and be advected throughout the hemisphere [e.g., Hess, 1991].  Similarly, lower-

latitude air masses, containing, e.g., enhanced N2O, can be transported northward.  In some 

cases, these low-latitude air masses remain intact through the summer.  These so-called frozen-in 

anticyclones (FrIACs) were observed in 2003 [Lahoz et al., 2007], 2005 [Manney et al., 2006; 

Allen et al., 2011], and 2007 [Thieblemont et al., 2011].  The 2005 FrIAC formed during the 

final stratospheric warming and persisted until late May in dynamical fields, and until late 

summer in chemical tracer fields measured by the Microwave Limb Sounder (MLS) satellite 

instrument [Manney et al., 2006].  These features were also captured by the GMI chemistry 

transport model (CTM) [Allen et al., 2011]. 

Ozone VMRs within frozen-in features depend primarily on middle stratosphere chemistry, as 

the air masses are isolated.  Photochemical production through odd-oxygen reactions depends 

primarily on SZA, while catalytic loss depends primarily on NOx concentrations and SZA.  For 
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large SZA (limited sunlight), both the photochemical production and catalytic destruction of 

ozone are slow.  However, production drops off more rapidly with SZA than does destruction.  

This leads to a maximum ozone loss rate for SZA 80-95° [Sinnhuber et al., 1999].  

In the winter, low-ozone pockets have been observed inside anticyclones shortly after the peak of 

a stratospheric warming [Manney et al., 1995a; Harvey et al., 2002; Harvey et al., 2004; Harvey 

et al., 2008].  Low-ozone pockets form because the anticyclone isolates the air mass from ozone-

rich lower-latitude air and sunlight is limited, repressing the photochemical production of ozone 

[Morris et al., 1998; Nair et al., 1998].  Low-ozone pockets tend to have 5-30% less ozone than 

surrounding ambient air [Harvey et al., 2008].  In the summer, lower ozone has also been noted 

inside anticyclones, but is typically attributed to dynamics instead of chemistry [Orsolini et al., 

2003; Orsolini and Nikulin, 2006].  Overall, summertime ozone loss is driven by 24-hour 

sunlight, as NOx is released from its night-time reservoirs, leading to a ~30% decrease in the 

ozone column  [e.g., Farman et al., 1985b; Perliski et al., 1989; Fahey and Ravishankara, 1999].   

Spring-time polar ozone loss is typically associated with lower stratospheric heterogeneous 

chemistry.  However, Konopka et al. [2007] found that NOx-driven middle stratosphere ozone 

loss during stratospheric warmings can have a greater impact than halogens for some Arctic 

springs.  They studied the transport of subtropical ozone and NOx-rich air to the Arctic in spring 

2003, a year in which the Arctic lower stratosphere was warm.  By late April 2003, local ozone 

loss was up to 50% at the 600-K potential temperature level and was dominated by NOx 

chemistry, which accounted for 76% of the loss for the region between 600 and 900 K.  

Therefore, the ozone loss rates were strongly dependent on the amount of NOy transported from 

lower latitudes. 

In this chapter, the spring 2011 ozone loss and the break-up of the unprecedentedly strong polar 

vortex are investigated using the ground-based, satellite, and model datasets described in Section 

7.1.  GBS and SAOZ ozone, NO2, and OClO column measurements were used to assess the 

severity of ozone depletion in 2011 compared to previous years.  Dynamical parameters and 

SLIMCAT modeled passive ozone were used to separate the chemical and dynamical 

contributions to the low ozone columns.  This work is described in Section 7.2.  GBS, OMI 

satellite, and GMI modeled ozone and NO2 columns above Eureka during the vortex break-up in 
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2011 were unusual compared with previous years.  The evolution of dynamical parameters and 

trace gases above Eureka in April/May 2011 is presented and discussed in Section 7.3.  

Conclusions are given in Section 7.4. 

7.1 Datasets 

In order to produce a complete picture of the vortex break-up in 2011 above Eureka, ground-

based, satellite, and model datasets were combined.  These datasets are summarized in Table 7.1 

and described in the text below.  

Ground-based DOAS measurements were used assess ozone depletion within the polar vortex in 

2011 and to identify unusual variations in ozone and NO2 columns above Eureka during the 

vortex breakup.  DOAS ozone, NO2, and OClO measurements were included in this study.  GBS 

ozone, NO2-vis and NO2-UV columns are described in Chapter 4 and SAOZ ozone columns are 

described in Appendix C.  OClO was also retrieved when the GBS high-resolution gratings were 

used, using the DOAS technique [Platt and Stutz, 2008] in the 350-380 nm wavelength range.  In 

2009 and 2010, instrument problems increased noise, so OClO was not retrieved.  Spectra were 

averaged to a time-resolution of 20-30 minutes prior to data processing in order to improve the 

signal-to-noise ratio.  The following cross-sections were fit during the DOAS procedure: OClO 

measured at 204 K [Wahner et al., 1987], ozone measured at 223 K [Bogumil et al., 2003], NO2 

measured at 220 K [Vandaele et al., 1998], O4 [Greenblatt et al., 1990], BrO measured at 223 K 

[Fleischmann et al., 2004], and Ring [Chance and Spurr, 1997].  A sample OClO DOAS fit for 

16 March 2011 (day 75) at evening SZA 90° is shown in Figure 7.1.  The resulting DSCDs 

between SZA 89-91° from each twilight were averaged.  Based on the average DOAS fitting 

error and the standard deviation of OClO DSCDs between SZA 89-91°, the detection limit was 

calculated to be 0.6x1014 mol/cm2.  Note that since a daily reference spectrum was used, the 

OClO reference state is different for each day. However, there is very little OClO during the day, 

therefore, this is expected to introduce little variability to the DSCDs. 

Ozone and NO2 columns measured during the final stratospheric warming were resolved OSIRIS 

satellite measurements.  OSIRIS aerosol measurements were also used to identify vortex and 

lower-latitude air masses.  The OSIRIS satellite datasets used in this study are described in 

Appendix D.  To investigate air masses above Eureka, OSIRIS ozone, aerosol, and NO2 profiles  
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Table 7.1: Summary of data products included in this study. 

 Description Data products used in this study 

GBS Ground-based zenith-sky 
UV-visible measurements at 
PEARL 

Ozone total columnsa 

NO2-vis and NO2-UV partial columns (17 km to 
top of atmosphere)a 

OClO DSCDs at SZA 90° 

SAOZ Ground-based zenith-sky 
UV-visible measurements at 
PEARL 

Ozone total columnsb 

OMI Satellite nadir UV-visible 
measurements 

OMI-DOAS ozone total columnsc 

DOMINO NO2 total columnsd 

OSIRIS Satellite limb-scattered 
UV-visible  measurements 

Ozone profiles (SaskMART v5.0.x)e 

Aerosol extinction profiles at 750 nm 
(SaskMART v5.0.x)f 

NO2 profiles (Optimal estimation v3.0)g 

SLIMCAT 3D chemical transport model 
which uses winds and 
temperatures from ECMWFh 

Passive ozone total columns 

GMIi 3D chemical transport model 
which uses winds and 
temperatures from MERRAj 

Ozone, NO2, and NO profiles sampled daily at 
10:00 LT 

N2O, tropopause pressure, PV sampled daily at 
12:00 UTC 

DMPk Dynamical fields calculated from 
MetO and GEOS-5l 

Temperature, EqL, and sPV profiles at 12:00 
UTC 

 
———————————————— 
a  [Fraser et al., 2009; Adams et al., 2012a] 
b
 [Hendrick et al., 2011] 

c  [Veefkind et al., 2006; Veefkind and Sneep, 2009] 
d  [Dirksen et al., 2011] 
e  [Degenstein et al., 2009] 
f  [Bourassa et al., 2007] 
g  [Brohede et al., 2007] 
h [Chipperfield, 2006; Feng et al., 2007] 
i [Duncan et al., 2007; Strahan et al., 2007] 
j  [Rienecker et al., 2011] 
k  [Manney et al., 2007] 
l  [Rienecker et al., 2008] 
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Figure 7.1: Example of OClO DOAS measurement for SZA 90° on 16 March (day 75) 2011.  

Measurement (blue) and fit (black) for (a) OClO and (b) NO2 and (c) residual are shown.  DOD = 

differential optical depth. 
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were averaged daily within 500 km of Eureka.  To produce polar maps at fixed potential 

temperature levels, data were passed through a Gaussian filter with a standard deviation of 5° and 

interpolated onto 2°x2° horizontal grid. 

OMI satellite ozone and NO2 column measurements complemented these datasets, in particular 

in early April, when OSIRIS was turned off for annual maintenance.  OMI satellite datasets are 

described in Appendix D.  To investigate air masses above Eureka, daily OMI ozone and NO2 

columns within 500 km of Eureka were averaged.  To produce polar maps at fixed potential 

temperature levels, data were passed through a Gaussian filter with a standard deviation of 1° and 

interpolated onto 1°x1° horizontal grid.  Note that a smaller grid and standard deviation were 

used for OMI than for OSIRIS because OMI has better horizontal resolution.   

The evolution of these datasets was investigated using meteorological fields from DMPs.  DMPs 

[Manney et al., 2007] were calculated directly above Eureka and along the lines-of-sight of the 

DOAS instruments (see Appendix F) for 1999-2003 using the MetO analysis and for 2004-2011 

using the GEOS-5.0.1/GEOS-5.2.0 analysis [Rienecker et al., 2008].  Stratospheric temperatures 

and sPV were interpolated to the 490-K potential temperature level (~lower stratosphere ozone 

maximum, ~19 km) and are referred to here as T490K  and sPV490K.  The inner and outer vortex 

edges are identified at sPV490K values of 1.6x10-4 s-1 and 1.2x10-4 s-1, respectively [Manney et al., 

2007].  Equivalent latitude (EqL), temperature, and sPV for DMP calculated daily at 12:00 UTC 

directly above PEARL were also considered.  See Appendix A for definitions of sPV and EqL. 

The model datasets used in this study are described in Appendix D.  In order to estimate ozone 

loss due to heterogeneous chemistry, passive ozone columns above Eureka were calculated using 

the SLIMCAT 3-dimensional offline chemical transport model [Chipperfield, 2006].  GMI, a 

3-D chemistry and transport model [Strahan et al., 2007], was used to understand the evolution 

of trace gases during the break-up of the polar vortex.  GMI profiles were interpolated to the 

latitude and longitude of Eureka.  Polar maps at various potential temperature levels were also 

produced.  Since passive ozone was not available from the GMI runs used in this study, passive 

ozone from Lagrangian Chemistry and Transport Model ATLAS was used to quantify NOx-

driven ozone loss during these events. 
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7.2 Severe Ozone Depletion above PEARL 

7.2.1 Timeseries of Ozone, NO2, and OClO 

The 1999-2011 timeseries of ozone, NO2, OClO, T490K, and sPV490 is shown in Figure 7.2.  In 

2000, 2005, 2007 and 2011, low ozone columns were measured above Eureka when the polar 

vortex was overhead.  These years are shown in colour, while the other measurement years are 

shown in grey.  Low ozone coincides with low NO2, low T490K, and time periods when the 

instruments are sampling inside the polar vortex.  

For 23 February - 21 March 2011 (days 54-80), the DOAS instruments sample lower 

stratospheric air inside the polar vortex.  OClO DSCDs of 0.8-2.0x1014 mol/cm2 are within the 

range of previous elevated Arctic OClO measurements [e.g., Tornkvist et al., 2002], suggesting 

chlorine activation.  All elevated OClO DSCDs, from 8-22 March 2011 (days 67-81) and  2-5 

March 2007 (days 61-64), are measured inside the polar vortex when the high-latitude minimum 

temperature (calculated by Manney et al. [2011], not shown here) is below the threshold for PSC 

formation (TNAT) (Figure 7.2d).  During the period of elevated OClO in 2011, ozone, NO2, and 

T490K all reach minima in the 11-year record, with ozone values of 247 DU (237 DU) measured 

by the GBS (SAOZ) on 18 March (day 77).  

High OClO measurements do not always correspond with local T490K < TNAT, because the 

time-scale for vortex mixing (~5-7 days) is shorter than the time-scale for chlorine deactivation 

(~weeks)*.  OClO is approximately representative of the ClOx (ClO + 2xCl2O2 + Cl + OClO) 

concentration and not of local conditions†.  Therefore, the ClOx lifetime is the effective lifetime 

for OClO concentration.  The lifetime of ClOx is on the order of weeks in the winter polar vortex 

and drops when ozone is completely depleted, due to increasing efficiency of the Cl+CH4 

reaction.  Circulation once around the vortex takes only ~5-7 days.  Therefore, ClOx will 

circulate around the vortex several times during its lifetime.  Inside the vortex, there are regions  

                                                 
*
 This argument for the dependence of OClO on local temperature is based on a personal communication with 

Markus Rex on 4 November, 2011. 

†
 Note that OClO is also dependent on SZA and Bry, but these effects are small. 
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Figure 7.2: Timeseries of measurements and dynamical parameters along the DOAS line-of-sight for 

1999-2011 versus day of year.  Year 2000 is shown in orange, 2005 in cyan, 2007 in blue, 2011 in 

magenta, and all other years are shown in grey.  (a) Ozone total columns measured by the GBS (closed 

diamonds) and SAOZ (open squares).  (b) NO2 partial columns (17 km to top of atmosphere) measured by 

GBS-vis (closed diamonds) and GBS-UV (open circles).  (c) OClO DSCDs measured by the GBS.  (d) 

T490K and (e) sPV490K. 
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of high and low temperatures, which are often relatively fixed spatially and are determined by 

large scale atmospheric waves.  Therefore, during its lifetime, ClOx will typically pass through 

both warm and cold regions of the vortex.  Thus chlorine activation depends on whether ClOx 

has passed through a cold region in its history, which is more dependent on the vortex minimum 

temperature than on the local temperature. 

After 22 March 2011 (day 81), the instruments primarily sample the lower stratosphere outside 

the polar vortex.  During this period, ozone and NO2 increase to levels that are normal in the 

context of the 11-year data record.  On 5 April (day 87) and 28 March (day 95), ozone and NO2 

columns and T490K decrease sharply, as the instruments sample airmasses inside the vortex.  

After 5 April (day 95), T490K and NO2 increase to maxima in the 11-year dataset.  This increase is 

investigated further in Section 7.3. 

7.2.2 Dynamical and Chemical Contributions to Low Ozone 

As is evident in the DOAS timeseries (Figure 7.2), 2011 is extremely different from previous 

years.  Ozone, NO2, and OClO measurements taken inside the polar vortex (sPV490K > 1.6x10-4 

s-1) for days 55-80 (24 February to 19/20 March) were selected to investigate this further.  The 

time period was limited in order to reduce the impact of seasonal variation on the results.  NO2 

measurements were scaled to local solar noon using a photochemical model [McLinden et al., 

2000], initialized with Eureka ozonesonde profiles from the nearest available date.  See 

Appendix E for a description of the photochemical model. 

Figure 7.3 shows histograms of ozone, NO2, and OClO for 1999-2010 (grey) and 2011 

(transparent with thick black outline).  In 2011, the mean vortex ozone column measured by the 

GBS (SAOZ) is 28±13% (32±14%) lower than the mean column from other years, where the 

error denotes the 1σ statistical uncertainty.  Similarly, GBS-vis (GBS-UV) NO2 is 46±30% 

(45±27%) lower and GBS OClO is three times higher in 2011 than in previous years.   

The unusually low 2011 ozone and NO2 columns are a result of both chemistry and transport, 

which contribute approximately equally to year-to-year total ozone column variability in the 

Arctic [Tegtmeier et al., 2008].  Figure 7.4 shows the correlation between vortex ozone/NO2 

measurements and the local T490K.  Correlation between ozone and local lower stratospheric  
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Figure 7.3: Histograms of (a) GBS ozone, (b) SAOZ ozone, (c) GBS-vis NO2, (d) GBS-UV NO2, and (e) 

GBS OClO.  Measurements were taken inside the vortex for days 55-80 (24 February to 19/20 March), 

with 1999-2010 in gray and 2011 transparent with thick black lines.  N±M denotes the average (N) and 

1σ standard deviation (M) in the measurements. 
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Figure 7.4: Correlation between T490K and (a) GBS ozone, (b) SAOZ ozone, (c) GBS-vis NO2, and (d) 

GBS-UV NO2.  Measurements were taken inside the vortex for days 55-80 (24 February to 19/20 March).  

Data are shown for 2000, 2005, 2007 (blue); 24 February to 11 March 2011 (cyan); 12-20 March 2011 

(red); and other years (grey).  R and Rall are correlation coefficients for data indicated by blue only and for 

all data in the figure, respectively. 
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temperature has been observed in previous studies and points to replenishing of ozone through 

vertical descent, horizontal mixing across the vortex edge, and adiabatic compression of the 

column, which all increase with higher stratospheric temperatures [e.g., supplementary material in 

Manney et al., 2011, and references therein].  In the present study, the strongest correlation 

between ozone and T490K was observed when data were excluded from years with few vortex 

measurements above Eureka (grey) and 12-20 March 2011 (days 71-79, red).  The outliers for 

years with few vortex measurements may result from errors in matching T490K and sPV490K to 

measurements both spatially and temporally when the vortex edge is near Eureka.  For 12-20 

March 2011, the ozone columns remain low, despite the rise in the local T490K.  This deviation 

from the correlation between T490K and ozone suggests chemical depletion [supplementary 

material in Manney et al., 2011].  NO2 is also correlated with local lower stratospheric 

temperature, as has been observed in previous studies [e.g., Pommereau and Goutail, 1988; 

Dirksen et al., 2011].  The correlation for NO2 is weaker than for ozone, likely due to the seasonal 

increase in NO2 as it is released from night-time reservoirs.  Vortex ozone and NO2 measurements 

were also correlated (not shown here), with R values of 0.6-0.7. 

Investigation of complementary datasets provides further evidence of chemical ozone depletion 

and denitrification above Eureka in 2011.  For 9-18 March (days 68-77), low HNO3 and ClONO2 

columns over Eureka were measured by the CANDAC Bruker FTIR [Lindenmaier et al., 2012].  

This suggests that the extremely low NO2 columns measured during the same period are not 

caused by conversion to HNO3 or ClONO2.  During this period of low ClONO2, HNO3, and NO2, 

OClO DSCDs are elevated, reinforcing that chlorine remains activated.  Furthermore, PSCs were 

measured above Eureka with the CANDAC Rayleigh-Mie-Raman Lidar between 8-18 March 

(days 67-77) [Lindenmaier et al., 2012].  These measurements agree with photochemical model 

runs by Manney et al. [supplementary material, 2011], which indicate that prolonged 

denitrification by sedimentation of PSCs delayed chlorine deactivation, leading to the record 

ozone loss. 

7.2.3 Ozone Loss Estimates 

Ozone loss was estimated using the passive subtraction method [e.g., Manney et al., 1995b; 

WMO, 2003; Feng et al., 2007].  Passive ozone was calculated using the SLIMCAT 3-
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dimensional offline chemical transport model [Chipperfield, 2006], where ozone was treated as a 

passive dynamical tracer with no chemistry.  The SLIMCAT passive ozone columns were 

calculated daily directly above Eureka and interpolated to the measurement times of the 

instruments.  The passive subtraction method involves subtracting measured ozone columns from 

modeled passive ozone columns.  The DOAS (GBS and SAOZ) instruments sample along a line-

of-sight along the path of scattered light to the instrument.  When the vortex edge is near Eureka, 

spatial and temporal differences between SLIMCAT passive ozone and DOAS measurements 

could lead to errors in the ozone loss estimates. 

Agreement between SLIMCAT passive ozone and the DOAS instruments was assessed using 

December ozonesonde measurements.  The DOAS instruments do not operate during polar night, 

before chemical ozone depletion occurs, and therefore could not be compared directly with the 

passive ozone.  The mean difference and standard error for SLIMCAT passive ozone minus 

ozonesonde total columns was 89.3±11.4 DU for December 2001-2011.  This bias may be due in 

part to the coarse vertical resolution in the SLIMCAT model for altitudes below the 350-K 

potential temperature level [Feng et al., 2007].  Inside the vortex, for spring 1999-2011, the 

mean difference for GBS (SAOZ) minus ozonesonde total columns was -31±4 DU (-28±3 DU).  

To correct for these offsets, 119 DU was subtracted from the SLIMCAT passive ozone prior to 

the analysis.   

Figure 7.5 shows the timeseries of the ozone loss calculations for 1999-2011.  Outlying ozone 

loss estimates may occur when the DOAS and SLIMCAT data sample different airmasses.  

Furthermore, for large ozone columns, GBS measurements are biased low compared with other 

instruments [Adams et al., 2012a], which can lead to overestimates of ozone loss.  For most of 

the timeseries, the largest ozone loss is observed in 2011.  The average ozone loss for 12-20 

March 2011 (days 71-79) was 27% (29%) or 99 DU (108 DU), as estimated from GBS (SAOZ) 

data using the passive tracer technique.  During this period, ozone columns were very low and 

there was evidence of chemical ozone loss above Eureka in supporting datasets, as discussed in 

Sections 7.2.1 and 7.2.2.  The maximum percent ozone loss was calculated from GBS (SAOZ) 

data on 5 April 2011 (day 95) at 47% (47%) or 250 DU (251 DU). 
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Figure 7.5: Timeseries of (a) percent ozone loss and (b) absolute ozone loss for 1999-2011 versus day of 

year for GBS (closed circles) and SAOZ (open squares).  Ozone loss was calculated using the passive 

tracer technique.  Year 2000 is shown in orange, 2005 in cyan, 2007 in blue, 2011 in magenta, and all 

other years are shown in grey.  The black line indicates zero.  The black dashed lines enclose days 71-79 

(March 11/12 to 19/20). 
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7.3 Ozone and NO2 during the Vortex Breakup 

During the break-up of the strong spring 2011 vortex, ozone and NO2 columns above Eureka 

were unusual.  This section describes these measurements and interprets them using satellite, 

model, and dynamical datasets.  Temperature, PV, EqL, and tropopause height are all 

considered.  N2O and aerosol are also used as dynamical tracers, with low N2O/aerosol indicating 

vortex airmasses and high N2O/aerosol indicating mid-latitude airmasses [e.g., Ruth et al., 1994; 

Harvey et al., 1999]. 

7.3.1 The 2011 Stratospheric Warming above Eureka 

April/May 2011 were dynamically atypical above Eureka, compared with previous years.  

GEOS-5 temperatures and EqLs above Eureka for 2004-2011 are shown in Figure 7.6, with 2011 

in red and 2004-2010 in grey.  Temperatures above Eureka (panel a) in 2011 reached the largest 

values in the record from 400 to 1000 K.  Average April/May 2011 temperatures (blue line) are 

also larger than average temperatures in previous years (black line) for 400-1400 K.  EqLs (panel 

b) in 2011 reach < 20°N for 850-900 K and ~450 K, suggesting the transport of lower-latitude air 

above Eureka. 

 

 

Figure 7.6: Profiles of (a) temperature and (b) EqL from GEOS-5 DMPs at 12:00 UTC above Eureka for 

1 April to 31 May. Grey and black lines indicate individual profiles and average profiles, respectively for 

2004-2010.  Red and blue lines indicate individual profiles and average profiles, respectively for 2011. 
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Figure 7.7 shows the evolution of temperature (panel a) and EqL (panel b) above Eureka during 

spring 2011.  The white contour lines indicate sPV = 1.6x10-4 s-1, which can be used to 

approximate the inner vortex edge.  Air masses within these contour lines are considered to be 

inside the polar vortex.  On 4 April, the vortex is above Eureka from 550 to 1450 K.  Above 600 

K, the vortex is displaced from Eureka on 5 April.  This coincides with an increase in 

temperature and a sharp decrease in EqL to values < 50°.  This suggests that the vortex has 

moved away and that an anticyclone has moved overhead.  EqLs are < 30° for ~10-20 April for 

~700-1100 K.  The altitude range of low EqL narrows throughout April and May, remaining 

only at ~600 K by the end of May.  At altitudes below 600 K, the vortex moves away from 

Eureka until 13 April.  Following 13 April, there are intervals of high and low EqL, suggesting 

that vortex and midlatitude air are moving above Eureka.  The three dates of interest, labelled A, 

B, and C, are discussed in Sect. 7.3.2. 

The timeseries of NO2 and ozone columns above Eureka from GBS ground-based measurements, 

OMI satellite overpasses, and GMI model output is shown in Figure 7.8.  Good agreement is 

observed between the three datasets.  Note that for NO2, only qualitative agreement is expected 

because the columns were sampled at different SZAs and for different altitude ranges.   

In years prior to 2011 (grey), NO2 columns rise throughout the spring as hours of sunlight at 

Eureka increase (SZAs decrease).  This is expected as NOx is released from night-time reservoirs 

through photochemical reactions.  Ozone columns decrease throughout the spring, as descent in 

the polar vortex ceases.   

In 2011 (red), NO2 and ozone columns are significantly different from previous years.  In all 

three datasets, NO2 and ozone columns are small on 4 April, when the polar vortex briefly passes 

above Eureka.  On 8 April (event A), NO2 increases to values that are nearly two times larger 

than in previous years in all three datasets.  After 8 April, NO2 columns decrease for ~4 days in 

the GBS and OMI data and ~8 days in the GMI data.  Throughout the rest of April/May, NO2 

columns gradually return to values that are comparable to past years.  Ozone total columns also 

increase in early April, reaching maxima on ~10-15 April.  They then decrease throughout the 

rest of April/May.  Between 15 April and 20 May, ozone columns decrease by more than  
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Figure 7.7: Daily (a) temperature (T) and (b) EqL.  Thick white lines indicate boundaries of the polar 

vortex determined by sPV = 1.6x10-4 s-1.  Data are from GEOS-5 DMPs at 12:00 UTC above Eureka and 

are plotted against day in 2011 and potential temperature.  The blue vertical lines labelled A, B, C 

indicate 8 April, 13 May, and 22 May respectively.  Magenta arrows indicate 20 April, and 1, 6, 21, and 

29 May. 
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Figure 7.8: Timeseries of NO2 and ozone columns above Eureka for 1 April to 31 May in 2011 (red) and 

in previous years (grey).  (a) GBS-vis (closed circles) and GBS-UV (open circles) NO2 partial columns 

(17 km to top of atmosphere) and (b) GBS ozone total columns, both measured both in morning and 

evening twilights.  (c) OMI stratospheric NO2 columns and (d) OMI total ozone columns averaged daily 

within 500 km of Eureka.  (e) NO2 and (f) ozone total columns from daily GMI output from 10-10:30 am 

local time at Eureka.  Note that there are fewer ozone than NO2 GBS measurements because, for some 

years, spring-time dedicated BrO measurements excluded the visible wavelengths used to measure ozone.  

Black arrows labelled A, B, C indicate 8 April, 13 May, and 22 May, respectively. 
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100 DU in all three datasets.  Ozone columns are small on 13-14 May (event B) and 22-23 May 

(event C), reaching < 300 DU in the GBS and OMI datasets. 

Figure 7.9 shows trace gas and aerosol profiles measured by OSIRIS within 500 km of Eureka 

for 2002-2011 and sampled directly above Eureka from the GMI runs for 2004-2011.  For 

OSIRIS, number density versus altitude, with approximate potential temperature indicated on the 

right y-axis, and VMR versus potential temperature are both shown. 

Average 2011 OSIRIS NO2 number densities (panel a) are larger and peak ~4 km lower in the 

atmosphere (blue) than in previous years (black).  For 500-1400 K, average NO2 VMRs in both 

OSIRIS (panel b) and GMI (panel c) datasets are enhanced.  Above 1400 K, OSIRIS and GMI 

NO2 profiles differ.  The large peak in the GMI NO2 VMRs at ~850 K corresponds to the NO2 

maximum observed in the column datasets around 8 April (Figure 7.8, event A).  This is not 

observed in the OSIRIS profiles because OSIRIS was turned off during 4-11 April for annual 

satellite maintenance.   

Ozone number densities and VMRs (panels d, e, f) in 2011 (blue) are on average smaller than in 

previous years (black), with lower average number densities (panel d) for ~11-35 km (~350-1050 

K).  2011 average VMRs (panels e, f) are smaller than in previous years for potential temperature 

levels below 1300 K in OSIRIS profiles and below 1500 K in GMI profiles.   

OSIRIS aerosol extinction and GMI N2O VMRs (panels g, h) are larger in 2011 than previous 

years above ~650 K, suggesting transport of lower-latitude air over Eureka.  Average GMI NOx 

(NO+NO2) (panel i) is larger in 2011 than previous years for potential temperature levels > 500 

K.  For potential temperature levels > 700 K, many of the April/May 2011 NOx profiles are 

larger than in any other year. 

The evolution of 2011 GMI NO2, ozone, N2O, and NOx VMRs and of OSIRIS NO2 and ozone 

VMRs above Eureka is shown in Figure 7.10 and Figure 7.11.  Good qualitative agreement is 

observed between GMI and OSIRIS, with both datasets reproducing the gradual descent of low 

ozone VMRs through the middle stratosphere.  This decrease in ozone and events A, B, and C 

are discussed in Sect. 7.3.2. 
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Figure 7.9: Profiles from OSIRIS and GMI above PEARL for 1 April to 31 May.  Grey and black lines 

indicate individual profiles and average profiles, respectively for years before 2011 (2002-2010 for 

OSIRIS and 2004-2010 for GMI).  Red and blue lines indicate individual profiles and average profiles, 

respectively for 2011.  OSIRIS profiles have 25-km tangent heights within 500 km of Eureka.  GMI 

profiles are sampled daily directly above Eureka. OSIRIS number densities are plotted against 

measurement altitude (left y-axis) and approximate potential temperature (right y-axis).  OSIRIS and GMI 

VMRs and OSIRIS aerosol extinction profiles are plotted against potential temperature. 
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Figure 7.10: Curtain plots of GMI (a) NO2, (b) ozone, (c) N2O, and (d) NOx VMRs above Eureka for 1 

April to 31 May 2011.  White contours indicate temperature in K.  The blue vertical lines labelled A, B, C 

indicate 8 April, 13 May, and 22 May, respectively.  Magenta arrows indicate 20 April and 1, 6, 21, and 

29 May. 
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Figure 7.11: Curtain plots of OSIRIS NO2 and ozone daily average VMR profiles within 500 km of 

Eureka for 1 April to 31 May 2011.  The blue vertical lines labelled A, B, C indicate 8 April, 13 May, and 

22 May, respectively.  Magenta arrows indicate 20 April and 1, 6, 21, and 29 May. 

 

7.3.2 Discussion 

7.3.2.1 NO2 Maximum on 8 April 

A large maximum in NO2 was observed in the column timeseries on 8 April (Figure 7.8, event 

A).  NO2 increases can be caused by transport of NOx-rich air from lower latitudes or from 

higher altitudes.  There is evidence of NOx transport in the enhanced GMI NOx VMRs above 500 

K (Figure 7.9i).  Furthermore, NO2 can increase via changes in the partitioning between NO and 

NO2, as shown in Equations 1.4 and 1.5.  The production of NO2 from Equation 1.5 has a strong 

temperature dependence [e.g., Sander et al., 2011].  Therefore, high temperatures can cause the 

NO/NO2 ratio to change by up to a factor of two, favouring NO2.  Furthermore, increases in 

ozone VMRs also favour NO2 production.  Large GMI NO2 VMRs (Figure 7.10a) correspond to 

high temperatures (white contours) and ozone VMRs (Figure 7.10b), suggesting that chemistry 
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does indeed play a role in the enhanced NO2.  The relative roles of chemistry and transport on 

the large NO2 columns are further investigated using maps of OMI total columns and GMI 

VMRs at various potential temperature levels.  Note that OSIRIS data are not used here because 

OSIRIS was turned off for 4-11 April.  

Figure 7.12 shows polar maps of OMI ozone total columns and NO2 stratospheric partial 

columns for 1, 3, 5, and 8 April 2011.  sPV=1.6x10-4 s-1 contours, which approximately enclose 

the polar vortex, are also shown for various potential temperature levels.  On 1 April, low ozone 

and NO2 columns reside over Siberia and Northern Europe, coinciding with the location of the 

polar vortex.  On 3 and 5 April, low ozone and NO2 columns stretch toward Eureka as the polar 

vortex shifts and stretches overhead.  By 8 April, the low NO2 columns have stretched into a “C” 

shape, with Eureka and very high NO2 columns at its centre.  The low in ozone remains across 

the pole from Eureka.  Low NO2 columns coincide approximately with the location of the polar 

vortex in the middle stratosphere (~850 K), while low ozone columns coincide with the lower 

stratosphere vortex (~500 K).  This is consistent with the differences between the altitudes of the 

ozone and NO2 number density maxima (Figure 7.9a,d).   

Polar maps of GMI NO2, ozone, N2O, and NOx for 1, 3, 5, and 8 April at 600 K (~22 km) are 

shown in Figure 7.13.  This is the altitude of the NO2 number density maximum above Eureka in 

2011 according to OSIRIS profiles (Figure 7.9a) and therefore yields the largest contribution to 

the NO2 columns.  The polar vortex (bounded by the white PV contours), encloses low NO2, 

ozone, N2O, and NOx.  At this level, the vortex moves over Eureka on 5 April as a pocket of 

warm air (enclosed by the purple contour line) appears between Alaska and Siberia.  On 8 April 

(event A), the pocket of warm air is situated directly above Eureka and the vortex has stretched 

away.  The movement of this warm air corresponds to enhanced NO2, suggesting chemical 

production from NOx.  However, NOx is also enhanced above Eureka on 8 April, suggesting that 

transport also plays a role.  North of Eureka, NOx-rich air is located along the vortex edge, where 

N2O is low, suggesting the downward transport of higher-altitude NOx-rich and N2O-poor air.  

Transport of lower-latitude air, indicated by high N2O, is located southwest of Eureka. This 

suggests that the NOx-rich air that has been transported downward along the vortex edge was 

drawn over Eureka between the polar vortex to the north and lower-latitude air to the south. 
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Figure 7.12: Polar maps of OMI NO2 stratospheric columns (top row), OMI ozone total columns (middle 

row) and the approximate inner vortex edge (bottom row) for 1, 3, 5 and 8 April 2011. Eureka is indicated 

by the black circle.  The inner vortex edge is approximated at sPV = 1.6x10-4 s-1 for 500-K (red), 600-K 

(magenta), 850-K (cyan), and 1150-K (blue) potential temperature levels. 

 

Figure 7.14 shows polar maps of GMI NO2, ozone, N2O and NOx at 850 K (~32 km), the altitude 

of the large increase in GMI NO2 VMRs (Figure 7.9c).  This is above the NO2 maximum, but 

number densities are still large enough to contribute significantly to total columns (Figure 7.9a). 

Low-latitude air, indicated by high N2O, is transported from Northern Europe, wrapping counter-

clockwise around the vortex.  By 8 April, the vortex has shifted to a “C” shape, with high 

temperatures and NO2 at its center, directly above Eureka.  NOx is slightly enhanced indicating  
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Figure 7.13: Polar maps at the 600-K (~22-km) potential temperature of GMI NO2 (top row), ozone (top 

middle row), N2O (bottom middle row), and NOx (bottom row) VMRs for 1, 3, 5 and 8 April 2011.  White 

lines indicate PV contours.  The area enclosed by the purple contour indicates T > 235 K.  Eureka is 

indicated by the black circle. 
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Figure 7.14: As for Figure 7.13 at the 850-K (~32-km) potential temperature level.  The area enclosed by 

the purple contour indicates T > 245 K.  Note that colour scales are different from Figure 7.13. 
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some transport, but the NO2 increase at this level appears to be dominated by production from 

NO, due to the high temperatures.   

Polar maps of GMI NO2, ozone, N2O and NOx at 1150 K (~37 km) are shown in Figure 7.15.  

Number densities at this elevation are large enough to contribute significantly to total column 

amounts, even though they are well above the NO2 maximum (Figure 7.9a).  High N2O and NOx, 

enclosed by PV contour lines, move from lower latitudes to Eureka, indicating the transport of 

lower-latitude air within an anticyclone.  NO2 peaks above Eureka on 8 April and coincides also 

with high temperatures, again suggesting some chemical production of NO2 from NO. 

Thus at 600 K, 850 K, and 1150 K, high NO2 values are concentrated above Eureka on 8 April 

(event A).  Enhanced NO2 coincides with high temperatures at all levels, suggesting the chemical 

production of NO2 from NO.  Additionally, transport of NOx-rich air masses is also observed 

over Eureka, with descent of higher-altitude air masses at 600 K and transport of lower-latitude 

air masses at 1150 K.  Therefore, the high NO2 values observed above Eureka on 8 April were 

caused by both chemistry and transport.  

7.3.2.2 FrIAC  and Middle-Stratosphere Ozone Loss 

In early April, an anticyclone transported lower-latitude air above Eureka (see Sect. 7.3.2.1).  

This section presents evidence that this anticyclone became frozen-in until at least the end of 

May and that gas-phase ozone loss occurred within it.   

The early evolution of this anticyclone is evident in the GMI fields at 850 K, shown in Figure 

7.14.  Low-latitude air, identified by high N2O enclosed by PV contours, wraps counter-

clockwise around the polar vortex.  By 8 April, the edge of this anticyclone is above Eureka.  

Ozone inside the anticyclone on 1 April is high, as is consistent with the transport of ozone-rich 

lower-latitude air.  However, as the anticyclone moves over Eureka, the ozone VMRs within it 

decrease, suggesting chemical ozone loss. 

The anticyclone persists at 850 K in PV contours and high N2O throughout April, as shown in 

Figure 7.16.  OSIRIS and GMI ozone agree well, both showing filaments of high-ozone lower-

latitude air being drawn around the anticyclone, with low ozone within the anticyclone.  The  
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Figure 7.15: As for Figure 7.13 at the 1150-K (~37-km) potential temperature level.  The area enclosed by 

the purple contour indicates T > 260 K.  Note that colour scales are different from Figure 7.13. 
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Figure 7.16: Polar maps at the 850-K potential temperature level of OSIRIS ozone (top row), GMI ozone 

(middle row), and GMI N2O (bottom row) VMRs for 13, 16, 20, 26 April 2011.  White lines indicate PV 

contours. 

 

anticyclone at 850 K remains centred above Eureka for 13-20 April and is then advected by 

easterly winds and begins to rotate around the pole, with the edge of the anticyclone remaining 

above Eureka. 

This feature persists until at least the end of May, suggesting a 2011 FrIAC.  This is evident in 

Figure 7.10c.  N2O is enhanced until ~20 April (magenta arrow) as the anticyclone sits above 

Eureka.  Following the advection of the anticyclone, N2O maxima pass over Eureka on 1, 6, 21, 
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and 29 May (magenta arrows).  These large N2O values coincide with low EqLs (Figure 7.7b, 

magenta arrows) and low ozone (Figure 7.10b).  Therefore the FrIAC has remained intact until at 

least the end of May in both tracer and dynamical fields. 

Low ozone VMRs (< 4000 ppbv) are observed in GMI (Figure 7.10b) and OSIRIS (Figure 

7.11b) data above Eureka.  The small ozone VMRs are first observed at ~1400 K on 6 April and 

gradually descend and are centered at ~1150 K on 12 April, ~850 K on 22 April, and ~700 K on 

7 May, reaching altitudes at which ozone number densities are larger (Figure 7.9d).  Therefore 

the total ozone columns above Eureka decrease (Figure 7.8b, d, f). 

The reduction in ozone was due to NOx-driven ozone loss within the FrIAC.  SZAs above 

PEARL range from ~75-95° on 1 April to ~60-80° on 31 May and are therefore frequently within 

the 80-95° SZA range for which catalytic ozone destruction cycles (dominated by NOx) lead to 

maximum ozone loss [Sinnhuber et al., 1999].  Furthermore, NOx was enhanced in 2011 

compared with previous years (Figure 7.9i).   

Ozone loss above Eureka was estimated using the passive tracer technique [Manney et al., 

1995b; WMO, 2003; e.g., Konopka et al., 2007] with ATLAS passive ozone, which was 

initialized on 1 December 2010 with MLS ozone data.  Figure 7.17a shows the 2011 timeseries 

of ozone VMRs at 600 K from ATLAS passive ozone, OSIRIS, and GMI.  Good agreement is 

observed between OSIRIS and GMI.  The low ozone VMRs in early April coincide with the 

vortex passing above Eureka.   

The timeseries of ATLAS passive ozone minus OSIRIS and GMI ozone at 600 K is shown in 

Figure 7.17b.  Prior to 15 April, much of the variability in ozone loss can be attributed to 

transport, as the polar vortex passes briefly over Eureka and an anticyclone moves overhead (see 

Sect. 7.3.2.1).  On 15 April 2010, ozone losses are at ~2 ppmv.  This is likely due to NOx cycles 

since 1 December 2010, as low EqL values (see Figure 7.7b) suggest that the air mass at 600 K 

originates from lower latitudes.  Around 12/13 May (labelled B) an isolated vortex air mass 

passes over Eureka (see Sect. 7.3.2.3).  Therefore, the reduction in ozone loss during this period 

is also due to transport.  The maximum ozone loss at 600 K since 1 December 2010 is observed 

on 20 May 2011 at 4.4 ppmv (61%) for GMI and 4.2 ppmv (58%) for OSIRIS.  Ozone losses of 

~3 ppmv between 1 December 2010 and 1 May 2011 are comparable to the losses observed by 
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Figure 7.17: (a) 2011 ozone VMRs at the 600-K potential temperature level from ATLAS passive ozone 

above Eureka (black line), OSIRIS ozone measurements within 500 km of Eureka (red stars), and GMI 

ozone above Eureka (blue squares). (b) Ozone loss calculated for ATLAS passive ozone minus OSIRIS 

(red stars) and ATLAS passive ozone minus GMI (blue squares).  The black arrow labelled B indicates 13 

May.  The grey dashed lines indicate 15 April and 20 May. 

 

Konopka et al. [2007] at 600 K between 1 December 2002 and 1 May 2003.  Konopka et al. 

[2007] attributed this ozone loss to transport of NOx during several stratospheric warmings 

earlier in the year. 
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Ozone loss due to NOx chemistry above Eureka were calculated between 1 April and 31 May for 

2004-2011, using GMI monthly average Ox loss rates due to NO2 + O  NO + O2.  Note that 

these average loss rates include processes inside the polar vortex in early April and within the 

vortex fragment on 12/13 May, as well as within the FrIAC.  NOx-driven ozone loss was larger 

in 2011 than in any previous year from the tropopause to 18 hPa (~700 K) and above 6.9 hPa 

(~1000 K).  At 37 hPa (~600 K), there was 1.2 ppmv of ozone loss due to NOx chemistry above 

Eureka in 2011 compared with 0.7-0.9 ppmv in previous years.  This is smaller than the apparent 

~2 ppmv of ozone lost between between 1 April and 31 May 2011 above Eureka, calculated 

using ATLAS passive ozone and GMI and OSIRIS ozone VMRs (Figure 7.17).  This suggests 

that some of the ozone loss observed in the passive ozone timeseries occurred before the air mass 

reached Eureka.  This is consistent with Figure 7.14 and Figure 7.15, which show ozone VMRs 

decreasing as air masses are transported from lower latitudes toward Eureka. 

7.3.2.3 Vortex Fragment on 12/13 May 

Ozone and NO2 columns decreased on 12/13 May (Figure 7.8, event B).  These low columns 

coincided with high EqLs, low temperatures (Figure 7.7, event B), and low ozone VMRs at ~500 

K (Figure 7.10b, event B).  Figure 7.18 shows the evolution of this event at 500 K through 

OSIRIS ozone and aerosol and GMI ozone and N2O.  Good agreement is observed between GMI 

and OSIRIS ozone.  Low ozone, N2O, and aerosol enclosed by PV contour lines indicate that 

vortex air sits across the pole from Eureka on 26 April.  This air mass is stretched and a fragment 

is ejected over Northern Europe in early May.  On 13 May, the fragment passes over Eureka, 

leading to the low ozone column measurements.  This is consistent with other studies that have 

observed confined fragments of vortex air during and following the spring stratospheric final 

warming [e.g., Hess, 1991]. 

7.3.2.4 Ozone Mini-Hole on 22/23 May 

Minimum ozone columns of 294 DU, 283 DU, and 311 DU are observed above Eureka in the 

GBS, OMI and GMI datasets around 22/23 May 2011 (Figure 7.8, event C).  On 22 May, a large 

pocket of low ozone (< 300 DU) is observed in OMI total column data over the pole and 

Ellesmere Island (Figure 7.19, top row).  This coincides with low GMI ozone VMRs and high 



 

206 

 

 

Figure 7.18: Polar maps at the 500-K potential temperature level of OSIRIS ozone (top row), GMI ozone 

(top middle row) VMRs, OSIRIS aerosol extinction at 750 nm (bottom middle row), and GMI N2O VMR 

(bottom row) for 26 April and 3, 6, 13 May 2011.  White lines indicate PV contours. 

 



 

207 

 

GMI N2O VMRs at 450 K (Figure 7.19, middle rows), suggesting the transport of air masses 

containing low ozone.  Equivalent latitudes above Eureka (Figure 7.7b) are < 50° for the 350-700 

K level on 22 May.  This suggests that ozone-poor lower-latitude air has been transported above 

Eureka.  Furthermore, the tropopause (Figure 7.19, bottom row) is elevated, suggesting that more 

ozone-poor tropospheric air is contributing to the total column.  This is consistent with the 

formation of an ozone mini-hole, which can lead to large decreases in the ozone column over a 

short time period [Peters et al., 1995; James, 1998; e.g., Hood et al., 2001; Iwao and Hirooka, 

2006].  Ozone mini-holes are caused by dynamical processes [e.g., Hood et al., 2001], usually 

resulting from a combination of the transport of lower-latitude ozone-poor air masses and a rise 

in the tropopause, as shown for event C. 

7.4 Summary 

Unprecedentedly low ozone and NO2 columns were measured above Eureka in 2011 and 

correspond to elevated OClO, suggesting chlorine activation and ozone depletion.  The OClO and 

NO2 measurements complement the work of Lindenmaier et al. [2012] who measured ozone, 

HNO3, HCl, ClONO2, and HF above Eureka with the CANDAC Bruker FTIR and provide further 

evidence of denitrification above Eureka.  Vortex ozone and NO2 total columns from 1999-2011 

are correlated with the lower stratospheric temperature above Eureka.  This indicates that transport 

also contributes to the low ozone and NO2 measurements because, e.g., downwelling is reduced 

when temperatures are low.  However, this correlation is weaker for 12-20 March 2011, pointing 

to chemical ozone depletion.  Manney et al. [supplementary material, 2011] found a similar 

reduction in the spatial correlation between ozone and temperature in 2011.  Using the SLIMCAT 

passive tracer model, a maximum percent ozone loss of 47% was observed on 5 April 2011. 

The evolution of ozone and NO2 was observed above Eureka during and after the final warming 

of the record-strong polar vortex in spring 2011.  Good qualitative agreement was observed 

between ground-based DOAS, OMI and OSIRIS satellite, and GMI model ozone and NO2 

during this period.  
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Figure 7.19:  Formation of ozone mini-hole above Eureka: (top row) OMI ozone total columns, (top 

middle row) GMI ozone VMR at 400 K, (bottom middle row) GMI N2O VMR at 400 K, and (bottom 

row) GMI tropopause pressure.  Note that the colour scale for the tropopause pressure is reversed so that 

low pressures (high altitudes) are in red and high pressures (low altitudes) are in blue. 
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As the vortex moved away from Eureka on 8 April 2011, NO2 columns were nearly twice as 

large as in previous years during the same period.  This coincided with high temperatures and 

large ozone VMRs, suggesting chemical production of NO2.  Furthermore, GMI NOx and N2O 

fields suggest that at 600 K, near the NO2 maximum, NOx descended from higher altitudes along 

the vortex edge and became trapped above Eureka between a lower-latitude air mass and the 

vortex.  Above the NO2 maximum, NOx-rich air was transported over Eureka from mid-latitudes 

into an anticyclone.  This anticyclone became frozen-in and persisted until the end of the 

measurement period on 31 May 2011.   

Ozone was trapped within this FrIAC and depleted by the enhanced NOx.  GMI ozone loss due to 

NOx for 1 April to 31 May was larger in 2011 than for any other year in the dataset (2004-2010) 

for most of the stratosphere, including the region containing the bulk of the ozone column, from 

the tropopause to 18 hPa (~700 K).  Therefore, ozone columns decreased more rapidly in 

April/May 2011 than in previous years.  Chemical ozone loss between 1 December and 20 May 

2011, calculated using ATLAS passive ozone, reached 4.4 ppmv (61%) in GMI data and 4.2 

ppmv (58%) in OSIRIS data at 600 K above Eureka.   

On 12/13 May, a vortex fragment at ~500 K passed over Eureka, leading to a reduction in the 

ozone columns.  Low ozone columns were also observed on 22/23 May and were consistent with 

the formation of an ozone mini-hole due to horizontal transport of lower-latitude ozone-poor air 

and a rise in the tropopause height. 

As halogen concentrations decrease and N2O emissions increase, N2O, as a precursor to 

stratospheric NOx, is becoming a significant contributor to anthropogenic ozone loss [e.g., 

Ravishankara et al., 2009; WMO, 2011a].  Furthermore, dynamical variability in the Arctic 

stratosphere appears to be increasing, with warm winters getting warmer and cold winters getting 

colder: the four warmest and the two coldest winters since the 1970s have occurred within the 

last decade [e.g., Manney et al., 2011].  Substantial transport of lower-latitude NOx and 

subsequent middle stratospheric ozone loss via gas-phase chemistry was previously observed in 

spring 2003, following a warm winter that was perturbed by a minor stratospheric warming in 

December and a major warming in January [Konopka et al., 2007].  In the present study, similar 

middle-stratospheric ozone losses were observed during the break-up of the record-strength 
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vortex in April/May 2011, indicating that significant NOx transport and subsequent ozone loss 

can also follow an unusually cold, dynamically quiescent winter.  

This chapter presented a new perspective on the severe 2011 ozone depletion and evidence that 

the 2011 vortex breakup was also unusual compared with previous years.  This highlights the 

usefulness of consistent long-term ground-based datasets for the identification and quantification 

of rare atmospheric events.  
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8 BrO above Eureka 

The amount of BrO in the atmosphere and the contributions of source gases to the stratospheric 

bromine budget are not well known (see Section 1.1.1.1).  Measurements of BrO are difficult as 

the absorption cross-section is weak and the diurnal variation of BrO is strong [e.g., Aliwell et 

al., 2002; Schofield et al., 2004b].  Furthermore, there are large uncertainties in the altitude 

sensitivity of satellite BrO total column measurements, particularly in the Arctic [e.g., Salawitch 

et al., 2010], as the tropopause height and boundary-layer bromine explosions (see Section 1.2.2) 

both contribute significantly to the BrO total column.   

Ground-based UV-visible measurements with various viewing geometries (see Section 1.3.4) 

have some sensitivity to the altitude distribution of BrO.  Zenith-sky measurements can be used 

to infer stratospheric [e.g., Solomon et al., 1989; Aliwell et al., 2002; Tornkvist et al., 2002] and, 

for a fixed summer-time reference spectrum, tropospheric BrO contributions [Hendrick et al., 

2007].  Schofield et al. [2006] combined direct-sun and zenith-sky measurements to retrieve 

stratospheric and tropospheric BrO partial columns and to identify bromine explosions.  MAX-

DOAS measurements have also been used in numerous studies to measure boundary layer BrO 

[e.g., Honninger and Platt, 2002; Wagner et al., 2007; Pohler et al., 2010]. 

This chapter presents GBS stratospheric and tropospheric BrO measurements.  The UT-GBS 

recorded high resolution zenith-sky measurements for spring 2008-2010.  Stratospheric BrO was 

retrieved from UT-GBS spring 2008 measurements and compared against OMI and OSIRIS 

satellite data, as discussed in Section 8.1.  Furthermore, the PEARL-GBS took high resolution 

zenith-sky measurements for springs 2007, 2010, and 2011; direct-sun measurements for springs 

2008-2011; and MAX-DOAS measurements for springs 2010-2011.  Direct-sun DSCDs were 

not retrieved due to technical difficulties (see Section 9.3).  However, MAX-DOAS DSCDs were 

successfully retrieved for spring 2010 and are presented in Section 8.2. 

8.1 Stratospheric BrO in Spring 2008 

BrO measurements are difficult, as concentrations are low and the absorption signal is weak.  

Furthermore, BrO has a large diurnal variation, as shown in the top panels of Figure 8.1 (see 

Section 8.1.2 for further description of these a priori profiles).  BrO number densities calculated  



 

212 

 

 

Figure 8.1:  BrO profiles at various SZA.  (Top) From photochemical model [McLinden et al., 2000], 

initialized with climatological values at 80°N on day 100.  (Middle) From a SCIAMACHY profile 

extrapolated to zero at 10-km and scaled diurnally using the photochemical model.  (Bottom) From a 

SCIAMACHY profile extrapolated to a maximum in the lower stratosphere and scaled to various SZA 

using the photochemical model.  Note differences in the x-axis scale. 
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with a photochemical model (Appendix E) reach maxima near noon and decrease rapidly during 

twilight.  This makes DSCD retrievals difficult as the amount of BrO decreases during twilight, 

as the DOAS slant paths become longer.  Furthermore, VCDs cannot be retrieved using Langley 

plots, which assume that the trace gas does not vary diurnally.  Diurnal variability introduces 

small errors to NO2 VCD retrievals [e.g., Roscoe et al., 2001], but larger errors to BrO, which 

varies more rapidly [e.g., Schofield, 2003]. 

8.1.1 DSCD Retrievals   

UT-GBS DSCDs were retrieved for days 65-120 of 2008 using two sets of analysis software and 

cross-sections.  The settings for these retrievals are summarized in Table 8.1.  The DOAS 

method is described in Section 1.3.2 and retrievals were performed using the WinDOAS 

software [Fayt and Roozendael, 2001], using the recommended settings of Aliwell et al. [2002].  

The direct-fit method involves fitting Equation 1.28 directly, as discussed in Section 1.3.2 and 

was implemented using the “BOAS” software* and OMI BrO retrieval settings [OMI, 2008].  

When “common mode” is used, the DSCD retrieval is run, the average fit residual for each day is 

calculated and subtracted from the measurements, then the DSCD retrieval is run again.  The 

average fitting errors for these analyses were calculated for all retrieved DSCDs taken from 8 

March to 30 April 2008 at SZA < 91°.  The average fitting error for the WinDOAS analysis was 

28%.  The average fitting error for the direct-fit DSCDs was 12% when common mode was used 

and 16% when it was not used. 

VCDs were retrieved using the optimal estimation method described in Section 8.1.2 for both the 

direct-fit and DOAS DSCDs.  Comparisons between DSCDs and VCDs from the two DSCD 

retrieval methods are shown in Table 8.2 for three SZAs.  The direct-fit DSCDs were 

systematically lower than the DOAS DSCDs by 8-24%.  The VCD retrievals were found to have 

a moderating effect on the data, yielding 4-8.5% differences between the direct-fit and DOAS 

datasets.  The R correlation coefficient between the VCDs from the two DSCD retrieval methods 

at various SZA ranges from 0.63 - 0.79.  For the remainder of this study, the direct-fit common  

                                                 
*
 This software was developed by K. Chance at the Harvard Smithsonian Observatory, who also helped implement 

the software for GBS retrievals. 
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Table 8.1: DSCD retrieval settings for DOAS and direct-fit. 

 DOAS Direct-fit 
Reference 
spectrum 

Daily at noon  Daily at noon 

Wavelength 
range 

345-360 nm 345-360 nm 

Wavelength 
calibration 

Calibrated against the solar Atlas Calibrated against the solar Atlas 

Cross-sections BrO at 228 K [Wilmouth et al., 1999] 
O3 at 221 K [Burrows et al., 1999a] 
O3 at 241 K [Burrows et al., 1999a] 
NO2 at 220 K [Vandaele et al., 1998] 
OClO at 204 K [Wahner et al., 1987] 
O4 at 298 K [Greenblatt et al., 1990] 
Ring [Chance and Spurr, 1997] 

BrO at 228 K [Wilmouth et al., 1999] 
O3 at 228 K [Malicet et al., 1995] 
 
NO2 at 220 K [Vandaele et al., 1998] 
OClO at 213 K [Kromminga et al., 
2003] 
O4 at 294 K [Hermans, 2004] 
Ring [Chance and Spurr, 1997] 

Additional 
corrections? 

First-order offset correction “Common mode” subtraction of mean 
residual 

 

Table 8.2: Comparisons of DSCDs and VCDs retrieved using direct-fit and DOAS retrieval methods for 

days 65-120 of 2008. 

DOAS minus direct-fit  SZA = 80° SZA = 85°  SZA = 88° 
mean relative difference in DSCD 8.1%  14.6%  24%  
mean relative difference in VCD  5.4%  8.5%  4%  
R of retrieved VCDs  0.79  0.77  0.63  

 

mode DSCDs were used because they had the lowest fitting errors.  The discrepancy between the 

two methods may be due to differences in the treatment of the Ring cross-section or spectral 

wavelength calibration. 

8.1.2 Optimal Estimation Profile Retrievals 

Direct-fit DSCDs were converted to number density profiles using the optimal estimation 

software of Schofield et al. [2004a], which is based on the technique of Rodgers [2000].  There 

are two main components of the software: the “retrieval model” and the “forward model”.  

Figure 8.2 shows a flow-chart of the software, which executes the following steps. 
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Figure 8.2: Flow-chart describing optimal estimation profile retrievals.  Figure adapted from 

Schofield et al. [2004a]. 

 

1. The measured DSCDs, convergence criteria, and a first-guess set of number density profiles 

at various SZA, called the a priori are entered into the retrieval model. 

2. The number density profiles and forward model parameters are entered into the forward 

model, which calculates radiative transfer and outputs a set of DSCDs versus SZA.  These 

calculated DSCDs are returned to the retrieval model. 

3. The retrieval model determines whether the calculated and measured DSCDs agree given the 

measurement and a priori errors and convergence criteria.   

4. If they agree, the number density profiles are returned to the user as the final output.  If they 

do not agree, the number density profiles are modified and steps 2-4 are repeated. 

The forward model, F, converts the number density profile state of the atmosphere, x, into 

measurement DSCDs, y, through 

  y = F(x,b) + ε ,       (8.1) 

where ε is the error in the measurement and b is a set of forward model parameters, including 

ozone, temperature, and pressure profiles derived from ozonesondes launched above Eureka.  

The forward model is a spherical shell radiative transfer model, which includes refraction, 
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Rayleigh scattering, Mie scattering, and molecular absorption.  The weighting function matrix is 

given as, 

  ۹ ൌ  డி

డܠ
            (8.2) 

 and describes the sensitivity of the measured DSCDs to changes in the number density profiles. 

The retrieval model evaluates the agreement between the measured and calculated DSCDs as 

well as error covariance matrices for the measurements, Sε, and the a priori Sa.  The averaging 

kernel matrix, A, describes the sensitivity of the retrieved number density profiles (ܠො) to the true 

state of the atmosphere (x).  A is calculated from the error covariance matrices and the 

weighting functions, 

ۯ    ൌ
డܠො

డܠ
ൌ ሺ۹T܁க

ିଵ۹ ൅ ୟ܁
ିଵሻିଵ۹T܁க

ିଵ۹   .     (8.3) 

The rows of A are called the averaging kernels.  The averaging kernels describe the dependence 

of the retrieved profiles on the state of the true atmosphere.  The sum of the diagonal elements of 

A gives the degrees of freedom for signal (DOFS), which indicate the number of independent 

pieces of information in a given profile. 

8.1.3 Altitude Sensitivity Tests 

The sensitivity of the retrievals was tested using three a priori profiles, which are shown in 

Figure 8.1.  The a priori profiles were constructed from BrO profiles at SZA 76°.  The “Model” 

a priori was constructed from a photochemical model profile [McLinden et al., 2000] from 10-60 

km for 1 April at 80°N, initialized with climatological temperature and ozone [McPeters et al., 

2007].  The “SCI-Ext” and “SCI-Max” profiles* were constructed from a SCIAMACHY profile 

measured from 15-33 km on 1 April 2008.  The SCI-Ext profile was created by extrapolating the 

SCIAMACHY profile at 15 km to zero at the tropopause.  The SCI-Max profile was created by 

stretching the SCIAMACHY BrO mixing ratio at 15 km to the tropopause and then converting to 

                                                 
*
 SCI-Ext and SCI-Max profiles at SZA 76.01° were provided by S. Choi at Georgia Tech. 
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concentration.  Above 33 km, all three a priori profiles were constructed from photochemical 

model number densities.  From these three profiles at SZA 76°, morning and afternoon a priori 

profiles were obtained at SZA 60°, 80°, 85°, 88°, 90°, 92°, and 95° using the diurnal variation 

from the photochemical model for 1 April at 80°N.  

The a priori error covariance matrix Sa was constructed by placing 50% of the maximum of the a 

priori profile along the diagonal of an n x n matrix, where n is the number of entries in the a 

priori profiles (number of altitude layers times number of SZAs).  This covariance error was 

determined using an L-curve optimization [e.g., Schofield, 2003], as follows.  Retrievals were 

run for Sa constructed from various percentages of the a priori profile maxima.  The RMS of the 

retrieved DSCDs minus measured DSCDs was calculated.  As the error in the a priori profile is 

increased, the constraint on the retrieval is reduced, leading to smaller RMS values.  However, 

for a priori errors greater than 50% of the a priori profile maximum, the improvements were 

smaller.  

In order to investigate the altitude sensitivity of the measurements, the forward model was run 

using the three sets of a priori profiles as input.  The weighting functions for the SCI-Ext profile 

are shown in Figure 8.3 for a profile retrieved at SZA 85° (panel a) and SZA 80° (panel b).  For 

smaller SZA, the DSCDs (y) are more sensitive to changes in the profiles (x) in the lower 

stratosphere.   This is because for zenith-sky measurements, the scattering height is lower in the 

atmosphere for higher sun [e.g., Solomon et al., 1987], leading to longer paths through the lower 

stratosphere.  For SZA 85°, stronger scattering occurs in the middle stratosphere, leading to a 

sharper peak in sensitivity.  For SZA > 85°, weighting functions peak at increasingly higher 

altitudes. 

The DSCDs calculated from the three a priori profiles, using the forward model are shown in 

Figure 8.4 in red, green and blue.  The 9 April 2008 DSCD versus SZA measured by the 

UT-GBS are shown in black with error bars.  Within the measurement errors, it is difficult to 

distinguish the three sets of profiles.  Although the SCI-Max a priori contains a much larger BrO 

column than the other a priori profiles, the calculated DSCDs at twilight are smaller.  This is due 

to the change in altitude sensitivity with SZA.  The RCD (measured at noon) is more sensitive to 

the lower stratosphere than the SCD (measured at twilight).  Therefore, the RCD increases when  
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Figure 8.3: Weighting functions derived from the perturbation of the state vector at SZA 85° (top panel) 

and 80° (bottom panel) on afternoon twilight of day 100, using SCI-Ext a priori profiles.  Each colour 

corresponds to a different SZA. 

 

stratospheric BrO is elevated, while the SCD is less affected.  Therefore the DSCD=SCD-RCD 

for SCI-Ext profiles is only large for SZA < 85°, when sensitivity to the lower stratosphere 

increases.  Therefore zenith-sky retrievals have limited sensitivity to lower stratospheric BrO. 

UT-GBS DSCDs from spring 2008 were then used to retrieve stratospheric BrO partial columns 

using the three a priori profiles. The measurement error covariance matrix, Sε, was constructed 

by placing the DSCD fitting error from 8 April 2008 along the diagonal of an m x m matrix, 

where m is the number of DSCDs.   
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Figure 8.4: DSCD versus SZA for the measurements of 9 April 2010 (black with error bars), and the 

forward model for the model (red), SCI-Ext (green), and SCI-Max (blue) a priori profiles. 

 

The averaging kernel matrices of these retrievals were used in order to further evaluate the 

altitude sensitivity of these measurements.  Figure 8.5 shows a simplified schematic of the 

averaging kernel matrices produced by the optimal estimation software, with useful components 

highlighted.  These interpretations of the averaging kernel matrix are explained in the paragraphs 

below, using the averaging kernel matrix from the SCI-Ext a priori on 1 April 2008 morning 

twilight.  Qualitatively consistent results were obtained for the other a priori profiles on other 

twilights. 

Each row of the averaging kernel corresponds to a retrieval point at a given altitude level and 

SZA.  The row of the averaging kernel (red box in Figure 8.5) shows the dependence of each 

retrieval point on other layers of the atmosphere and at other SZA.  Figure 8.6 shows the rows of 

the averaging kernel for six retrieval points at SZA 85°.  Note that these rows have been 

rearranged according to SZA and stacked into a matrix so that they can be more easily 

visualized.  The retrieval at 0-km altitude is mostly derived from information higher in the  
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Figure 8.5: Schematic of averaging kernel matrix for simplified retrieval at three SZAs (A, B, C) for a 

four-layer atmosphere (L1-L4).  The coloured boxes indicate various uses of the averaging kernel matrix.  

Note that the averaging kernels include information at various altitudes and SZAs because this software 

retrieves BrO profiles at a series of SZAs. 

 

atmosphere.  This suggests that retrievals at this altitude are of low quality, which is expected as 

the zenith-sky viewing geometry has very little sensitivity to the troposphere.  At 20-km, the 

averaging kernel maxima are centred on the retrieval point, indicating good measurement quality 

at that altitude.  As higher altitudes are reached, information appears to be coming from profiles 

at higher SZA.  This is consistent with larger SZA having more sensitivity to higher altitudes. 

Averaging kernels for the column and partial column measurements can also be calculated from 

the averaging kernel matrix (blue and green boxes in Figure 8.5).  Sample 10-60 km partial 

column averaging kernels are shown in Figure 8.7.  The retrieved columns have good sensitivity  
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Figure 8.6: Rows of an averaging kernel matrix for profile retrieved at SZA 85°, calculated for morning 

measurements on 1 April 2008 and the SCI-Ext a priori.  The retrieved point is indicated by the white dot 

and given in the figure labels. 

 

to the measurements for profiles at SZA 80°, 85°, and 88°.  As suggested by the weighting 

functions, retrievals at SZA 80° have sensitivity to a larger altitude range, with sensitivity > 0.6 

for ~15-55 km.  Profiles retrieved at SZA 85° and SZA 88° are sensitive to smaller altitude 

ranges, with sensitivities > 0.6 for ~17-52 km and ~22-35 km, respectively. 

The DOFS can be calculated by taking the sum of the diagonals in the averaging kernel matrix 

(yellow boxes in Figure 8.5).  For 10-60 km partial columns, DOFS > 1 were obtained for most 

profiles retrieved at SZA 80°, 85°, and 88°.  This indicates that a column amount can be 

calculated from the data.  Hendrick et al. [2007] also retrieved BrO from ground-based zenith-

sky measurements using an optimal estimation approach.  They retrieved profiles of BrO with 

3.5 DOFS.  This is larger than the 1-2 DOFS obtained in the present study.  This may be because 

the errors in the DSCDs used by Hendrick et al. [2007] were smaller than those used in the 

present study.  Furthermore, Hendrick et al. [2007] retrieved BrO profiles at a single SZA only,  
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Figure 8.7: 10-60-km partial column averaging kernels for the profile retrieved at SZA indicated by titles 

calculated for morning measurements on 1 April 2008 and the SCI-Ext a priori profiles. 

 

and therefore drew information from DSCDs at all SZA to construct a BrO profile.  This would 

likely increase the DOFS, but relies on the accurate calculation of the diurnal variation of BrO. 

The weighting functions and averaging kernels suggest that profiles retrieved at SZA 80° yield 

better sensitivity to the lower stratosphere, while profiles retrieved at SZA 85° and 88° yield 
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better sensitivity to the middle stratosphere.  This information was used to select partial column 

ranges and profile SZAs for validation of OMI and OSIRIS BrO measurements, as discussed in 

Section 8.1.4. 

8.1.4 Validation of OMI and OSIRIS BrO 

UT-GBS BrO columns derived from the direct-fit DSCDs were compared against OSIRIS and 

OMI satellite BrO measurements, which are described in Appendix D.  OSIRIS zonal averages 

of 75-85°N partial columns (15-35 km) [McLinden et al., 2010] were calculated.  OMI [Chance, 

1998; Salawitch et al., 2010] total columns were measured daily at ±0.25° latitude and longitude 

of Eureka.  In order to account for diurnal variation, OSIRIS and OMI columns were scaled to 

the GBS measurement SZA using a photochemical model [McLinden et al., 2000], initialized 

with ozone, temperature and pressure profiles measured by ozonesondes launched above Eureka 

in 2008.  Photochemical model columns were also calculated and represent climatological values 

only; they do not account for transport in 2008.  Measurements taken on the same day (UTC) 

were considered coincident. 

A timeseries of OSIRIS and GBS BrO partial columns is given in Figure 8.8.  GBS 15-35 km 

partial columns were calculated at SZA 85°, as this SZA yielded the best sensitivity to the middle 

stratosphere.  The profiles selected for comparison had DOFS 0.6-0.9, indicating a strong 

reliance on the a priori. The GBS columns are shown for the model a priori and the SCI-Ext a 

priori.  The SCI-Max data are not shown, as they are nearly identical to the SCI-Ext data because 

the a priori profiles are the same above 15 km.  The photochemical model and OSIRIS columns 

decrease throughout the spring as NO2 is released from night-time reservoirs and converts BrO to 

BrONO2. The GBS columns do not decrease through the spring, likely because the GBS DOFS 

are small and the GBS a priori is fixed.  On the other hand, the OSIRIS retrievals have better 

altitude resolution and were performed using seasonally varying a priori profiles, calculated 

from the same photochemical model.  Furthermore, OSIRIS measurements, were also scaled 

with the photochemical model to SZA 85°.   

The top section of Table 8.3 shows mean absolute and relative differences between the GBS and 

OSIRIS data (see Section 5.2 for definitions of mean absolute and relative differences).  The 

mean relative difference for GBS minus OSIRIS columns is +47% to +52%.  Correlations  
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Figure 8.8: BrO 15-35 km columns for (a) morning and (b) afternoon twilights at SZA 85°.  GBS columns 

are shown as retrieved using model (red open squares), SCI-Ext (green open diamonds) a priori profiles.  

The a priori column amounts are indicated by closed symbols.  GBS error bars were calculated from the 

optimal estimation retrieval from random errors in the measured DSCDs.  OSIRIS columns (grey stars) 

were scaled to SZA 85° using a photochemical model.  OSIRIS error bars indicate precision.  

Photochemical model columns are also shown (cyan dashed line). 
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Table 8.3: Number of coincidences (N), mean absolute difference (Δabs) and mean relative difference 

(Δrel) between BrO measurements with respective standard deviation (σ) and standard error (err).  GBS 

measurements are for various a priori profiles. 

 N Δabs (1013 
mol/cm2) 

σabs (1013 
mol/cm2) 

errabs (1013 
mol/cm2) 

Δrel 
(%) 

σrel 
(%) 

errrel 
(%) 

GBS 15-35 km partial columns versus OSIRIS 15-35 km partial columns at SZA 85° 

GBS-Model 
minus OSIRIS 

134 0.60 0.64 0.06 47 44 4 

GBS-SCI-Ext 
minus OSIRIS 

134 0.71 0.64 0.06 52 44 4 

GBS 10-60 km partial columns versus OMI total columns at SZA 80° 

GBS-Model 
minus OMI 

65 -2.67 0.71 0.08 -61 16 2 

GBS-SCI-Ext 
minus OMI 

62 -3.02 0.71 0.09 -71 17 2 

GBS-SCI-Max 
minus OMI 68 -2.32 0.73 0.09 -50 16 2 

 

between the GBS and OSIRIS measurements were poor (R2 < 0.1).  This may be due in part to 

large differences in sampled airmasses, as OSIRIS measures zonally averaged BrO.  

Furthermore, errors are likely introduced in the diurnal variation scaling factors and the GBS 

BrO measurements have large systematic uncertainties that are not accounted for in the error 

bars. 

A timeseries of GBS and OMI columns is shown in Figure 8.9.  For comparison against OMI 

total columns, GBS 10-60 km partial columns were calculated at SZA 80°.  This SZA maximized 

GBS sensitivity to the lower stratosphere.  Only GBS measurements with DOFS > 1 were 

included in the comparison. GBS columns retrieved from the three a priori profiles are similar.  

The SCI-Max retrieved columns are slightly larger than for the other profiles, but are smaller 

than the SCI-Max a priori columns.  The GBS BrO partial columns range from approximately 

2.5-4.5x1013 mol/cm2.  These values are comparable to the spring-time stratospheric BrO partial 

columns measured at the same SZA by Hendrick et al. [2007] at Harestua, Norway (60°N, 11°E) 

using a DOAS instrument.   
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Figure 8.9: BrO columns for (a) morning and (b) afternoon twilights at SZA 80°.  GBS 10-60 km columns 

are shown as retrieved using model (red open squares), SCI-Ext (green open diamonds), and SCI-Max 

(blue open circles) a priori profiles.  The a priori column amounts are indicated by closed symbols.  GBS 

error bars were calculated from the optimal estimation retrieval from random errors in the measured 

DSCDs.  OMI total columns (grey stars) were scaled to SZA 80° using a photochemical model.  OMI 

error bars are 22%, reflecting uncertainties in DSCD fits [Salawitch et al., 2010].  Photochemical model 

10-60 km partial columns are also shown (cyan dashed line). 
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Mean absolute and relative differences between the GBS and OMI data are summarized in the 

bottom section of Table 8.3.  The GBS columns are much lower than the OMI columns, with 

mean relative differences of -50% to -61%.  This bias may be caused partly by the wavelength 

range of the SCD retrievals.  Several research groups have found that the 319-347.5 nm 

window,used for OMI, yields larger SCDs than the 345-360 nm window used for GBS 

retrievals*.  Furthermore, this may be caused by differences in the altitude ranges of the columns, 

as OMI measures the total column, while the GBS measures stratospheric BrO only.   

Correlations between GBS and OMI data are poor (R2 < 0.1).  This may be due to bromine 

explosions, which would be captured by OMI total column measurements, but not by GBS 

stratospheric columns.  Furthermore, bromine explosions can be highly localized and can appear 

or disappear over the course of hours.  Ozone mixing ratios from ozonesondes launched above 

Eureka in 2008 (see Appendix C) are shown in Figure 8.10.  Low boundary layer ozone 

concentrations, likely due to bromine explosions, were observed around days 80 and 115.  OMI 

measures elevated BrO around days 83-84 and for days 110-115, suggesting that it captures these 

events. 

8.2 MAX-DOAS Measurements in 2010 

In order to measure tropospheric BrO, MAX-DOAS measurement routines were implemented 

using the PEARL-GBS and UT Suntracker.  Measurements in the UV-wavelength region were 

acquired for days 90-180 in 2010 at elevations of 1°, 2°, 4°, 10°, 15°, 30°, and 90°.  BrO was 

retrieved using QDOAS in the 345-360 nm wavelength region and O4 was retrieved in the 

350-380 nm wavelength region, with a daily noon-time reference spectrum.  For both BrO and 

O4, wavelengths were calibrated against the solar spectrum daily based on the reference solar 

Atlas [Kurucz et al., 1984].  Ozone measured at 223 K [Bogumil et al., 2003], NO2 measured at 

295 K [Vandaele et al., 1998], O4 [Greenblatt et al., 1990] with corrected wavelengths, BrO 

measured at 223 K [Fleischmann et al., 2004] and OClO measured at 204 K [Wahner et al., 

1987], and Ring [Chance and Spurr, 1997] cross-sections were all fit using QDOAS, with a third  

                                                 
*
 Personal communication with K. Chance on 7 January 2009. 
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Figure 8.10: Ozonesonde mixing ratio profiles above Eureka for spring 2008. 

 

order polynomial.  A first order offset correction was also applied to correct for dark current and 

stray light.  Measurements were filtered for RMS < 0.001.  The timeseries of the MAX-DOAS 

BrO and O4 DSCDs are shown in Figure 8.11.    O4 can be used to identify path enhancement by 

clouds, as described in Section 1.3.5.  Note that only 90°, 15°, and 1° elevations for SZA < 80° 

are shown here, so that measurements can be more easily distinguished.  The evolution of the 

DSCD at elevation 1° gives the strongest indication of boundary layer BrO.  A large peak in BrO 

is observed around day 102.  Elevated values are also observed for days ~127 and ~139.  These 

values do not coincide with high values of O4, suggesting that the peaks are caused by enhanced 

BrO and not enhanced scattering. 

Figure 8.12 shows ozonesonde profiles above Eureka in 2010, with the elevation of the PEARL 

Ridge Lab marked by the black dotted line.  Low ozone mixing ratios are observed during much 

of the spring.  Ozonesondes were not launched on days 102 and 127.  However, a sonde 

launched on day 139 indicates low ozone mixing ratios above PEARL.  This is consistent with 

elevated tropospheric BrO during a bromine explosion leading to lower ozone mixing ratios. 
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Figure 8.11: PEARL-GBS MAX-DOAS (a) BrO and (b) O4 measurements for spring 2010.  Note that 

DSCDs were also measured for elevations 2, 4, 10 and 30, but are not shown here to enhance visibility. 
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Figure 8.12: Ozonesonde measurements above Eureka in spring 2010 for days indicated in legend.  The 

elevation of PEARL Ridge Lab is indicated by the horizontal dashed line. 

 

8.3 Summary 

Stratospheric and tropospheric BrO were measured above Eureka using the GBS instruments.  

For spring 2008, UT-GBS zenith-sky measurements, BrO DSCDs were retrieved using DOAS 

and direct-fit analysis methods.  The direct-fit analysis yielded lower fitting errors.  BrO columns 

were retrieved using an optimal estimation method for three a priori profiles.  Forward model 

tests and averaging kernels indicate that columns have limited sensitivity to the lower 

stratosphere when SZA > 85°, as expected for the zenith-sky viewing geometry.   

GBS 15-35 km partial columns at SZA 85° were compared with OSIRIS zonally averaged 15-35 

km partial columns.  SZA 85° was selected because this yielded good sensitivity to the middle 
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stratosphere.  The GBS measurements were systematically larger than the OSIRIS 

measurements, with a mean relative difference of +47% to +52%.  Poor correlation (R2 < 0.1) 

was observed between these datasets, perhaps because the OSIRIS measurements were zonally 

averaged and therefore did not represent measurements directly above Eureka.   

GBS 10-60 km partial columns were compared against OMI total column measurements within 

±0.25° of Eureka.  GBS partial columns were systematically lower than the OMI columns, with 

mean relative differences of approximately -50 to -71%, depending on the GBS a priori profile.  

Furthermore, poor correlation (R2 < 0.1) was observed between GBS and OMI measurements.  

The bias between the GBS and OMI may be caused partly by the different wavelength ranges of 

the GBS and OMI DSCD retrievals.  Furthermore, tropospheric bromine, and in particular 

boundary layer bromine explosions, likely lead to discrepancies between the GBS 10-60 km 

partial columns, which are not sensitive to the troposphere, and OMI total column measurements. 

This demonstrates some of the challenges of BrO measurement and validation.  DSCD and 

column retrievals are complicated by low signal and the strong diurnal variation of BrO.  

Furthermore, the validation of BrO is difficult as instruments sample BrO at different SZAs and 

the altitude sensitivities and footprints of remote sensing instruments vary. 

Tropospheric BrO was measured in spring 2010 using PEARL-GBS MAX-DOAS 

measurements.  These are the first Arctic MAX-DOAS measurements taken by the GBS.  

Several episodes of elevated BrO were observed, suggesting that bromine explosions occurred 

above PEARL.  In the future, the MAX-DOAS measurements may be combined with direct-sun 

and zenith-sky measurements to calculate the bromine budget from the boundary layer to the 

stratosphere above Eureka. 
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9 Conclusions 

9.1 Summary of Thesis 

Measurements of ozone, NO2, OClO, BrO, and HCHO were obtained using two ground-based 

UV-visible spectrometers.  An accurate and well-characterized dataset was produced through 

instrument testing, consistent data analysis and quality control, and extensive validation against 

other instruments.  Using the resulting 11-year dataset, the following scientific questions were 

addressed: 

 How well do ACE and OSIRIS satellite ozone and NO2 measurements agree with ground-

based measurements at Eureka? 

 Is our current understanding of stratospheric odd-nitrogen photochemistry correct? 

 How did the record 2011 Arctic ozone depletion compare to previous years? 

 How much BrO is there above Eureka and how is it distributed in altitude? 

The UT-GBS and PEARL-GBS are UV-visible triple-grating spectrometers.  The UT-GBS has 

been deployed at Eureka on a campaign basis since 1999.  The PEARL-GBS was permanently 

installed at Eureka in August 2006.  Several changes were made to the GBSs between 2008 and 

2011.  In 2008, the UT Suntracker was installed above the PEARL-GBS, allowing for new 

direct-sun and MAX-DOAS measurements.  In 2009, light leaks to both instruments were 

corrected and, in 2010, the resolution of both instruments was improved through modifications to 

the input optics. 

The PEARL-GBS was accepted as an NDACC instrument in 2009.  NDACC is a network 

committed to the long-term monitoring of atmospheric composition.  Therefore, the UT-GBS 

participated in a formal NDACC intercomparison campaign, CINDI, in Cabauw, Netherlands in 

summer 2009.  UT-GBS zenith-sky NO2 DSCDs, measured during the formal semi-blind part of 

the campaign, agreed well with other DOAS instruments.  Therefore, the UT-GBS was deemed a 

suitable NDACC instrument.  Following the formal part of the campaign, the UT Suntracker was 

installed above the UT-GBS and the first ever GBS MAX-DOAS measurements were taken.  
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GBS MAX-DOAS NO2 and HCHO DSCDs agreed well with other MAX-DOAS instruments.  

The comparisons performed during CINDI contribute to the assessment of the accuracy of 

remote-sensing trace gas measurements. 

GBS ozone and NO2 columns above Eureka were retrieved for 1999-2011, using a consistent 

data analysis technique.  Data analysis software and data quality thresholds were developed so 

that data could be analyzed quickly and consistently over a long time-period.  Fitting parameters 

were monitored, leading to the identification several data quality problems, such as decreased 

measurement quality in the summer, systematic errors introduced by neutral density filters, and 

polarization errors.  A new error budget was calculated to take these uncertainties into account.  

Ozone total columns measured by the GBS and SAOZ DOAS instruments, and retrieved with the 

new NDACC guidelines for ozone [Hendrick et al., 2011],  agree to within 3.2%.  The DOAS 

ozone columns agree with the Brewer spectrophotometers with mean relative differences that are 

smaller than 1.5%.  This suggests that, for the GBS and SAOZ, the new NDACC data guidelines 

were successful in producing a homogenous and accurate ozone dataset at 80°N. 

Ozone and NO2 measured at Eureka by the GBS, SAOZ, Brewer spectrophotometers, and Bruker 

FTIR were used to validate OSIRIS and ACE, which have been taking measurements from space 

since 2001 and 2003 respectively.  Satellite 14-52 km ozone and 17-40 km NO2 partial columns 

within 500 km of Eureka were calculated for ACE-FTS v2.2 plus updates, ACE-FTS v3.0, 

ACE-MAESTRO v1.2 and OSIRIS SaskMART v5.0x ozone and Optimal Estimation v3.0 NO2 

data products.  The new ACE-FTS v3.0 and the validated ACE-FTS v2.2 partial columns are 

nearly identical, with mean relative differences of 0.0±0.2% for ozone and -0.2±0.1% for v2.2 

minus v3.3 NO2.  Ozone columns were constructed from 14-52 km satellite and 0-14 km 

ozonesonde partial columns and compared with the ground-based total column measurements.  

The satellite-plus-sonde measurements agree with the ground-based ozone total columns with 

mean relative differences of 0.1-7.3%.  For NO2, partial columns from 17 km upward were 

scaled to noon using a photochemical model.  Mean relative differences between OSIRIS, 

ACE-FTS and ground-based NO2 measurements do not exceed 20%.  ACE-MAESTRO 

measures more NO2 than the other instruments, with mean relative differences of 25-52%.  

Seasonal variation in the differences between NO2 partial columns is observed, suggesting that 

there are systematic errors in the measurements, the photochemical model corrections, and/or in 
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the coincidence criteria.  The differences between satellite and ground-based measurements do 

not show any obvious trends over the missions, indicating that both the ACE and OSIRIS 

instruments continue to perform well.  Continued long-term validation of datasets such as these 

is essential for the study of stratospheric variability under climate change. 

On 1 August 2008, a solar eclipse of 98% totality passed over Eureka.  During the eclipse, the 

PEARL-GBS measured SCDs and VCDs of ozone up to 82% occultation and NO2 up to 96% 

occultation, beyond which low light intensities and changes in the solar spectrum due to 

limb-darkening compromised data quality.  Ozone VCDs during the eclipse remained within 

natural variability.  Measured NO2 SCDs increased and decreased symmetrically around the 

eclipse maximum.  NO2 SCDs were also calculated using a photochemical model and a 

one-dimensional radiative transfer model.  The modeled ratio of eclipse day SCDs to the 

previous day’s SCDs was compared to the measurements.  They agreed within error bars leading 

up to maximum occultation, but the model ratio was systematically larger than the measured 

ratio for the second half of the eclipse, perhaps due to changing cloud conditions throughout the 

eclipse.  The measured NO2 SCD ratio of 1.84 12.0
43.0


 at 96% totality is larger than observed in past 

studies and agrees with modeled ratio of 1.91.  Therefore our current understanding of 

stratospheric photochemistry and NOx rate constants are sufficient to predict the evolution of 

NOx chemistry through a solar eclipse. 

Unusually cold conditions in Arctic winter 2010/11 led to large stratospheric ozone loss.  We 

investigated this with UV-visible measurements made at Eureka, Canada (80.05°N, 86.42°W) 

from 1999-2011.  For 8-22 March 2011, OClO was enhanced, indicating chlorine activation above 

Eureka.  Ozone columns were lower than in any other year in the record, reaching minima of 237 

DU and 247 DU in two datasets.  The average NO2 column inside the vortex, measured at visible 

and UV wavelengths, was 46±30% and 45±27% lower in 2011 than the average NO2 column from 

previous years.  Ozone column loss was estimated from two ozone datasets, using a modeled 

passive ozone tracer.  For 12-20 March 2011, the average ozone loss was 27% and 29% (99 DU 

and 108 DU).  The largest percent ozone loss in the 11-year record of 47% (250 DU and 251 DU) 

was observed on 5 April 2011.  This work complements other studies on the topic of the severe 
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2011 ozone depletion [Balis et al., 2011; Manney et al., 2011; Lindenmaier et al., 2012], through 

the inclusion of NO2 and OClO measurements. 

As the polar vortex moved away from Eureka and broke up in 2011, unusual ozone and NO2 

columns were measured.  This was investigated using OSIRIS and OMI satellite data, dynamical 

parameters, and GMI model output.  In April, NOx was enhanced due to descent from higher 

altitudes and horizontal transport from lower latitudes.  Due to high temperatures, chemical NO2 

production was favoured.  This led to NO2 total columns above Eureka that were approximately 

two times larger than in previous years.  Elevated NOx resulted in more ozone loss in the middle 

stratosphere, causing ozone columns above Eureka to decrease more rapidly through April/May 

than in previous years.  Vortex fragments, a frozen-in anticyclone, and an ozone mini-hole were 

also observed above Eureka in April/May 2011.  Therefore, the 2011 stratospheric warming was 

also unusual in the context of previous years due to chemical and dynamical effects. 

BrO was also retrieved from GBS spectra.  For spring 2008, zenith-sky DSCDs were retrieved 

using both QDOAS and a direct-fit technique.  The direct-fit DSCDs were 8-24% smaller than 

the DOAS DSCDs.   Due to smaller fitting errors, the direct-fit DSCDs were used.  Stratospheric 

partial columns were calculated using an optimal estimation profile retrieval.  The altitude 

sensitivity of these measurements was investigated using several a priori profiles and limitations 

of the retrieval, particularly in the lower stratosphere, were identified.  These partial columns 

were then compared with OMI and OSIRIS satellite BrO measurements.  The mean relative 

difference between GBS and OSIRIS 15-35 km partial columns was +47% to +52%.  

Discrepancies between these measurements may be due in part to the low 0.6-0.9 DOFS in the 

GBS 15-35 km partial columns and heavy reliance on the fixed a priori profile.  The mean 

relative difference between GBS 10-60 km partial columns and OMI total columns was -50% to 

+71%.  This may be due partly to the wavelength regions selected for the GBS and OMI DOAS 

retrievals.  Furthermore, some of the discrepancies between these measurements may be 

attributed to bromine explosions in the boundary layer, to which the GBS zenith-sky 

measurements are not sensitive.  In order to address this, MAX-DOAS BrO measurements, 

which are sensitive to the boundary layer, were acquired in spring 2010 and 2011.  In 2010, 

MAX-DOAS BrO was elevated during several periods, suggesting that these measurements 
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captured bromine explosions.  Therefore, progress was made toward measuring the BrO profile 

above Eureka. 

9.2 Implications 

This thesis demonstrates several ways in which long-term ground-based datasets are of value. In 

Chapters 3, 5 and 8, ozone, NO2, and BrO measurements are used to evaluate the quality of other 

ground-based and satellite datasets, particularly those made on the ACE and Odin missions.  This 

is particularly important in the High Arctic, where measurements are challenging due to, e.g., 

available sunlight and logistics, and are therefore scarce.  Chemical reaction rates, such as the 

NO2 photolysis rate, are measured in the laboratory, often with large uncertainties, particularly at 

stratospheric temperatures [e.g., Sanders et al., 2011].  In this thesis, NO2 photolysis rates are 

assessed using field measurements throughout the diurnal cycle  (Figure 5.3) and during a solar 

eclipse (Chapter 6).  A chemistry transport model dataset was also compared with the ground-

based measurements (Figure 7.8).  Therefore, this thesis demonstrates the usefulness of long-

term datasets for the evaluation of satellite, lab-based, and model datasets. 

Additionally, atmospheric processes can be investigated with consistent long-term datasets.  The 

severe ozone depletion in spring 2011 was largely unexpected.  The assessment of this event 

with ground-based ozone, NO2, and OClO measurements in the context of previous years 

supported suggestions that the low ozone could be explained given the low temperatures in 

spring 2011 [e.g., Manney et al., 2011].  Furthermore, this dataset was used to identify the 

unusual NO2 increases as the polar vortex warmed in April/May 2011.  These data were then 

complemented by satellite and chemistry transport model profiles and the evolution of ozone and 

NO2 through this warming were assessed.  Therefore, contributions were made toward 

identifying and understanding unusual events in the polar stratosphere. 

There are many open questions about BrO, as discussed in Section 1.1.1.1.  Measurements of 

BrO columns from various satellite and ground-based instruments often disagree by a factor of 

two, depending on basic analysis parameters, such the wavelength fitting interval of the 

retrievals.  Furthermore, the altitude distribution of BrO is often unknown as boundary layer 

bromine explosions can contribute significantly to satellite measurements.  Since BrO has 

absorption features at UV wavelengths, DOAS instruments are well suited for the measurement 
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of BrO.  Furthermore, direct-sun and MAX-DOAS viewing geometries can be used in order to 

gain altitude information.  While these techniques are challenging, the ground-based BrO 

measurements presented in Chapter 8 of this thesis have the potential to tackle some of these 

questions. 

9.3 Suggested Future Work 

A long-term GBS ozone and NO2 dataset was retrieved and validated against other instruments at 

PEARL.  This dataset was used to investigate the unusual spring 2011 in the context of previous 

years.  Spring-time ozone and NO2 also show large variability in 2000, 2005 and 2007 (see 

Figure 4.10 and Figure 4.11), years in which the polar vortex was above Eureka.  Summertime 

NO2 is also variable (see Figure 4.9), with lower values observed in August 2007 and 2009 than 

in 2008 and 2010.  These events could be investigating using other datasets at PEARL, including 

long-term FTIR measurements [Lindenmaier et al., 2012], and NDACC DOAS measurements at 

other sites.  Furthermore, as demonstrated in Section 7.3, satellite, dynamical, and model data 

can be combined to interpret ground-based total column measurements. 

The GBSs do not currently measure during the three months of polar night.  Using the UT 

Suntracker, lunar measurements were tested for one twilight in 2008 and DSCDs of ozone were 

successfully retrieved.  Unfortunately, various instrument failures and housing challenges 

prevented acquisition of lunar measurements in subsequent winters.  This technique could be 

used in the future to measure ozone, and perhaps NO3 [Wagner et al., 2000] during polar night. 

Recently, significant disagreement was observed between OClO from measurements and a 

photochemical model (see Section 1.1.1.1; Oetjen et al. [2011]).  GBS OClO, BrO, NO2, and 

ozone at various SZAs; Bruker FTIR measurements of ozone, HCl, HNO3, and ClONO2; and a 

photochemical model could be used to assess these discrepancies.  Furthermore, PSCs could be 

retrieved from the GBS measurements, using the colour index technique [Sarkissian et al., 

1991].   

BrO stratospheric partial columns and MAX-DOAS DSCDs were successfully retrieved from 

GBS data.  In the future, a timeseries of stratospheric BrO partial columns for spring 2007-2011 

should be retrieved.  These partial columns could be compared with satellite and model datasets 
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in order to determine the stratospheric BrO budget and the contributions from very short-lived 

substances.  Boundary layer partial columns of BrO could be retrieved from MAX-DOAS 

measurements using optimal estimation techniques.  This tropospheric information could be used 

to improve interpretation of satellite total column measurements.  Furthermore, boundary layer 

partial columns could be used to identify the mechanisms by which bromine explosions evolve.  

Eureka is an excellent location for these studies because bromine explosions occur regularly 

[Tarasick and Bottenheim, 2002] and several other boundary layer datasets, including 

ozonesondes, weather data, and PEARL instrumentation, are available. 

Despite recent improvements to the GBS instruments, the residuals of GBS DOAS fits are still 

larger than for some research groups.  Several changes could be made to the instruments in order 

to improve the quality of GBS BrO measurements.  Temperature control would reduce 

wavelength shifts and stretches between noon and twilight spectra.  Furthermore, the input optics 

of the instruments, particularly the UT-GBS, cause optical aberrations.  Therefore, the removal 

of the F# matcher is currently being tested by Xiaoyi Zhao through the direct coupling of a fibre 

bundle to the slit of the instrument.  This may also increase the signal-to-noise ratio, which, 

based on the large improvements in OClO fits after averaging spectra, should significantly 

improve data quality.  Finally, the polarization effects in the spectra could be tested and, if 

possible, corrected. 

New direct-sun measurements were acquired from spring 2008-2011.  However, BrO was not 

retrieved from these measurements due to large residuals in the DOAS retrievals.  This may be 

caused by drift in the passive tracking throughout the day.  This could be reduced through 

improved correction algorithms [Merlaud, 2011] or through active tracking, which has been 

implemented for FTIR instruments by Dalhousie University.  Furthermore, neutral density filters 

that are used to attenuate direct-sunlight were found to significantly reduce the quality of 

zenith-sky measurements and could be tested, and perhaps replaced.  If direct-sun BrO 

measurements are successfully obtained, stratospheric and tropospheric partial columns of BrO 

can be retrieved [Schofield et al., 2004a].  This would yield the lower-stratospheric and 

upper-tropospheric information that is missing from the zenith-sky and MAX-DOAS 

measurements.  Therefore, low-resolution BrO profiles could be derived above Eureka and used 

to evaluate the Arctic bromine budget. 
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Overall, this thesis presents a new 11-year ground-based dataset that can be used to assess the 

variability of the stratosphere and troposphere.  These measurements have been carefully 

characterized and validated and data analysis has been automated and standardized.  Hopefully, 

this marks the beginning of a consistent multi-decade dataset that will be used to assess Arctic 

composition trends. 
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Appendices 

 

A. Useful Dynamical Parameters 

Several dynamical parameters are used throughout this work in order to assess stratospheric 

dynamics.  The potential vorticity (PV) is a conserved quantity under adiabatic processes.  PV is 

defined as 








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




1
PV ,       (A.1) 

where ρ is the density and η is the absolute vorticity, a measure of rotation.  The gradient of the 

potential temperature gives a measure of the stratification.  Since PV is conserved, it is a useful 

quantity to follow the air-flow of parcels. 

PV increases with altitude.  Therefore, scaled PV (sPV) [Dunkerton and Delisi, 1986] is 

calculated to yield similar values at potential temperature levels throughout the stratosphere.  

sPV values used in this thesis were calculated by dividing PV by ∂θ/∂p, assuming that the lapse 

rate dT/dz is 1 K/km and the pressure at the 500-K potential temperature level is 54 hPa [Manney 

et al., 1994].  sPV values of 1.6x10-4 s-1 and 1.2x10-4 s-1 are used to define the inner and outer 

vortex edges, respectively [Manney et al., 2007]. 

Equivalent latitude (EqL) is a vortex-centred coordinate system [Butchart and Remsberg, 1986], 

for which the centre of the vortex is located at 90° EqL and the vortex edge is located at 

approximately 60° EqL.  If there were no waves, in Northern Hemisphere winter, constant PV 

contours would coincide with latitude bands, with higher PV at higher latitudes.  Therefore, these 

PV contours can be associated with an EqL.  Waves cause these PV contours (and therefore EqL 

contours) to move away from the pole, so that they are no longer symmetric in latitude.  
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B. Treatment of Systematic Residuals in Ozone DSCDs 

For both the UT-GBS and PEARL-GBS, intermittent systematic residuals appeared in the DOAS 

ozone fits.  In order to quantify the impact of this residual and correct for it, DOAS analyses 

were performed on the data without any cross-sections, including only a third order polynomial.  

A clear day from summer 2007 was analyzed.  Residuals from other clear-sky days, in other 

years, were consistent with the one selected.  The residuals of this analysis were observed for 

near-noon SZA, to avoid contributions from atmospheric trace gases.  These residuals are shown 

in Figure B.1 in red for the UT-GBS (panel a) and the PEARL-GBS (panel b) for the 600 gr/mm 

gratings.  The DODs of these residuals are on the same order as twilight ozone DODs at Eureka 

during the summertime.  Therefore, they introduce significant errors to the measurements. 

In order to characterize and correct for these residuals, they were smoothed using running 

averages and included as cross-sections in the ozone DOAS analysis.  These will be referred to 

as “residual cross-sections”, and the magnitude of their fit will be referred to as the “residual 

DSCD”.  The DOAS ozone fits with the smallest RMS corresponded to the residual 

cross-sections shown in black in Figure B.1.  These were calculated using a running average of 

100 points (~10 nm) for the UT-GBS (panel a) and 20 points (~2 nm) for the PEARL-GBS 

(panel b).  The PEARL-GBS residual cross-section could not be smoothed further due to the 

sharp peak in at 490 nm.   

These residual cross-sections were fit in the ozone retrievals for the full UT-GBS and 

PEARL-GBS time-series 600 gr/mm datasets.  They fit the entire time-series very well, 

indicating that the shape of the residual is constant.  The residual DSCDs were scaled so that a 

residual DSCD of 1 corresponds to a DOD of 0.01.  In order to identify the cause of these 

residuals, they were plotted against various parameters, such as dark current and exposure time.  

The largest systematic trends were observed against SZA and solar azimuth angle, as shown in 

Figure B.2 for UT-GBS measurements in 2007 (panel a), 2008 (panel c), 2009 (panel e), and 

2010 (panel g) and for PEARL-GBS measurements in 2007 (panel b), 2008 (panel d), 2009 

(panel f), and 2010 (panel h).  The PEARL-GBS residual DSCDs are much larger in 2007 and 

2008 than in 2009 and 2010.  This may be because light-leaks to the instrument were corrected in  
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Figure B.1: Systematic residual in 600 gr/mm grating UT-GBS on  (panel a) and PEARL-GBS (panel b) 

ozone measurements (red) and smoothed (black).  The smoothed residuals were fit in the DOAS analysis. 



 

281 

 

 

Figure B.2: Magnitude of the residual DSCD shown in colour-scale, plotted against SZA and solar 

azimuth angle for UT-GBS measurements in 2007 (panel a), 2008 (panel c), 2009 (panel e), and 2010 

(panel g) and for PEARL-GBS measurements in 2007 (panel b), 2008 (panel d), 2009 (panel f), and 2010 

(panel h). 
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Spring 2009, as discussed in Section 2.3.1 or because the instrument was moved and the input 

optics were readjusted.   

For most days, there is a systematic drift in the residual strength with respect to the SZA and 

solar azimuth angle.  The peaks (and minima) in the residual are separated by solar azimuth 

angles of 180°.  This suggests that this error is due to polarization effects in the spectrometer.  

This is unexpected because polarization tests have never shown strong polarization patterns in 

either spectrometer [Farahani, 2006; Fraser, 2008].  Perhaps the polarization effect is a result of 

light entering in the instrument through light leaks.  This would explain why the PEARL-GBS 

residual DSCDs decrease sharply in 2009, after the light-leaks were covered.  Further laboratory 

tests of instrument polarization are required to properly quantify these problems. 

Considerable effort was made to remove this residual from the spectra without including the 

residual in the DOAS fits.  Various wavelength calibration schemes, shifts and stretches, and 

wavelength intervals were tested in QDOAS and did not improve the quality of the fits.  Some of 

these methods improved results for several days, but none of them consistently improved the 

datasets over the full time period.  By increasing the polynomial from 3 to 5, the RMS of the 

DOAS fits was improved, but the ozone DSCDs became unrealistic, with large negative values at 

twilight in summer.  

Since a simple solution to this residual problem was not found, a study was performed on the 

UT-GBS and PEARL-GBS ozone DSCDs for days 54-59 (23-28 February) 2007 when both 

instruments were taking zenith-sky, 600 gr/mm measurements.  Figure B.3 shows ozone DSCDs 

from February 2007 retrieved including (blue stars) and excluding (red circles) the residual 

cross-sections in the DOAS fits for the UT-GBS (panel a) and the PEARL-GBS (panel b).  The 

difference between the retrieved DSCDs, including and excluding the residual cross-sections, is 

also shown for the UT-GBS (panel c) and the PEARL-GBS (panel d).  The inclusion or 

exclusion of the residual cross-section has a small impact on the UT-GBS measurements, which 

may be due to the small values of the residual DSCD for the UT-GBS (panel e).  This means that 

the UT-GBS for this time period is a good baseline for comparison with the PEARL-GBS.  

Contrarily, the PEARL-GBS ozone DSCDs are impacted greatly by the exclusion or inclusion of  
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Figure B.3: Ozone DSCDs from February 2007 retrieved including (blue stars) and excluding (red circles) 

the residual cross-sections in the DOAS fits for (a) the UT-GBS and (b) the PEARL-GBS.  The difference 

between the residual fit ozone DSCD and the non-residual fit DSCD for the UT-GBS (c) and 

PEARL-GBS (d) and the magnitude of the residual fit DSCD for the UT-GBS (e) and the PEARL-GBS 

(f). 
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the residual cross-section.  This may be because the magnitude of the fit residual SCD (panel f) 

is very large. 

In order to assess the magnitude of these effects, the UT-GBS ozone DSCDs were subtracted 

from the PEARL-GBS DSCDs which included the residual fit.  These were all plotted against the 

PEARL-GBS residual DSCD and are shown in Figure B.4.  The R2 value is 0.97, indicating that 

the PEARL-GBS ozone values are very well correlated with the magnitude of the residual 

cross-section.  Multiple attempts were made to reduce this correlation by building different 

residual cross-sections, introducing gaps in the DOAS analysis, and orthogonalizing the residual 

and ozone cross-sections in QDOAS.  Unfortunately, none of these techniques worked.  

Therefore, a linear fit, with the y-intercept forced to 0 mol/cm2 was applied to the dataset and is 

shown in black.  PEARL-GBS ozone DSCDs from 2006-2010 were corrected by adding the 

slope of this line (4.4x1018 mol/cm2) multiplied the magnitude of the residual DSCD for each 

measurement.   

 

 

Figure B.4: PEARL-GBS ozone DSCDs retrieved including residual fit minus UT-GBS ozone DSCDs 

retrieved without residual fit plotted against PEARL-GBS residual DSCD (circles) and linear fit, with 

y-intercept forced at 0 mol/cm2 (black line). 
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Since this method is unusual, the PEARL-GBS and UT-GBS DSCDs were compared extensively 

(see Section 4.1.4) and VCDs were validated against numerous instruments (see Chapter 5).  

Good agreement with other instruments was observed, suggesting that this correction method 

was successful.  Furthermore, the magnitudes of the residual fits were taken into account during 

error analysis (see Section 4.3).   

Similar residuals were not apparent in DOAS fits for NO2, BrO, OClO, or HCHO.  This may be 

because the fitting window for ozone is larger than for the other trace gases or perhaps the 

polarization effects are only present for wavelengths > 450 nm, for which only ozone is 

retrieved. 
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C. Instruments at Eureka 

The text below describes the ground-based Eureka datasets that are used throughout this thesis. 

SAOZ DOAS Instruments 

SAOZ [Pommereau and Goutail, 1988] instruments are deployed in a global network for 

measurements of stratospheric trace gases and are NDACC-certified.  A SAOZ instrument was 

deployed at the PEARL Ridge Lab during each spring for the 2005-2011 Canadian Arctic ACE 

Validation Campaigns.  SAOZ-15 and SAOZ-7 were deployed from 2005-2009 and 2010-2011, 

respectively.  For 2008-2009 and 2011, the SAOZ instrument took measurements outside on the 

roof of the PEARL Ridge Lab, while in other years the SAOZ instrument was installed inside the 

PEARL Ridge Lab and took measurements through a UV-visible transparent window.   

SAOZ-15 and SAOZ-7 are UV-visible grating spectrometers which measure in the 270-620 nm 

region with 1.0 nm resolution and a 10° field-of-view.  They record spectra on uncooled 

1024-pixel linear diode array detectors every fifteen minutes during the day and continuously 

between SZA 80-95°.  SAOZ-15 and SAOZ-7 were both deployed during the CINDI campaign 

in Cabauw, Netherlands (51.97°N, 4.93°E) [Roscoe et al., 2010; Piters et al., 2012] and showed 

excellent agreement with each other, despite slight differences in the instrument reference 

spectra.  Therefore, the SAOZ-15 and SAOZ-7 measurements were considered as a single SAOZ 

throughout this thesis. 

SAOZ ozone VCDs were retrieved using the settings recommended by the NDACC UV-visible 

working group [Hendrick et al., 2011].  Ozone DSCDs were retrieved using in-house software, 

with a single yearly reference spectrum in the 450-550 nm window.  Wavelengths were 

calibrated against the solar spectrum based on the reference solar atlas [Kurucz et al., 1984].  The 

following cross-sections were all fit during the DOAS procedure: ozone measured at 223 K 

[Bogumil et al., 2003], NO2 measured at 220 K [Vandaele et al., 1998], H2O [converted from 

line parameters given in Rothman et al., 2003], O4 [Hermans, 2004], and Ring [Chance and 

Spurr, 1997].  DSCDs were converted to VCDs using the NDACC AMF LUTs [Hendrick et al., 

2011].  Daily AMFs were extracted from these LUTs based on the latitude and elevation of the 

PEARL Ridge Lab, day of year, sunrise or sunset conditions, wavelength, SZA, surface albedo, 
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and ozone SCD.  A single average of monthly average reference column densities was calculated 

for each spring.  For ozone, the estimated total error is 5.9% [Hendrick et al., 2011].   

SAOZ NO2 DSCDs were retrieved using the same methods and cross-sections as for ozone, in 

the 410-530 nm range, with a gap from 427-433 nm.  SAOZ data were analyzed with a single set 

of AMFs constructed from an average of summer evening composite profiles derived from 

POAM III (Polar Ozone and Aerosol Measurement) and SAOZ balloon measurements in the 

Arctic.  30% of the NO2 in this profile is below 17 km.  These SAOZ Arctic AMFs produce total 

columns of NO2.  For NO2, the precision and accuracy are estimated at 1.5x1014 mol/cm2 and 

10%, respectively.  When applied to the 2005-2011 Eureka measurements and added in 

quadrature, this yields an average 13.2% total error in NO2.  SAOZ data were provided by F. 

Goutail and A. Pazmino. 

CANDAC Bruker FTIR 

The CANDAC Bruker IFS 125HR FTIR is an NDACC-certified instrument that was installed 

inside the PEARL Ridge Lab in 2006 and is described in depth by Batchelor et al. [2009].  The 

Bruker FTIR records spectra on either an InSb or HgCdTe detector.  A KBr beamsplitter is used 

and eight narrow-band interference filters cover the range of 600-4300 cm-1.  Solar absorption 

measurements consist of two to four co-added spectra recorded in both the forward and 

backward direction.  Each measurement takes about 6 minutes and has a resolution of 0.0035 

cm-1.  No apodization is applied to the measurements. 

The Bruker FTIR ozone and NO2 measurements are described by Batchelor et al. [2009] and 

Lindenmaier et al. [2010; 2011].  The SFIT2 Version 3.92c (v3.92c) algorithm [Pougatchev et 

al., 1995] and HITRAN 2004 [Rothman et al., 2005a] with updates were used in order to 

produce VMR profiles of the species using the optimal estimation technique.  Ozone 14-52 km 

partial columns and total columns were retrieved in the 1000.0-1005 cm-1 microwindow.  Ozone 

has uncertainties of 4.3% for total columns and 3.8% for partial columns.  NO2 17-40 km partial 

columns were retrieved in five microwindows between 2914.590 and 2924.925 cm-1 with a mean 

uncertainty of 15.0%.  Only NO2 partial columns for SZA smaller than 80° were included in this 

study, due to oscillations in the NO2 profiles for larger SZA.  Bruker data were provided by R. 

Lindenmaier. 
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Brewer spectrophotometers 

Brewer spectrophotometers measure total ozone columns using direct and scattered sunlight at 

UV wavelengths [e.g., Savastiouk and McElroy, 2005].  Four Brewer spectrophotometers took 

measurements from 2004-2011 at both the PEARL Ridge Lab and the Eureka Weather Station.  

Brewers #021 and #192 are both MKIII double monochromaters, which took measurements from 

2004-2011 and 2010-2011 respectively.  Brewer #069, a MKV single monochromator, took 

measurements from 2004-2011 and Brewer #007, a MKIV single monochromator, took 

measurements from 2005-2011.  Data were analyzed using the standard Brewer algorithm [Lam 

et al., 2007], with small changes to the analysis parameters due to the high latitude of the 

measurements.  The AMF was limited to be smaller than 5 instead of 3.5, which is acceptable 

under low ozone conditions and allows for more days with good data in the winter months.  

Furthermore, the ozone layer was set at 18 km instead of 22 km to better reflect Arctic 

conditions.  For each day, ozone data from all available instruments were averaged to create one 

Brewer dataset.  The random error in Brewer measurements is typically less than 1% [Savastiouk 

and McElroy, 2005].  Brewer data were provided by V. Savastiouk. 

Ozonesondes 

Ozonesondes are launched on a weekly basis from the Eureka Weather Station [Tarasick et al., 

2005].  During the intensive phase of the Canadian Arctic ACE Validation Campaigns 

2004-2011, ozonesondes were launched daily at 23:15 UTC, while, on occasion, the launch time 

was altered to match a satellite measurement.  Additional ozonesondes were launched as a part of 

Determination of Stratospheric Polar Ozone Losses (Match) campaigns.  Total columns derived 

from ozonesondes have errors of 5% [Tarasick et al., 2005].  Ozonesonde data were provided by 

Environment Canada. 
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D. Satellite Instruments 

The text below describes the satellite datasets that are used throughout this thesis. 

OSIRIS 

OSIRIS was launched aboard the Odin spacecraft in February 2001 [Murtagh et al., 2002; 

Llewellyn et al., 2004].  It observes limb-radiance profiles with a 1-km vertical field-of-view 

over altitudes ranging from approximately 10-100 km, with coverage of 82.2°N to 82.2°S.  The 

grating Optical Spectrograph measures scattered sunlight from 280-800 nm, with 1-nm spectral 

resolution.  The OSIRIS 25-km tangent height is within 500 km of Eureka several times per day 

and measurements of ozone, aerosol, and NO2 are taken during the sunlit part of the year.  

The SaskMART Multiplicative Algebraic Reconstruction Technique [Degenstein et al., 2009] 

v5.0x (v5.0.1 and v5.0.6) ozone and aerosol were used in this study.  Ozone absorption 

information in both the UV and visible parts of the spectrum is used to retrieve number density 

profiles from 60 km to the cloud tops (down to a minimum of 10 km in the absence of clouds).  

OSIRIS ozone VMRs, calculated using European Centre for Medium-Range Weather Forecasts 

(ECMWF) number density and neutral density profiles, are also available.  SaskMART v5.0x 

ozone profiles agree with those from SAGE II (Stratospheric Aerosol and Gas Experiment) to 

within 2% from 18-53 km [Degenstein et al., 2009].  Random errors due to instrument noise in 

14-52 km partial column measurements within 500 km of Eureka, calculated for a subset of the 

measurements, were 3.7% on average.  Systematic and other errors are expected to be on the 

same order as the instrument noise.  SaskMART aerosol extinction at 750 nm [Bourassa et al., 

2007] is retrieved with an assumed height profile and particle size distribution.  OSIRIS aerosol 

agrees with SAGE II and SAGE III measurements to within 15% for the lower stratosphere 

[Bourassa et al., 2012]. 

For NO2, the v3.0 Optimal Estimation data product was used.  NO2 slant column densities 

(SCDs) are retrieved using the DOAS technique in the 435-451 nm range.  These SCDs are 

converted to number density profiles from 10-46 km using an optimal estimation inversion, with 

high response for 15-42 km [Brohede et al., 2008].  OSIRIS NO2 VMRs, calculated from 

ECMWF number density and neutral density profiles, are also available.  The precision of these 
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measurements is 16% between 15-25 km and 6% between 25-35 km based on comparisons with 

other instruments [OSIRIS, 2011].  The average random error in 17-40 km NO2 partial columns 

within 500 km of Eureka was 6.8%. 

Zonally averaged BrO profiles were retrieved with the DOAS technique in the 346.0-376.6 nm 

wavelength range [McLinden et al., 2010].  Profiles were retrieved for 16-36 km using an 

optimal estimation inversion, with a priori profiles constructed using a photochemical model 

[McLinden et al., 2000].  Profiles have a precision of ~30% and vertical resolution of ~3-5 km 

through most of the retrieval range. 

ACE-FTS and ACE-MAESTRO 

ACE comprises two instruments, ACE-FTS and ACE-MAESTRO,  aboard the Canadian Space 

Agency’s SCISAT-1, a solar occultation satellite launched in August 2003 [Bernath et al., 2005].  

SCISAT-1 measures above Eureka near polar sunrise (February-March) and polar sunset 

(September-October).  ACE data are available at http://www.ace.uwaterloo.ca/. 

The ACE-FTS is a high-resolution (0.02 cm−1) infrared FTS instrument, operating from 

750-4400 cm−1, which measures more than 30 different atmospheric species.  Based on a detailed 

CO2 analysis, pressure and temperature profiles are calculated from the spectra using a global 

nonlinear least squares fitting algorithm.  Then VMR profiles are retrieved, also using a 

nonlinear least squares fitting algorithm.  ACE-FTS v2.2 data with the ozone update [Boone et 

al., 2005] as well as preliminary v3.0 data were included in this study.   

ACE-MAESTRO is a UV-visible-near-IR double spectrograph, with a resolution of 1.5-2.5 nm, 

and a wavelength range of 270-1040 nm [McElroy et al., 2007].  ACE-MAESTRO v1.2 visible 

ozone update and UV NO2 were used for this study.  ACE-MAESTRO VMRs were converted to 

number densities using pressure, temperature, and density information from the ACE-FTS v2.2 

data. 

When ACE ozone profiles are compared with other instruments, typical relative differences of 

+1 to +8% are found for ACE-FTS v2.2 measurements from 16-44 km and ±10% for 

ACE-MAESTRO measurements from 18-40 km [Dupuy et al., 2009].  For the 14-52 km ozone 
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partial columns used in this study, the average random errors were 1.4% for ACE-FTS v2.2, 

1.6% for ACE-FTS v3.0, and 1.3% for ACE-MAESTRO.  

For NO2, ACE-FTS v2.2 and ACE-MAESTRO typically agree with other satellite measurements 

to within ~25% from 23-40 km, with ACE-MAESTRO measuring higher VMRs than ACE-FTS 

[Kar et al., 2007; Kerzenmacher et al., 2008].  The average random error of the 17-40 km partial 

columns used in this study was 3.7% for ACE-FTS v2.2, 2.7% for ACE-FTS v3.0, and 2.3% for 

ACE-MAESTRO. 

OMI 

OMI [Levelt et al., 2006], on board the Earth Observing System Aura satellite, measures 

backscattered sunlight off of the Earth’s surface at UV and visible wavelengths.  OMI covers the 

globe daily, taking measurements in the sunlit part of the globe, with a nadir resolution which 

varies from 13x24 km2 to 24-48 km2. 

OMI-DOAS ozone total columns are retrieved using an algorithm that is based on the DOAS 

technique [Veefkind et al., 2006; Veefkind and Sneep, 2009].  Fits are performed in a 5 nm wide 

fitting window, centred at 334.1 nm.  AMFs are determined using a radiative transfer model.  

OMDOAO3 total columns have been validated extensively against other instruments and have 

been shown to agree typically within 2% or better, with a slight SZA dependence at high 

latitudes [e.g., McPeters et al., 2008 and references therein].  Hendrick et al. [2011] compared 

OMI-DOAS columns with high-latitude ground-based DOAS measurements to within ~5%.  

OMI-DOAS data are publically available at http://www.knmi.nl/omi. 

The Dutch OMI NO2 retrieval (DOMINO) stratospheric NO2 product was used in this study 

[Boersma et al., 2007; Boersma et al., 2011; Dirksen et al., 2011].  NO2 SCDs are retrieved 

using the DOAS technique in the 405-465 nm range.  SCDs are then assimilated in a CTM and 

assimilated stratospheric partial columns are produced.  DOMINO stratospheric NO2 agrees with 

ground-based measurements to within 0.3x1015 mol/cm2 (13%) [Dirksen et al., 2011].  OMI 

DOMINO NO2 is available at  http://www.temis.nl/airpollution/no2.html. 

OMI BrO SCDs were retrieved in the 319-347.5 nm window, using a direct-fitting technique 

[Chance, 1998; OMI, 2008].  SCDs were converted to VCDs using AMFs calculated with a 
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radiative transfer model, with varying surface albedo.  VCD 1σ uncertainties are estimated at 

±22% based on fitting residuals and agree with ground-based instrument to 15% [Salawitch et 

al., 2010].  OMI BrO VCDs were provided by T. Kurosu. 
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E. Model Datasets 

The text below describes the model datasets that are used throughout this thesis. 

Photochemical Model 

A photochemical stacked box model [Prather and Jaffe, 1990; Prather, 1992; McLinden et al., 

2000] was used to calculate the diurnal variation of NO2 and BrO throughout this thesis.  This 

model calculates chemical changes in species through at 25 altitude-levels from 10-58 km, by 

solving the coupled set of chemical reactions throughout the diurnal cycle, 

   
ࢉࣔ

࢚ࣔ
ൌ ࡼ െ  (E.1)         ࡸ

where ∂c/∂t is the rate of change of a given species, P is the production rate, and L is the loss 

rate.  Transport is not considered in the model.  Photochemical reaction rates depend on the 

temperature, density, ozone, and concentrations of other long-lived species and families. 

Temperatures and ozone can be supplied by climatologies [Nagatani and Rosenfield, 1993; 

McPeters et al., 2007]  or by profile measurements from, e.g., ozonesondes and satellite 

instruments for the case of temperature or ozone.  Climatologies of N2O and NOy were taken 

from three dimensional model simulations [Olsen et al., 2001] and total inorganic chlorine (Cly) 

and bromine (Bry) were taken from tracer correlations with N2O [Wamsley et al., 1998; 

Kovalenko et al., 2007].  Reaction rate coefficients and absorption cross-sections were taken 

from the JPL compendium [Sander et al., 2006].  The model includes heterogeneous 

stratospheric aerosol chemistry, but no PSCs.  Note that for the solar eclipse study (Chapter 6), 

an updated NOy climatology [Brohede et al., 2008] and JPL reaction rate coefficients and 

absorption cross-sections [Sander et al., 2009] were used.  With these parameters specified, all 

remaining species (including NO2 and BrO) are calculated to be in a 24-hour steady state by 

integrating the model for 30 days, fixed to the specified Julian day and latitude.  The box model 

has been evaluated using measurements from the JPL MkIV interferometer from 10 balloon 

flights between 1997-2005 [Toon, 1991].  Results of a comparison on the partitioning of 

stratospheric NOy are presented in Brohede et al. [2008] in which good overall agreement is 

found except for instances near the polar day or polar night boundary, where airmass history 

becomes a dominant factor. 
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SLIMCAT 

SLIMCAT is an offline 3-D chemical transport model [Chipperfield, 1999].  The model runs 

used in this thesis are described by Feng et al. [2007].  Horizontal winds and temperatures were 

specified from ECMWF meteorological data (ERA-40 reanalysis used for 1999, operational 

analyses used for 2000-2011).  Vertical advection was calculated using diabatic heating rates 

derived from a radiation scheme with improved vertical transport and age-of-air [Chipperfield, 

2006].  The model was run on a hybrid σ‐θ altitude grid, i.e., isentropic coordinates were used at 

higher altitudes, but were transformed smoothly to σ coordinates at lower altitudes to prevent 

intersection with the surface [Konor and Arakawa, 1997].  For this study, a model grid of 

2.8°x2.8° was used, with 24 σ‐θ levels from the surface to ~55 km (~2-km resolution in the lower 

stratosphere).  Passive ozone was calculated by advecting ozone through the model without 

chemistry.  This accounts for dynamical changes in ozone concentrations only (e.g., due to 

temperature).  Active ozone and other trace gases can be calculated using detailed stratospheric 

chemistry and PSCs [Feng et al., 2005], but were not used for this thesis.  SLIMCAT passive 

ozone columns above Eureka were provided by M. Chipperfield and W. Feng. 

GMI 

GMI is a 3-D CTM [Strahan et al., 2007] with full chemistry in the troposphere and stratosphere 

[Duncan et al., 2007].  The GMI CTM is integrated with meteorological fields from the GEOS-

5.2.0 Modern Era Retrospective-analysis for Research and Applications (MERRA) [Rienecker et 

al., 2011].  The GMI chemical mechanism includes 125 species, with 322 thermal chemical 

reactions, 82 photolysis reactions, including heterogeneous reactions on aerosols and PSCs. 

Time-varying natural and anthropogenic emissions are included.  Tropospheric processes 

represented in the simulation include convection, wet scavenging, dry deposition, and NOx 

produced from lightning [Allen et al., 2010]. The GMI-MERRA simulation is integrated at 

2°x2.5° (latitude x longitude) on 72 pressure levels, ranging from the surface to 0.015 hPa. For 

this study, daily ozone, NO2, and NO fields used are averages for 10:00-11:00 LT.  N2O, PV, and 

temperature are model ‘snapshots’ from 12:00 UTC.  These fields are sampled at different times 

because it was useful to sample NO and NO2 at the same part of the diurnal cycle throughout the 

globe (e.g., at a fixed LT), but N2O was not available for those GMI data files.  Profiles were 
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interpolated to the latitude and longitude of Eureka. Polar maps at various potential temperature 

levels were also produced.  Global GMI data and software were provided by S. Strahan. 

ATLAS 

Passive ozone was calculated using the Lagrangian Chemistry and Transport Model ATLAS 

[Wohltmann and Rex, 2009; Wohltmann et al., 2010].  Ozone was treated as a passive dynamical 

tracer with no chemistry.  The passive tracer was initialized on 1 December 2010, using profiles 

from MLS. Meteorological data from the ECMWF ERA-Interim reanalysis are used to drive the 

model [Dee et al., 2011]. The model resolution is approximately 150 km in the horizontal and 1-

2 km in the vertical. The model uses a hybrid vertical coordinate, which is to a good 

approximation a potential temperature coordinate.  Heating rates from the ERA-Interim 

reanalysis drive the vertical motion. 
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F. Zenith-Sky Line-of-Sight Calculations 

Zenith-sky instruments sample the atmosphere along a line-of-sight which varies in latitude and 

longitude with altitude, SZA, solar azimuth angle, and wavelength.  This appendix outlines a 

method for calculating the approximate line-of-sight of zenith-scattered measurements, which is 

used in the calculation of DMPs and the application of additional coincidence criteria. 

For measurements above SZA 85°, most light is scattered at an altitude called the scattering 

height, as shown in Figure F.1.  The radiance of sunlight in the zenith as a function of scattering 

height was calculated by C.A. McLinden with a radiative transfer model [McLinden et al., 2002], 

using the methods described by Solomon et al. [1987].   

The zenith-scattered radiance at the surface versus the scattering altitude is shown in Figure F.2a 

for various SZA and wavelengths.  The wavelengths correspond to the GBS DSCD retrieval 

windows described in Section 4.1 (500 nm for ozone, 425 nm for NO2-vis, and 365 nm for 

NO2-UV).  Approximate scattering heights for the various SZAs and wavelengths were 

 

 

Figure F.1: Schematic of scattered light in zenith-sky viewing geometry for (a) SZA less than or equal to 

90° and (b) SZA greater than 90°.  Modified from Solomon et al. [1987]. 
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calculated by taking the weighted means of the scattered radiances and are shown in Table F.1.  

The scattering height is lower for longer wavelengths and for smaller SZA, as expected. 

Using the scattering height and SZA, the distance between the PEARL Ridge Lab and the ground 

location directly below the sampled airmass can be calculated, using the geometry in Solomon et 

al. [1987].  The latitude and longitude of the sampled airmass can then be calculated from the 

distance and the solar azimuth angle.  The distances from the PEARL Ridge Lab are shown in 

Figure F.2b and vary considerably depending on the SZA, altitude, and wavelength.  At an 

altitude of 18 km, in the lower stratosphere where spring-time ozone depletion can occur, 

measurements can range from directly above the PEARL Ridge Lab for NO2-UV to 175 km for 

ozone.  At 30 km, DOAS instruments sample airmasses up to 400 km away from the PEARL 

Ridge Lab. 

 

Table F.1: Mean scattering height for zenith-sky measurements at various SZA and wavelengths. 

SZA (°) z (km) at 365 nm z (km) at 425 nm z (km) at 500 nm 
86 16.1 12.4 9.8 
88 19.1 15.1 11.7 
90 23.5 19.5 15.6 
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Figure F.2: Schematic of scattered light in zenith-sky viewing geometry for (a) SZA less than or equal to 

90° and (b) SZA greater than 90°. 


