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Abstract
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Doctor of Philosophy

Graduate Department of Physics

University of Toronto

2006

The Middle Atmosphere Nitrogen TRend Assessment (MANTRA) campaigns consist

of a high-altitude balloon launch supported by a ground-based campaign. Campaigns

were held in Vanscoy, SK, at a time of year called turnaround. An investigation of the

climatology and predictability of turnaround is presented. The study determined that the

timing of turnaround cannot be predicted from stratospheric zonal wind speeds earlier

in the summer. The climatology showed that there is a launch window which contains

August 26 through September 5, wherein stratospheric zonal wind speeds are low enough

to facilitate a launch.

The University of Toronto’s Fourier transform spectrometer (U of T FTS) was con-

verted from a ground-based FTS to a balloon- and ground-based FTS through an ex-

tensive electronics and software redevelopment. Its functionality was shown by its suc-

cessful flight on the MANTRA 2004 balloon payload, recording two spectra on each

detector, and its ground-based data, recorded during the 2004 campaign. Its balloon and

ground-based data were compared with other ground-based instruments on-site and the

Microwave Limb Sounder (MLS) satellite instrument.

The U of T FTS participated in a ground-based intercomparison campaign in Toronto

with the Toronto Atmospheric Observatory Fourier transform spectrometer (TAO-FTS)

and the Portable Atmospheric Research Interferometric Spectrometer for the Infrared
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(PARIS-IR). The resolutions of these three instruments are significantly different. The

two lower-resolution instruments (PARIS-IR and the U of T FTS) were found to measure

4-day average total columns of O3, HCl, N2O and CH4 to within 3% of the TAO-FTS

total columns. In order to achieve this 3% agreement for the stratospheric species (O3

and HCl), the instrument line shape (ILS) of the U of T FTS and PARIS-IR instruments

had to be taken into account. The rest of the error can be attributed to the averaging ker-

nels of the lower-resolution instruments. Retrievals of total columns of the tropospheric

species (N2O and CH4) can be more accurately measured from the lower resolution FTSs.
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Chapter 1

Introduction

1.1 MANTRA

The stratospheric ozone layer absorbs biologically harmful ultraviolet radiation from the

sun before it can reach the Earth [1]. Any change in stratospheric ozone, then, is of

concern, and warrants investigation.

Northern hemisphere mid-latitude (35◦N–60◦N) total columns of ozone are 3% lower

than they were in the pre-1980 period [2]. Chlorine (Cl) and Nitrogen (N) chemistry play

an important role in the destruction of ozone: radical Cl by its catalytic destruction of

ozone and odd nitrogen (NOx) for both its catalytic destruction and its control of Cl.

It is therefore important to measure nitrogen compounds to investigate any changes in

NOx concentrations or in NOx to inactive nitrogen (NOy) partitioning.

The Middle Atmosphere Nitrogen TRend Assessment (MANTRA) is a high-altitude

balloon campaign that aims to investigate the changing chemical balance of the mid-

latitude stratosphere, with a focus on the role of nitrogen compounds in the control of

ozone. The mission is described in Strong et al. [3]. There have been four flights to date:

in 1998, 2000, 2002 and 2004, all of which were launched from Vanscoy, Saskatchewan

(52◦N, 107◦W) in late August. The balloon flights are supported by an extensive ground-

based measurement campaign. If possible, the balloon instruments also participate in

the ground-based campaign prior to the launch. The instrument that will be the focus of

this thesis, a Fourier transform spectrometer (FTS), participated in both the MANTRA

1



2 Chapter 1. Introduction

ground-based and balloon-based campaigns.

There are four scientific objectives for the MANTRA campaign: 1) To measure pro-

files of the relevant chemical species in the ozone budget, including O3, NO, NO2, HNO3,

HCl, ClONO2, N2O5, N2O and CH4. 2) To determine historical trends of these quanti-

ties from balloon campaigns held at mid-latitudes over the past 20 years. 3) To perform

intercomparisons between instruments using different measurement techniques, including

Fourier transform spectrometers, grating spectrometers, radiometers and sondes, mea-

suring solar absorption, atmospheric emission, and in situ. 4) To participate in the

validation of satellite data.

The MANTRA campaign investigates the role of nitrogen for mid-latitude ozone by

focusing solely on mid-latitude atmospheric chemistry. This is achieved by flying high-

altitude balloons in late August. This timing has three significant advantages. First, late

August is temporally removed from the breakdown of the polar vortex, which decreases

the possibility of contaminating mid-latitude ozone with the ozone-poor air in the vortex

in early spring. Second, in late August at mid-latitudes, there is an atmospheric phe-

nomenon called “turnaround,” at which time the stratospheric winds reverse direction

from easterly to westerly. During the summer months, the stratosphere is calm. At this

time, atmospheric dynamics and transport are of minimal importance, and so the chem-

ical composition of the atmosphere is primarily controlled by photochemical effects [4].

The late-summer turnaround event marks the end of this period and thus the maximum

accumulation of photochemically-controlled events. Third, low stratospheric wind speeds

allow for easy launch and recovery of high-altitude balloon payloads, and allow for longer

float times within the telemetry range of the ground station. It is therefore important

to be able to predict turnaround in advance of a field campaign for logistic and scientific

reasons. The climatology and predictability of turnaround will be discussed in detail in

Chapter 2.

The remaining portion of this chapter will outline the chemistry of interest to the
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MANTRA campaign (§1.2), the physics behind remote measurements of chemical profiles

(§1.3) and the role of the University of Toronto’s FTS, the instrument that this thesis

will focus on, in the context of the MANTRA campaign (§1.4).

1.2 Middle Atmosphere Ozone Chemistry

The atmosphere is comprised of a myriad of atmospheric gases. The main constituents

are nitrogen (N2) at ∼78%, oxygen (O2) at ∼21% and argon (Ar) at ∼1%. Trace gases

comprise the remaining portion of the atmosphere, and although their concentrations

are low, they have a large effect on the temperature of the atmosphere. These gases

include ozone (O3), water vapour (H2O), hydrogen chloride (HCl), nitrogen compounds,

methane (CH4), and many others.

The atmosphere directly above the Earth’s surface, called the troposphere, gets colder

with altitude until the tropopause. The tropopause can be located anywhere from 8–

18 km in altitude. It is at its highest near the equator and lowest at the poles. Above

the tropopause is the stratosphere, generally marked by increasing atmospheric temper-

ature with altitude. The stratosphere is where “high-altitude” ozone is produced. The

stratosphere ends at the stratopause, followed by a region of the atmosphere called the

mesosphere, which is marked by decreasing temperature with altitude. The mesopause

ends the mesosphere and begins the thermosphere, which, for our purposes, is outside of

the region of interest.

An early theory for the existence of the stratospheric ozone layer, called the Chapman

mechanism, will be described, following the treatment in Jacob [1, pp. 164–191]. Molec-

ular oxygen is photolyzed to produce oxygen atoms, which then combine with molecular

oxygen to produce ozone. These photons must have wavelengths of less than 240 nm in

the ultraviolet, corresponding to energies higher than the bond energy of an O2 molecule:

O2 + hν → O + O, λ < 240 nm (1.2.1)

O + O2 + M → O3 + M. (1.2.2)
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M is a third body, in the atmosphere generally either N2 or O2, used to absorb the excess

energy from the reaction [1, p. 158]. The ground state oxygen atom labeled O in the

equations, is an O(3P ) atom: an oxygen atom with two unpaired electrons (2s22p2
x2p

1
y2p

1
z)

which quickly reacts with O2. The O3 molecules photolyze with ultraviolet light (λ <

320 nm) producing oxygen atoms:

O3 + hν → O2 + O(1D), λ < 320 nm (1.2.3)

O(1D) + M → O + M (1.2.4)

O(1D) is more reactive than O(3P ); it has no unpaired electrons but no electrons in a 2p

orbital (2s22p2
x2p

2
y). The net reaction for equations 1.2.3 and 1.2.4 is:

Net : O3 + hν → O2 + O. (1.2.5)

This does not act as a sink for O3, since O can participate in equation 1.2.2 to produce

O3 again. To destroy O3, we must have a terminal loss reaction, which, in the Chapman

mechanism, is:

O3 + O → 2O2. (1.2.6)

While the Chapman mechanism properly reproduces the general shape of the O3

layer, the observed concentrations are lower than the Chapman mechanism predicts.

There must, therefore, be other loss mechanisms for O3.

1.2.1 Catalytic Ozone Depletion

Stratospheric ozone is depleted by a number of catalytic reactions, notably by hydrogen

oxides, odd nitrogen and radical chlorine.

Hydrogen Oxides

Water vapour is transported to the stratosphere from the troposphere, and produced in

the stratosphere through the oxidation of methane (CH4) [1, p. 211].

CH4 + 10O2 → CO2 + H2O + 5O3 + 2OH (1.2.7)
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Methane is produced in the troposphere from both natural sources (wetlands, termites,

etc.) and anthropogenic sources (livestock, rice paddies, natural gas, etc.) [1, p. 206]

and is transported to the stratosphere.

The oxidation of water vapour in the stratosphere,

H2O + O(1D) → 2OH, (1.2.8)

produces OH radicals which can react with O3, producing O2:

OH + O3 → HO2 + O2 (1.2.9)

HO2 + O3 → OH + 2O2 (1.2.10)

Net : 2O3 → 3O2 (1.2.11)

Since HO2 and OH cycle rapidly, we refer to them as the HOx family. Because HOx is

not depleted through this reaction, it is called a catalyst. The termination of this cycle

occurs when HOx is lost through a reaction such as

OH + HO2 → H2O + O2. (1.2.12)

Nitrogen Oxides

The natural source of nitrogen oxide radicals (NOx = NO + NO2) in the stratosphere is

from transport of N2O, a long-lived species produced by the biosphere. N2O is produced

from natural sources in the oceans and soils, and anthropogenic sources from biomass

burning, the chemical industry, cultivated soils and livestock. N2O reacts with O(1D) to

produce NO:

N2O + O(1D) → 2NO. (1.2.13)

NOx radicals also catalytically deplete O3:

NO + O3 → NO2 + O2 (1.2.14)

NO2 + O → NO + O2 (1.2.15)

Net : O3 + O → 2O2. (1.2.16)
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The termination of this cycle occurs when NOx radicals are converted to one of their

reservoir species: HNO3 or N2O5. HNO3 is typically produced during the day, since its

production requires OH, which, in turn, requires the photolysis of O3 (reaction 1.2.3) to

produce O(1D) (reaction 1.2.8). N2O5 is typically produced at night.

Day Night

NO2 + OH + M → HNO3 + M NO2 + O3 → NO3 + O2

NO3 + NO2 + M → N2O5 + M

These species eventually convert back to NOx unless HNO3 is transported to the trop-

osphere where it is removed through deposition [1]. The sum of NOx and its reservoir

species is referred to as NOy.

Chlorine

The significant source of Cl in the stratosphere comes from anthropogenically-produced

CFC-11 and CFC-12, which are very stable gases, emitted into the troposphere, that

are transported up into the stratosphere. In the stratosphere, CFCs are photolyzed and

release Cl radicals.

The chlorine catalytic cycle is analogous to the NOx catalytic cycle. The ClOx family

is comprised of Cl and ClO:

Cl + O3 → ClO + O2 (1.2.17)

ClO + O → Cl + O2 (1.2.18)

Net : O3 + O → 2O2. (1.2.19)

The termination of this cycle occurs when ClOx converts to HCl or ClONO2,

Cl + CH4 → HCl + CH3 (1.2.20)

ClO + NO2 + M → ClONO2 + M. (1.2.21)

These reservoirs eventually convert back to ClOx. The sum of the ClOx species and their

reservoirs is referred to as Cly.



1.3. Remote Measurements of Trace Gases 7

Hydrogen chloride (HCl) has natural tropospheric sources from land releases and

sea-salt, and a natural stratospheric source from direct injection by volcanic eruptions.

However, the mean HCl found in the stratosphere is controlled by the anthropogenic

releases of CFCs [5].

1.2.2 Nitrogen Trends and the Effect of Climate Change on
NOx

Nitrous oxide (N2O) emissions have steadily increased in the past few decades, with an

average rate of increase of ∼0.75 ppb/yr (∼3%/decade) since the late 1970s [2]. There are

few long-term measurements of NOx compounds. The two longest data sets measuring

stratospheric columns of NO2 are located in Lauder, New Zealand (45◦S, 170◦E, measur-

ing since 1981) [6] and Jungfraujoch, Switzerland (46.5◦N, 8◦E, measuring since 1985)

[2, 7]. From these ground-based measurements, it was determined that stratospheric NO2

column amounts have been increasing by 5±1%/decade since the early 1980s. Since N2O,

the source gas for NO2, is only increasing at half that rate, it is thought that the rest of

the increase can be mostly attributed to stratospheric ozone loss, since both the daytime

and nighttime pathways for the termination of the NOx cycle require the presence of

ozone [2, 8].

Climate change in the stratosphere manifests itself as global cooling [2]. The chemical

reaction rates of the HOx, NOx and ClOx catalytic cycles all slow with cooler temper-

atures [9] and this will affect the future ozone budget by slowing the catalytic ozone

depletion [10, §1.3.2].

1.3 Remote Measurements of Trace Gases

There are a variety of ways to measure atmospheric trace gases. Instruments can mea-

sure atmospheric properties from the ground, from balloon platforms, from aircraft, from

rockets and from space. The measurement techniques can be either passive or active, in
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situ or remote. The discussion that follows will focus on the measurements of atmospheric

trace gases made by a certain type of passive remote sounder: Fourier transform spec-

trometers. The atmospheric signatures that are measured will be discussed in §1.3.1, the

viewing geometry for balloon-based and ground-based measurements will be discussed in

§1.3.2, and the relevant radiative transfer will be described in §1.3.3.

1.3.1 Line Broadening and Absorption Coefficients

The gases in the atmosphere absorb solar radiation at particular wavelengths determined

by the quantum selection rules for each molecule [11]. In the infrared, the absorption

occurs during molecular vibrational-rotational transitions. The absorptions do not occur

at a single wavelength for a molecule in the atmosphere, but are broadened due to the

relative thermal motions of the molecules or perturbations due to collisions with other

molecules [12, 13].

Broadening due to relative thermal motions of molecules along the line of sight causes

Doppler shifting. Because the motions are random, these shifts occur in both directions

equally, creating a symmetric, Gaussian distribution referred to as the Doppler line shape,

fD(σ − σ0) [12, pp. 107]:

fD(σ − σ0) =
1

√
aDπ

exp

(
−(σ − σ0)

2

a2
D

)
(1.3.1)

aD =
σ0

c

√
2kBT

Mr

(1.3.2)

where σ is the wavenumber, σ0 is the central wavenumber and aD is the half-width of the

line, dependent on σ0, the speed of light, c, the Boltzmann constant, kB, the temperature,

T , and the molecular mass, Mr.

Collisional, or pressure broadening is well-approximated by the Lorentz line shape,

fL(σ − σ0):

fL(σ − σ0) =
aL/π

a2
L + (σ − σ0)2

(1.3.3)

where aL is the Lorentz half-width of the line. Kinetic theory gives an approximation to
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aL that is proportional to pressure and weakly dependent on temperature [14, pp. 41–44]

αL ≈ αL,s
p

ps

√
Ts

T
, (1.3.4)

where αL,s is the half-width value at standard temperature (Ts = 273 K) and pressure

(ps = 1000 hPa) [12, pp. 101]. Broadening in this case is due to higher pressures, which

cause collisions between molecules. Isolated molecules absorb an almost purely harmonic

wave [15]. Collisions cause momentary interruptions to the harmonic wave, changing the

phase of the radiation, which broadens the spectral line.

The pressure broadening half-width dominates the line shape in the lower atmosphere,

and the Doppler broadening half-width dominates in the upper atmosphere. The half-

widths become comparable around 30-40 km [13]. The Voigt profile, fV (σ − σ0), which

is a convolution of Doppler and Lorentz line shapes, is used when both Doppler and

pressure broadening are important [16].

fV (σ − σ0) = fL(σ − σ0) ~ fD(σ − σ0) (1.3.5)

=
αL

α2
D

1

π3/2

∫ ∞

−∞

e−y2

(αL/αD)2 + (y − (σ − σ0)/αD)2dy (1.3.6)

Figure 1.1 shows the three absorption line shapes.

The absorption coefficient, kσ, is the parameter that contains the information neces-

sary to fully describe a line: the line shape, f(σ − σ0), the line centre, σ0, and the line

strength, S [12],

kσ = Sf(σ − σ0) (1.3.7)

The line strength, S, is defined as

S =

∫
kσdσ, (1.3.8)

integrating over the entire line [e.g. 15, p. 16]. The absorption coefficient, in this case, is

said to be normalized.

These spectroscopic line parameters (σ0, αL,s, S, and many others) are compiled

in a number of databases (e.g. HIgh resolution TRANsmission (HITRAN) [17] and
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Figure 1.1: Doppler, Lorentz and Voigt lineshapes. The Doppler and Lorentz line shapes
have 1 cm−1 half-widths. The Voigt profile is a convolution of these Doppler and Lorentz
line shapes.

Gestion et Etude des Informations Spectroscopiques Atmosphériques: Management and

Study of Atmospheric Spectroscopic Information (GEISA) [18]). The one that will be

used throughout this thesis is the HITRAN database, which contains parameters for 39

molecules, including the most relevant atmospheric species.

1.3.2 Viewing Geometry

FTS instruments that measure direct solar radiation that has passed through the at-

mosphere are called absorption FTS instruments; these will be the focus of this thesis.

FTS instruments measure the solar spectrum with high resolution, resolving atmospheric

absorption lines from multiple gases simultaneously. Using the line shape, we can deter-

mine where in the atmosphere (in the upper or lower atmosphere) the gas resides. The

viewing geometry of the FTS is also crucial in determining how well the vertical profile

of the gas can be inferred.
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Figure 1.2: Ground-based (left panel) and balloon-based (right panel) viewing geometries.

I will discuss two viewing geometries for measuring solar absorption by atmospheric

trace gases: from a balloon platform and from the ground (Figure 1.2). On a balloon

platform, FTS instruments can measure with a high vertical resolution if the atmospheric

absorption of solar radiation is recorded during sunrise or sunset (called an occultation).

From a float altitude, zb, each spectrum measured will be at a different elevation angle

(θ1 in Figure 1.2), and will be representative of a different tangent height: the minimum

height to the surface that is reached at each angle (zt in Figure 1.2). A sunrise or sunset

as seen from 40 km above the surface lasts around 30 minutes at mid-latitudes, and the

retrieved vertical resolution of the atmospheric trace gas depends on the speed at which

the FTS records its data.

Ground-based viewing geometry gives much lower vertical resolution because all of

the vertical information from the spectrum is derived from the line shape. However,

the advantage of ground-based measurements over balloon-based measurements is their

temporal coverage and lower cost. Ground-based measurements using absorption FTS

instruments can occur during any sunny day throughout the year whereas balloon cam-

paigns last typically only from hours to weeks.

1.3.3 Atmospheric Profile

The change of intensity of a source, I(σ), through an atmospheric path of length ds

is described by Lambert’s Law [14, pp. 10]. Lambert’s Law states that the change in
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intensity at wavenumber σ (dI(σ)) is proportional to the amount of absorber in the path

per unit area (nxds, where nx is the number density of the absorber x) and the source

intensity at σ (I(σ)):

dI(σ) = −kσI(σ)nxds. (1.3.9)

The constant of proportionality is kσ, the molecular absorption coefficient (equation

1.3.7). We are neglecting scattering out of the path and emission into the path, because

these effects are negligible in infrared solar absorption measurements.

Integrating (1.3.9) gives Beer’s Law [14, pp. 10–11, 40]:

τ ≡ I(σ)

I0(σ)
= exp

{
−

∫ s2

s1

kσnxds

}
≡ exp(−χ), (1.3.10)

where τ is the transmission through the atmosphere and χ is the optical depth of the

atmosphere (χ ≡
∫ s2

s1
kσnxds). To relate the path ds to the altitude dz, we must know

the angle of the sun to the vertical, θ, based on our viewing geometry (§1.3.2). For

ground-based measurements, in the absence of refraction,

ds

dz
= sec(θ), (1.3.11)

χ =

∫ ∞

0

kσnx sec(θ)dz. (1.3.12)

For balloon-based measurements, in the absence of refraction, the optical depth between

the balloon and the tangent point is calculated, multiplied by two and added to the

optical depth from the balloon height out to the sun. The tangent height is zt, the

balloon height is zb, and the angle above the nadir is θ1:

ds

dz
=

 2 tan(α) if zt ≤ z ≤ zb

sec θ1 if z ≥ zb

(1.3.13)

χ = 2

∫ zb

zt

kσnx tan(α)dz +

∫ ∞

zb

kσnx sec(θ1)dz. (1.3.14)

The angle α is related to θ1 by α = 1
2
(90 + θ1).
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Given Beer’s Law (1.3.10) and the absorption coefficient (1.3.7), the transmission

spectrum of the atmosphere can be theoretically calculated, if we know the vertical

distribution (profile) of gases in the atmosphere.

We talk about vertical profiles of gases in two units: volume mixing ratio (VMR) and

number density. The VMR is the volume of the gas per volume of air, and the number

density is the number of molecules of gas per unit volume of air. The VMR of gas x

(Cx) and the number density of gas x (nx) are related by the number density of air, na

[1, pp. 5-6], which is Avogadro’s constant Av, times the number of moles of air N per

unit volume of air (na = AvN/V ). Using the ideal gas law (PV = NRT ) we can see the

pressure (P ) and temperature (T ) dependence of nx:

nx = naCx =
AvP

RT
Cx (1.3.15)

where R is the ideal gas constant.

The total column amount of gas x, m0 (the amount of absorber between the ground

and the top of the atmosphere), is the vertically integrated number density:

m0 =

∫ ∞

0

nxdz. (1.3.16)

If the path through which the atmosphere has been measured is at an angle to the zenith

(as discussed in §1.3.2), this must be taken into account. The column along a slant path,

m, then, is expressed as:

m =

∫ ∞

0

nxds =

∫ ∞

0

nx
ds

dz
dz. (1.3.17)

The air mass factor is the ratio of the column density along the slant path to the column

density along the vertical path (m/m0). To compute the total column from the slant

column, the slant column is divided by the air mass factor.

In this thesis, we will discuss both column amounts of gases (especially for the ground-

based work) and volume mixing ratio vertical profiles.
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1.4 The Role of the U of T FTS on MANTRA

Fourier transform spectrometers (FTSs) play an important role in the suite of instruments

on board the MANTRA payload. They are high-resolution, broad-band instruments that

can simultaneously measure almost every chemical species relevant to the MANTRA

science goals. There have been three FTSs on MANTRA payloads over the years: the

University of Denver’s FTS (DU FTS), the University of Waterloo’s FTS called the

Portable Atmospheric Research Interferometric Spectrometer for the Infrared (PARIS-

IR), and the Meteorological Service of Canada’s FTS run by the University of Toronto

(U of T FTS).

The DU FTS has a 30-year flight heritage on board a variety of high-altitude bal-

loons and is a well-characterised, well-understood instrument run by a team of experts.

The instrument and results from the MANTRA 1998 campaign are described in Fogal

et al. [19]. The PARIS-IR instrument is a ground- and balloon-based version of the At-

mospheric Chemistry Experiment FTS (ACE-FTS) [20] that was built in 2003-2004 for

balloon-borne validation of ACE-FTS. The instrument is described in Fu et al. [21]. The

U of T FTS was rebuilt from a commercial model during 2003–2004 and is described in

detail in Chapter 4.

All three of the FTS instruments were on board the MANTRA 2004 payload. The

DU and U of T FTS instruments were on the MANTRA 2002 payload; the DU FTS was

the sole FTS on the MANTRA 1998 payload. All three of these instruments measure in

solar occultation mode.

The role of the U of T FTS is four-fold: one, to develop a Canadian capacity for

balloon-borne FTS measurements; two, to measure profiles of chemical species of interest

to the MANTRA mission; three, to compare results with other instruments, both ground-

based and balloon-based; and four, to participate in satellite validation.

The PARIS-IR and U of T FTSs are currently the only two active balloon-borne FTS

instruments in Canada, and with these two instruments, we have developed Canadian
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expertise in balloon-borne Fourier transform spectroscopy, working closely with experts

at the University of Denver.

To contribute to the MANTRA science goals, the U of T FTS is configured to measure

HCl, O3, N2O, CO, and CH4. Since HCl is not measured by the DU FTS, it is the main

focus of the balloon-borne data from the U of T FTS.

The U of T FTS participated in ground-based instrument intercomparison campaigns,

both at Vanscoy during the MANTRA field campaign in 2004, and at the University of

Toronto during the summer of 2005. The results from these campaigns will be described

in Chapter 5. Problems with the MANTRA 2004 flight limit the scientific results gleaned

from the flight, and the details of this will be discussed in Chapters 4 and 5.

The ground-based campaigns also included data from satellite overpasses. The Mi-

crowave Limb Sounder (MLS) instrument on the Aura satellite began science measure-

ments shortly after the ground-based campaign began in 2004 [22, 23]. There were mul-

tiple overpasses during the 2004 ground-based campaign, and the results of comparisons

with MLS will be discussed in Chapter 5.

This thesis consists of three related projects: the climatology and predictability of

turnaround (Chapter 2), the redevelopment of the U of T FTS (Chapter 4), and ground-

based intercomparison campaigns (Chapter 5). Chapter 3 details basic FTS theory and

Chapter 6 provides a summary of this work and a future outlook for these projects. The

turnaround study allows us to better prepare for the late-summer turnaround launches,

by providing a launch window-of-opportunity. This work is published as Wunch et al.

[24]. On the U of T FTS refurbishment project, I worked closely with Clive Midwinter

and was involved in every aspect of the work: the wiring, purchasing of new electronics,

mechanical design, electrical design, optical design and testing. I wrote all of the software

for the instrument from the instrument control software through to the processing of

interferograms into spectra. A short summary of this work is published as Wunch et al.

[25]. For the ground-based intercomparison campaigns, I was responsible for running the
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U of T FTS, processing its data using SFIT2 and synthesizing the results from the three

FTSs. A paper describing the 2005 ground-based campaign in Toronto has recently been

submitted [26].



Chapter 2

Turnaround∗

2.1 Introduction and Motivation

Vanscoy, Saskatchewan (52◦N, 107◦W) was the launch site for the MANTRA high-

altitude balloon campaigns, which took place in the late summers of 1998, 2000, 2002

and 2004. The original motivation for developing a climatology of winds over the launch

site was to determine how early, and with what accuracy, it is possible to predict the op-

timal launch date in terms of stratospheric winds. The MANTRA mission, as described

in §1.1, aims to investigate the chemical interactions that affect ozone. These objectives

are met by a launch during late summer, which is dynamically quiescent and closer to

photochemical control [4, 27]. Practically, the balloons should be launched when the

stratospheric wind speeds are at a minimum in order to ensure that the payload remains

within the telemetry range (approximately 500 km) for the duration of mission science

(typically 18 hours). Low stratospheric wind speeds occur in mid-latitudes in late sum-

mer, during a time of year called “turnaround.” The purpose of the work described below

is to characterize the late-summer turnaround event and in particular to investigate how

far in advance it can be predicted.

In the extratropical stratosphere, there is an annual cycle in temperature. At solstice,

the highest temperatures occur over the summer pole and the lowest temperatures occur

∗The work in this chapter is published in Wunch et al. [24]
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over the winter pole. The thermal wind relation 2.1.1 then implies easterly zonal wind

vertical shears (∂u/∂z < 0) in the summer hemisphere and westerly shears (∂u/∂z > 0)

in the winter hemisphere [28, pp. 274]:

∂u

∂z
= − g

Tf

∂T

∂y
(2.1.1)

Here, u is the zonal wind, T is the temperature, g is the gravitational acceleration, f

is the Coriolis parameter, z is the vertical coordinate (altitude) and y is the meridional

coordinate. Over the course of a year, there will be two transitions, during which the

zonal wind shear vanishes (∂u/∂z = 0). In the summer hemisphere stratosphere, the

easterly vertical shear is strong enough that the winds become easterly for much of the

summer, and so there is a period of time when the zonal winds themselves vanish [29].

It is these transitions, which we call “turnaround” events, that we wish to study.

Rossby waves, or planetary waves, are large-scale disturbances in the atmosphere,

which can be observed in the latitudinal displacement of the mid-latitude jet stream.

The restoring force for a Rossby wave is the meridional change in the Coriolis parameter,

f , where f = 2Ω sin φ; Ω is the Earth’s rotation rate, and φ is the latitude [28].

Vertically-propagating Rossby waves are of interest here, because they can disturb the

stratosphere. The dispersion relation for a vertically-propagating Rossby wave against a

zonal background flow, ū, is [13]:

ω ≡ ck = kū− βk

k2 + l2 + (f 2
0 /N2) (m2 + 1/4H2)

. (2.1.2)

where k, l and m are the zonal, meridional and vertical wave numbers, respectively, H

is the scale height, N2 is the buoyancy frequency, and c is the phase speed of the wave.

The variables β and f0 come from the Taylor expansion approximation to the Coriolis

parameter: f ≈ f0 + βy. Rearranging, we get:

ū− c =
β

k2 + l2 + (f 2
0 /N2) (m2 + 1/4H2)

. (2.1.3)
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For vertical propagation, 0 < m2 < ∞, and with k2, l2, β, f 2
0 , N2 and H2 all positive-

definite, this sets the condition that

0 < ū− c < ūc ≡
β

k2 + l2 + (f 2
0 /(4N2H2))

. (2.1.4)

The bulk of the planetary-scale waves (and those that are relevant for this study) remain

stationary with respect to topography, and so c = 0, leaving us with

0 < ū < ūc. (2.1.5)

Therefore, vertically-propagating Rossby waves can only exist if the background winds

are westerly, but not if they have speeds greater than ūc. The stratospheric winds in the

summer are easterly, and Rossby waves do not propagate into the summer stratosphere.

Those waves with small zonal wavenumbers can propagate upwards into the winter

stratosphere, which has a mean westerly flow, and so while the winter stratosphere is

often disturbed by these large-scale waves, the summer stratosphere is relatively dynam-

ically inactive [29].

Turnaround events occur in early spring and in late summer. The springtime tran-

sition is highly irregular, but the late-summer transition is comparatively smooth. The

contrast between the two events in the Northern Hemisphere is visible in Figure 2.1,

which shows the climatology of 10-hPa zonal winds over Vanscoy using three different

data sources (discussed in §2.2). Note the small standard deviation about the mean

zonal wind speed as the wind speeds change sign in late summer (around day 240), as

compared with the large standard deviation and multiple sign changes in spring (around

day 100).

2.2 Data Sets

The zonal wind data sets used in this study are the assimilated data from the Na-

tional Centers for Environmental Prediction / National Center for Atmospheric Research
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Figure 2.1: Long-term mean of the 10-hPa zonal wind over Vanscoy (solid curve), and the
standard deviation of daily data (shading): a) data from the NCEP/NCAR Reanalysis
(1979-2003); b) data from the MetO analysis (1993-2002); and c) simulations from the
24-year CMAM model run for current conditions.

(NCEP/NCAR) reanalysis project [30] and the United Kingdom Meteorological Office

(MetO) [31, 32], as well as model data from climate simulations performed with the Cana-

dian Middle Atmosphere Model (CMAM). The NCEP/NCAR reanalysis is provided by

the Climate Diagnostics Center with 6-hourly data combined into a daily average zonal

wind over a grid of 144 longitudes by 73 latitudes, on 17 pressure levels, for the period

1948-2003. The closest grid point to Vanscoy is (52.5◦N, 107.5◦W). The reanalysis data

has several limitations from the perspective of this study. Most importantly, its ceiling

is 10 hPa, while the MANTRA balloons float at about 5 hPa. Only the reanalysis record

from 1979 onward is used in this study since satellite data were integrated into the model

after that time [30], creating a more self-consistent data set, and because the focus of
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Figure 2.2: A comparison of coincident years of zonal wind velocity at 10 hPa over
Vanscoy for NCEP/NCAR (solid) and MetO (dotted). The different colours represent
different years. The lower panel shows the residuals.

this work is on predicting the turnaround phenomenon over Vanscoy for future launches.

The effect of including the entire record is addressed in §2.4.2.

The MetO data set used in this study is a stratospheric extension of the United

Kingdom Meteorological Office weather forecasting operational analysis [31]. The MetO

lid is at 0.32 hPa. The closest grid point to Vanscoy is (52.5◦N, 108.75◦W). However, the

MetO data set only extends back to late 1991, which places limitations on the statistical

analysis. The MetO and NCEP/NCAR data sets were compared for coincident years

at 10 hPa, and the results are shown in Figure 2.2. NCEP/NCAR is generally more

westerly than MetO by about 2 m/s, on average, and differences can often reach 5

m/s. Turnaround in the late summer is relatively unchanging with altitude or pressure

above 10 hPa (see Figure 2.3); thus, because of the overall similarity of the MetO and
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Figure 2.3: The temporal-vertical picture of turnaround: a) NCEP/NCAR long-term
average from 1979-2003 on 17 pressure levels; b) MetO mean for 1993-2002 on 22 pressure
levels; and c) CMAM mean for 24 years on 16 pressure levels.

NCEP/NCAR data sets at 10 hPa, we have primarily used NCEP/NCAR at 10 hPa, to

take advantage of its longer data record. However, in light of the differences with MetO,

we ensure that all conclusions are also supported by the MetO data.

The CMAM is a three-dimensional climate simulation model with fully interactive

chemistry that extends from the surface of the Earth to approximately 100 km altitude

(0.001 hPa) [33, 34]. The data we have used here is from the ‘2000 Run’ as described

by Austin et al. [35] which models current conditions. The years analyzed here are the

last 24 of a 39-year simulation. The closest CMAM grid point to Vanscoy is (50.625◦N,

108.75◦W); the data is output every 18 hours.
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2.3 The Climatology of Turnaround

Our main goal was to see if we could predict, some weeks before a campaign, when

turnaround is likely to occur. If we could narrow down the window of opportunity, we

could much more easily plan our campaigns and incur less risk. A climatology of the

phenomenon is then necessary to begin this work. To fully characterize turnaround, we

first need to study the temporal structure of turnaround, which we have already seen

briefly in Figure 2.1. Second, we need to look more closely at the vertical-temporal

structure in Figure 2.3. Third, the horizontal-spatial structure for a single year is shown

in Figure 2.5 and sheds light on the time evolution of turnaround over North America.

From Figure 2.1, we can see the time evolution of the 10-hPa zonal winds over Vanscoy

from NCEP/NCAR in panel ‘a’, from MetO in panel ‘b’ and from CMAM in panel ‘c’.

The 1-σ standard deviation from the mean is shown in the shaded area. It is clear from

this picture that the springtime turnaround event is much more variable than the late

summer event. The low variability is seen from approximately Julian day 130 through

250, when stratospheric winds are easterly, and there is no propagation of planetary

waves into this region. From the figure, one can see that for the NCEP/NCAR data

set, the climatological mean zonal wind crosses the zero line at Julian day 239 with a

standard deviation of 10.8 days. The corresponding dates for MetO and CMAM, are

247.2 and 246.1, respectively, with standard deviations of 4.7 and 7.6 days.

In order to determine whether the difference in turnaround dates between data sets

was due to the different time series length, Figure 2.4 shows the same means as in

Figure 2.1 for the MetO and CMAM data sets but restricting the NCEP/NCAR mean to

years corresponding to the MetO data set. The turnaround date for NCEP/NCAR for

these later years is 240.9. Since this does not account for the entire difference between

the turnaround dates for NCEP/NCAR and MetO, the time series cannot be the only

reason for the difference. While NCEP/NCAR agrees quite well with MetO during the

disturbed winter–spring period, during the summertime period, NCEP/NCAR appears
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Figure 2.4: A comparison of NCEP/NCAR (1993-2002) (green), MetO (1993-2002) (blue)
and CMAM (24 years) (red) long-term means of 10-hPa zonal wind velocity over Vanscoy.

to have a systematic westerly bias. We would not expect exact agreement in the winter–

spring period between the CMAM and either the NCEP/NCAR reanalyses or the MetO

analyses, due to the limited (10-year) time period.

The vertical-temporal structure illustrated in 2.3 shows that the zero wind speed (the

thick black curve) occurs at all altitudes above 100 hPa nearly simultaneously during the

late-summer turnaround event. This is especially clear in the CMAM data in panel ‘c’

around Julian day 250. Below 100 hPa, winds are westerly throughout the year, with a

maximum around 300 hPa at the jet stream. No other contour appears to have such a

uniform vertical extent. This represents the ideal launch conditions, since at any given

altitude above 100 hPa, the balloon will remain effectively stationary.

Figure 2.5 shows the horizonal-spatial wind speeds at 10 hPa over North America for

a number of days before and after turnaround in 1998. The star on the figure indicates
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Figure 2.5: The time evolution of turnaround in 1998 at 10 hPa over North America.
The NCEP/NCAR data set is used, and days 235, 237, 240, 245, 250 and 260 are shown.
The red, black and white curves mark, respectively, the contours of -10, 0 and +10 m/s
zonal wind velocities.

the location of Vanscoy, Saskatchewan, and the red, black and white curves represent the

-10, 0 and +10 m/s zonal wind contours, respectively. The zero contour first appears in

small isolated closed contours at high latitudes (between 50◦N and 80◦N) in late August.

These are relatively evenly distributed zonally across the planet. The zero contours then

coalesce into a distinct line, which is roughly zonally symmetric, between 45◦N and 55◦N.

This zero contour drifts uniformly south for several weeks, to a latitude of about 30◦N

in early October. Each year’s turnaround event has a different temporal extent. Two

extreme examples are seen in Figure 2.6, where the 1985 turnaround event happened

over five days, whereas the 1987 turnaround event took place over more than a month.

To accommodate for the temporal extent of turnaround, we will define turnaround
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Figure 2.6: Differences in the turnaround interval. Here are two extreme examples of the
extent of turnaround, using the NCEP/NCAR Reanalysis. The horizontal lines indicate
the ±4 m/s limits and the vertical lines show where the two curves cross those limits.

for the rest of this chapter as the interval during which the zonal wind speeds change

sign. The interval is the set of dates in a given year for which the zonal wind speeds lie

between the first day for which u ≥ −4m/s and the last day for which u ≤ +4m/s, where

u is the 10-hPa zonal wind over Vanscoy. The value of ±4 m/s was chosen to ensure that

the MANTRA balloon reaches neither Lake Winnipeg nor the Rocky Mountains during

its flight – two undesirable payload recovery sites. From the perspective of ballooning,

the turnaround interval defined here is one in which suitable launch days are likely.

Each year was characterized according to this definition and the results are plotted in

Figure 2.7. Each day in late summer was then assigned a score, according to the number of

years in which a particular day was in the turnaround interval. The normalized statistics

from this analysis are shown in Figure 2.8. There are four panels in this figure, the first
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Figure 2.7: The duration of turnaround in different years at 10 hPa. The range of
days indicated by the vertical lines shows the days in which the winds were within the
turnaround interval. Panels a), b) and c), respectively, are for NCEP/NCAR, MetO and
CMAM.

from the NCEP/NCAR record from 1979-2003, the second reducing the time line from

the NCEP/NCAR record to 1993-2002, matching the MetO time line, which is shown

in the third panel. The fourth panel shows the equivalent CMAM plot. Aside from

the saturation of these probability distributions, which indicates that certain dates fell

within the turnaround interval in every year, panels ‘a’ through ‘c’ appear quite Gaussian.

The CMAM distribution clearly is non-Gaussian, with turnaround events unrealistically

prolonged. The reasons behind this are not yet understood. The middle two panels,

however, give us some valuable information: in every year between 1993 and 2002, an

appropriate launch window has included days 238-248 (August 26 through September 5).
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Figure 2.8: The normalized probability distribution of a late-summer Julian day falling
within the turnaround interval, using the data from Figure 2.7: a) NCEP/NCAR for
1979-2003; b) NCEP/NCAR for 1993-2002; c) MetO for 1993-2002; d) CMAM for 24
years.

2.4 The Predictability of Turnaround

Our first attempt at predicting the launch window from earlier in the year was to fit

a simple 5th-order polynomial to the zonal winds over Vanscoy from Julian day 150 to

270 for each year. This process was an attempt to see if the time lag between the time

of maximum easterly zonal wind speed and the time of minimum zonal wind speed (i.e.

turnaround) was correlated. No significant correlation was found although the means

calculated were comparable to those from previous methods (Julian day 240.7 with a

standard deviation (1-σ) of 3.2 days).

It became clear that we needed to explore what possible parameters might produce

a statistically significant correlation with the turnaround date.
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2.4.1 Correlations

For a time series consisting of n years of data, the correlation coefficient, r, of zonal wind,

u, at day i with u at day j is defined by

r =

∑n
k=1 u′k(i)u

′
k(j)√∑n

k=1[u
′
k(i)]

2
∑n

k=1[u
′
k(j)]

2
, (2.4.1)

where u′k(i) is the deviation of the zonal wind at day i in year k from its long-term mean.

That is u′k(i) = uk(i)− 1
n

∑n
k=1 uk(i).

Using equation 2.4.1, we looked for correlations between different parameters: we

calculated correlation coefficients for zonal winds over Vanscoy with zonal winds over

Vanscoy, zonal mean zonal winds at the latitude of Vanscoy with zonal winds over

Vanscoy, zonal mean zonal winds at the latitude of Vanscoy with zonal mean zonal

winds at the latitude of Vanscoy. The only statistically significant correlation that we

found was when zonal mean zonal winds at 52◦N were correlated with themselves. Thus,

for the rest of this chapter, we will look only at autocorrelations for zonal-mean zonal

winds.

Figure 2.9 shows the autocorrelation coefficients for the zonal mean zonal wind over

Vanscoy at 10 hPa, using the NCEP/NCAR Reanalysis data in panel ‘a’ and the CMAM

data in panel ‘b’. The autocorrelations are shown relative to the wind 10, 20, 30 and

40 days ahead of the average turnaround date for that data set. From Figure 2.9a, one

can see the persistence of high autocorrelations early in the summer for days separated

by more than a month. However, before turnaround, the correlations drop off drasti-

cally, diminishing the predictability of turnaround. The statistical significance of the

coefficients at the mean turnaround date is marginal. The CMAM does not fully cap-

ture the persistence of high correlations during the summer months, but it does capture

the abrupt drop-off of the correlations just before turnaround, with similarly marginal

statistical significance.

Figure 2.10 shows the complete autocorrelation matrix from which rows of the matrix
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Figure 2.9: Autocorrelation coefficients between the 10-hPa zonally averaged zonal wind.
The coefficient will be unity when correlated with itself. a) NCEP/NCAR Reanalysis for
1979-2003; b) 24 years of CMAM. A value above 0.4 is statistically significant for both
data sets.

were extracted to produce Figure 2.9. From Figure 2.10, it is clear that there is a

block of time during the summer months when the autocorrelations are high, but these

correlations drop off sharply around day 239.

2.4.2 A Warning about Reanalyses

The full NCEP/NCAR Reanalysis data set spans 1948 through to the present, using a

consistent reanalysis data assimilation scheme for all years. The reanalysis assimilates

operational data (from sondes, ground-based measurements, satellites, etc.) with model

data (for details, refer to §2.2 and Kalnay et al. [30]). Over the course of this time line,

there have been three well-defined observing regimes [36]: between 1948 and 1957, very

few data were input into the assimilation scheme; after the International Geophysical
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Figure 2.10: Autocorrelation coefficients for the 10-hPa zonally averaged zonal winds, at
52.5◦N, calculated using years 1979-2003 of the NCEP/NCAR Reanalysis.

Year, and between 1958 and 1978, upper air observations were available; and from 1979

to the present, the modern satellite network was used. These changes in data source

and availability create an inhomogeneity in the time series of many of the Reanalysis

fields. Figure 2.11 shows the zonal wind velocity at 10 hPa over Vanscoy for the entire

NCEP/NCAR Reanalysis data set, with the three observing regimes indicated. There

is a clear trend prior to 1970, and, whether this is real or not, it causes spuriously high

autocorrelations. Figure 2.12 shows the strong autocorrelation coefficients that result

from an autocorrelation analysis of years 1948 through 1969, as compared with those

from Figure 2.10.
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Figure 2.11: An illustration of the three observing regimes during the NCEP/NCAR
time series. Zonal wind velocity is plotted against time. The three regimes are indicated
by the vertical lines.

2.5 Discussion and Conclusions

The work shown in this chapter had the ultimate goal of determining when turnaround is

likely to occur in a given year. Figures 2.9 and 2.10 show that, while we have quite high

correlations between zonal mean zonal winds throughout the summer, suggesting that

that time of year is highly predictable, the correlations drop off just before turnaround.

It appears as though the stratosphere loses all its predictability as Rossby waves are

allowed to propagate up into it.

Interestingly, from Figure 2.5, it would appear that the predictability of turnaround at

lower latitudes would be higher than that at 52◦N. This is, in fact, the case. Figure 2.13

shows the autocorrelation coefficients for zonal mean zonal winds at 30◦N latitude, which
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Figure 2.12: Autocorrelation coefficients for the 10-hPa zonally averaged zonal winds, at
52.5◦N, calculated using years 1948-1978 of the NCEP/NCAR Reanalysis. Note the high
correlation as compared with Figure 2.10.

is close to another launch site in Palestine, TX (31.8◦N, 95.7◦W). The winds remain highly

correlated past the average turnaround date at that latitude (which is, of course, much

later than turnaround over Vanscoy). While the MANTRA science goals require the

launch be from the Canadian mid-latitudes, other groups may find this information of

use.

Not all is lost at mid-latitudes, however, since from the turnaround interval defined in

§2.3, we defined a launch window that has provided good launch conditions in every year

from 1993-2003. It is expected that this launch window will continue to hold well into

the future. The launch window includes days 238-248 (August 26 through September 5).

These dates are consistent with both data sets: the NCEP/NCAR Reanalysis and the

MetO analysis data. The launch dates for the MANTRA balloons have all fallen within
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Figure 2.13: Autocorrelation coefficients between the 10-hPa zonally averaged zonal
winds at 30◦N for the NCEP/NCAR Reanalysis. A value above 0.4 is statistically sig-
nificant.

or very close to the window as well: in 1998, the balloon was launched on August 24; in

2000, August 29; in 2002, September 3; and 2004, September 1 and September 14. The

September 14 launch, discussed in §4.4.4, was launched after turnaround was over.



Chapter 3

Fourier Transform Interferometers
and Balloon-Borne Constraints

3.1 Introduction

Solar absorption Fourier transform spectrometers (FTSs) have been used for decades both

on balloon platforms and from the ground. These measurements have led to many impor-

tant advances in our understanding of ozone chemistry at mid-latitudes, of which I will

only describe a small selection. In her review paper, de Mazière [37] focuses on ground-

based FTS measurements of atmospheric observations. She points out that ground-based

networks, such as the Network for the Detection of Atmospheric Composition Change,

have helped to develop our understanding of natural atmospheric variability and trends of

the major atmospheric trace gases that affect climate (e.g. Rinsland et al. [38], Notholt

et al. [39]), their transport and their chemical correlations (e.g. Rinsland et al. [40]).

These network measurements have also helped differentiate the naturally-derived from

the anthropogenically-caused changes to our atmosphere and to assess the efficacy of

international agreements such as the Montreal Protocol and its amendments.

The main advantages of measuring solar absorption by atmospheric trace gases from a

balloon platform are the high spectral resolution, high vertical resolution and high signal-

to-noise ratio [41]. Due to balloon-based FTS measurements, new spectroscopy has been

discovered (eg. Goldman et al. [42]); the first vertical profiles of HCl were measured

35
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(Farmer et al. [43]) and many nitrogen compound profiles were measured: NO and NO2

(Rinsland et al. [44]), HNO3 (Goldman et al. [45]), and N2O (Rinsland et al. [46]). More

recently, an NOy budget was derived along with airborne and model estimates (Kleinböhl

et al. [47]).

This chapter will discuss the basic theory behind Fourier transform spectroscopy

(§3.2), as well as three common errors associated with Fourier transform spectrometers

and their well-established solutions (§3.3, §3.3.2 and §3.4). A discussion will follow in

§3.5 about the particular constraints on balloon-borne Fourier transform spectrometers

and the common solutions that have been applied. The particular work that is the crux

of this thesis will be discussed in Chapter 4.

3.2 Basic FTS Theory

A Fourier transform spectrometer (FTS) such as the U of T FTS passes collimated light

through an input aperture, split by a beamsplitter into two paths (see Figure 3.1). One

path reflects off a stationary mirror; the other, a moving mirror, controlled by a scan

motor. The light recombines at the beamsplitter, and the recombined light reflects off

of a focussing mirror (off-axis paraboloid), which focuses the light onto a detector. This

intensity interference pattern (called an interferogram) produced by the detectors is then

recorded with respect to the optical path difference (OPD) between the two mirrors. A

Fourier transform is taken to derive a spectrum from the interferogram. The following

mathematical treatment borrows from Griffiths and de Haseth [48], Bernardo [49], Davis

et al. [50] and Chamberlain [51].

Mathematically, we consider a uniform, monochromatic plane wave, Ψ, with ampli-

tude 2a, angular frequency ω and wavenumber ~k, traveling in direction ~r in time t:

Ψ(~r, t) = 2a · exp[i(ωt + ~k · ~r)].

This wave enters the interferometer and is split into two paths by the beamsplitter: one
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Figure 3.1: A schematic of a Fourier transform spectrometer.

with a longer path than the other. We will denote the difference in path length between

the two paths by setting the travel time of the wave in the second path to t + τ .

Ψ1(~r, t) = a · exp[i(ωt + ~k · ~r)] (3.2.1)

Ψ2(~r, t) = a · exp[i(ω(t + τ) + ~k · ~r)] (3.2.2)

When the two waves recombine at the beamsplitter, we get:

Ψtotal(~r, t) = Ψ1 + Ψ2

= a · exp[i(ωt + ~k · ~r)] + a · exp[i(ωt + ~k · ~r)] exp[iωτ ]

= a · (1 + exp[iωτ ]) exp[i(ωt + ~k · ~r)]. (3.2.3)

Our detectors record the intensity information from the recombined wave in equation 3.2.3,

and so we need only the amplitude of the wave:

A = a · (1 + exp[iωτ ]).

At this stage, we can convert to units that are more natural for Fourier transform spec-

trometry: the optical path difference (OPD) between the two arms of the interferometer,

x, and the wavenumber, σ. We know that σ = ω/(2πc), where c is the speed of the wave,

and that the distance traveled in the long path x = cτ , so ωτ = 2πσx, and:

A = a · (1 + exp[i2πσx]). (3.2.4)
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The intensity, which is the quantity of interest here, is defined by I ≡ AA∗, and so:

I = 2a2 · (1 + cos[2πσx]).

Our detectors are AC-coupled: they record only the AC component of the signal, and so

we are interested in the cosine term of the equation:

I = 2a2 · cos(2πσx). (3.2.5)

For polychromatic sources (such as the sun), we must integrate this over all σ, remem-

bering that a, the source amplitude, is dependent on σ as well.

I(x) =

∫ ∞

0

2a2(σ) · cos(2πσx)dσ (3.2.6)

Since a(σ) is real, this is mathematically equivalent to:

I(x) =

∫ ∞

−∞
a2(σ) · e−i2πσxdσ. (3.2.7)

We define S(σ) ≡ a2(σ) as the spectral intensity (the spectrum), and so we are left with

a Fourier transform relating the interferogram, I(x) and the spectrum S(σ):

I(x) =

∫ ∞

−∞
S(σ)e−i2πσxdσ (3.2.8)

S(σ) =

∫ ∞

−∞
I(x)ei2πσxdx. (3.2.9)

If the interferogram is real and symmetric about the zero path difference (i.e. I(x) =

I(−x) = I∗(x)), the sine part of the integral vanishes, and we are left with a cosine

Fourier transform. This takes the form:

I(x) =

∫ ∞

−∞
S(σ) cos(2πσx)dσ (3.2.10)

S(σ) =

∫ ∞

−∞
I(x) cos(2πσx)dx. (3.2.11)

In a real instrument, the interferogram is digitized and has a finite optical path

difference. The integrals then become sums of N terms, where N is the number of points
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making up the interferogram:

I(n) =
N∑

k=1

S(k) cos

(
2π(k − 1)(n− 1)

N

)
, n = 1, 2, ..., N (3.2.12)

S(k) =
N∑

n=1

I(n) cos

(
2π(k − 1)(n− 1)

N

)
, k = 1, 2, ..., N. (3.2.13)

We can define our wavenumbers, σ, in units of cm−1, and our optical path difference, x

in cm, given the sampling frequency of our interferogram, ∆x, in cm:

σk =
k − 1

∆x ·N
xn = (n− 1) ·∆x.

The resolution of a spectrum, δσ, is defined by the inverse of the maximum optical path

difference (MOPD). The spectral range, ∆σ, is defined by the sampling frequency.

δσ = σk − σk−1 =
1

∆x ·N
=

1

MOPD
(3.2.14)

∆σ = σN − σ1

=
1

∆x

(
1− 1

N

)
. (3.2.15)

In a typical FTS, N is on the order of one million points, and equation 3.2.15 becomes

∆σ ≈ 1/∆x.

3.2.1 Extended Source

The preceding analysis assumed a perfectly collimated point source, which is not real-

istically achievable. Any source will have a finite extent, subtending a solid angle Ω.

This causes beams of slightly different path lengths to recombine, replacing the path

difference, x, in equation 3.2.8 by an effective path difference, xeff , that is dependent on

x and the divergence angle, θ, by xeff = x cos θ (see Figure 3.2) [52, pp. 144]. Because

θ should be very small:

xeff ≈ x

(
1− θ2

2

)
. (3.2.16)
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Figure 3.2: Extended source. The two vertical lines represent the two mirrors of the
FTS, and so the path difference between them for an on-axis ray is x. Light enters from
the top left at an angle θ to the on-axis ray, which is subtended by the source of finite
extent. The distance 2h− δ is xeff [52].

The solid angle1 is Ω = πθ2, which yields,

xeff = x

(
1− Ω

2π

)
. (3.2.17)

When this is replaced in 3.2.8, we get:

SΩ(σ) =

∫
I(x)ei2πxσ(1−Ω/2π)dx. (3.2.18)

This represents the Fourier transform of the product of the two functions I(x) and

e−i2πxσΩ/2π. We know the Fourier transform of I(x): it is S(σ). The Fourier transform

of e−i2πxσΩ/2π is ∫
e−i2πxσ Ω

2π ei2πxσdx = δ (σ − σΩ/2π) . (3.2.19)

1

Ω ≡
∫ 2π

0

dφ

∫ θ

0

sin θdθ

= 2π(1− cos θ)
≈ πθ2
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The δ-function shifts the wavenumber from σ to σΩ/2π for a ray with the maximum

angle in the solid angle. But we have multiple rays from different parts of the solid

angle, so we essentially have multiple solid angles, ranging from zero (the on-axis ray)

to Ωm, the largest solid angle. We therefore must integrate δ (σ − σΩ/2π) from Ω = 0

to Ω = Ωm, which results in a rectangular function that spans from 0 to σΩm/2π. In

spectral space, then, we convolve the ideal spectrum, S(σ) with a boxcar function of

width σΩm/2π [53].2

This causes a “smearing” out of the wavelengths, reducing the resolution, δσ. The

central wavenumber, σ0, is also shifted lower to σ, because only wavelengths longer than

the central path length will interfere at any given mirror position. The longer the path

length, the more pronounced this effect will be3.

δσ =
σ0Ω

2π
(3.2.20)

σ = σ0

[
1− Ω

4π

]
(3.2.21)

To ensure that the desired resolution can be achieved, the solid angle must be limited.

This can be done by reducing the solid angle subtended by the focussing mirror and aper-

ture size of the detector. The desired resolution of the instrument (δσ = 1/MOPD) can

serve to limit the solid angle: we can insist that the resolution defined by equation 3.2.20

2Alternatively, we can reverse the order of integration in 3.2.18, using the cosine transform for sim-
plicity, first integrating with respect to Ω:

SΩ(σ) =
∫

I(x)
∫ Ωm

0

cos
{

2πxσ

(
1− Ω

2π

)}
dΩdx.

The central integrand reduces to∫ Ωm

0

cos
{

2πxσ

(
1− Ω

2π

)}
dΩ = πΩmsinc

(
σxΩm

2π

)
cos

(
2πσx

(
1− Ωm

4π

))
.

The envelope of this function is a sinc function (sinc(x) ≡ sin πx
πx ), which, upon Fourier transformation

with respect to x, becomes a rectangular function with width σΩm/2π. The cosine function, which
Fourier transforms into a delta function, implies that there is a shift of σ − σΩm/4π.

3The 4 in equation 3.2.21 comes from a shift of half the maximum shift, since we must average over
all incident angles within the solid angle, from 0 to Ωm.
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be no greater than δσ. The maximum allowable solid angle would be:

σ0Ω

2π
= δσ, (3.2.22)

Ω =
2πδσ

σ0

. (3.2.23)

The solid angle of a focussing mirror is defined by the focal length, f , and the radius of

the aperture, r, by the relation [50, pp. 71–72]:

Ω =
πr2

f 2
. (3.2.24)

Substituting equation 3.2.24 into 3.2.23, we get

r2 =
2δσf2

σ0

. (3.2.25)

For an instrument that measures at a maximum of 5000 cm−1, with a MOPD of 50 cm

(500 mm), a focussing mirror with a focal length of 135 mm, the maximum radius for

the detector element or aperture size is 0.38 mm.

3.2.2 Sampling and the Fast Fourier Transform

We need to sample the interferogram at exactly equally-spaced OPD positions. Since

scanning motors do not have perfectly constant speeds, a laser beam is typically passed

through the centre of the optics, creating a simple cosine interference pattern that is a

function only of the OPD and not the speed of the scanning motor. The cosine signal

is typically converted to a square wave, and the rising edge (or the falling edge or both

edges) of the wave is then used to trigger the sampling of the interferogram at precise OPD

positions. The laser that one chooses for this purpose defines the spectral range of the

FTS; from equation 3.2.15, we can see that the more often we sample an interferogram,

the higher the frequency we can resolve. We can resolve frequencies up to half of the

sampling frequency, a point called the Nyquist frequency. For example, if we use a

HeNe laser, with a frequency of 15798 cm−1, sampling on every rising edge, our Nyquist

frequency is 7899 cm−1. The spectral range in this case is limited to 0–7899 cm−1.
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The spectral range is further limited by the main optical components in the FTS: the

beamsplitter and the detectors.

Cooley and Tukey [54] developed an efficient algorithm for computing discrete Fourier

transforms (DFT), called the fast Fourier transform (FFT). One of the peculiarities of

the Cooley-Tukey algorithm is that it is most efficient when the number of points in the

interferogram is 2N where N is any integer. This is because the algorithm takes advantage

of the symmetry of the Fourier series, and divides up the problem into quickly computable

pieces that can then be easily reconstructed [55]. To process the FFT most efficiently, we

take the interferogram, I(n), and add zeros to the end to increase the number of points

to the nearest power of two, a process called zero-filling or zero-padding. Zero-padding

an interferogram adds no information to the resulting spectrum, it simply interpolates

between existing points (see Figure 3.3). The result of the FFT is the spectrum of

interest.

The method described above applies to fully symmetric interferograms. Most real

FTS instruments do not record perfectly symmetric interferograms, and in the next

section (§3.3), we will discuss the most common error that occurs when recording an

interferogram: phase errors.

3.3 Phase Errors and their Correction

There are two types of phase errors that can occur when recording an interferogram: er-

rors that are wavenumber-dependent and those that are optical path difference-dependent.

Wavenumber-dependent phase errors occur most commonly because the zero path differ-

ence position is not sampled, and also because optical components in the FTS respond

differently at different wavenumbers. These phase errors are routinely corrected for, in a

manner which will be described below.

Optical path difference-dependent phase errors occur due to sampling errors and

alignment errors (such as scan tube shear or scan mirror tilt) [56]. These errors are
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Figure 3.3: Zero-padding an interferogram does not add any information to the spectrum.
In the top left panel, there is an interferogram without zero-padding. The top right
panel shows the same interferogram with zero-padding. The panels below each of the
interferograms show the FFT of the interferograms. The bottom left panel contains
the same information as the bottom right panel, shown by the red circles, however, the
bottom right panel has been interpolated.

typically minimized through careful optical alignment and although there has been at

least one attempt to formulate a correction for them (Raspollini et al. [56]), they are

typically quantified and characterized as the instrument line shape (ILS). The ILS will

be discussed in §3.3.2.

Practical interferometers generally produce one of two types of interferograms: single-

sided or double-sided. Double-sided interferograms contain an (approximately) equal

number of points on either side of the zero path difference (ZPD) position (see Figure 3.4).

Single-sided interferograms contain far more points on one side of ZPD than the other.

The advantage of single-sided interferograms over double-sided ones is the savings in
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Figure 3.4: Double-sided (top panel) and single-sided (lower panel) interferograms. Each
interferogram has an equal number of points. The single-sided interferogram has nearly
twice the resolution of the double-sided interferogram.

data storage, processing time and instrument size for spectra of equal resolution. The

disadvantage of single-sided interferograms is that any phase errors they contain are more

difficult to correct.

3.3.1 Wavenumber-Dependent Phase Errors

Wavenumber-dependent phase errors add an extra term, ε, that is a function of wavenum-

ber (σ), into the argument of the exponential function of equation 3.2.8:

I(x) =

∫ ∞

−∞
S(σ)e−i(2πσx+ε(σ))dσ. (3.3.1)

When taking the Fourier transform of an asymmetric real function, as in the examples

in Figure 3.5, some of the information from the real part of the spectrum is shifted into

the imaginary part (Figure 3.6).
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Figure 3.5: Cosine interferogram with different phase errors, ε.
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Figure 3.6: FFT of a cosine interferogram with different phase errors, ε. Note that
the larger we make ε, the more information is transferred from the real part of the
spectrum (top panel) to the imaginary part (lower panel), until we reach π/2, when the
cosine function becomes a sine function and all the information is now contained in the
imaginary.



3.3. Phase Errors and their Correction 47

Taking the modulus of the complex spectrum incorporates the imaginary component

into the real component, however a double-sided interferogram is needed to create a full

complex spectrum. If we only have single-sided IGMs, a better option is to correct for

any phase errors in the interferogram and shift all the information into the real part of

the spectrum.

There are two, mathematically equivalent, methods of correcting the phase errors in

an interferogram: the Mertz method and the Forman method. The Forman method has

the advantage that it can be applied iteratively, and so I will discuss that method here.

Forman Phase Correction

The paper by Forman, Steel, and Vanasse [57] demonstrated that a single-sided inter-

ferogram with only a short section of the interferogram in the negative OPD region is

sufficient to fully reconstruct the spectrum. The main assumption is that the phase error,

referred to as the phase angle, ε(σ), smoothly varies with wavenumber.

In this method, we symmetrize the originally asymmetric single-sided interferogram

produced by the FTS. This is done by computing the phase spectrum and the trans-

form of the phase spectrum, called the phase interferogram. The phase interferogram is

then convolved with the original asymmetric interferogram to produce a phase-corrected,

symmetric interferogram. The normal method of processing the interferogram, discussed

in §3.2 is then used to create the desired (real) spectrum.

We begin with equation 3.3.1, renaming our asymmetric interferogram M(x):

M(x) =

∫ ∞

−∞
S(σ)e−iε(σ)e−2πiσxdσ. (3.3.2)

The complex spectrum is defined by m(σ) ≡ S(σ)e−iε(σ). The phase spectrum, e−iε(σ),

however, can be computed only from a double-sided interferogram, because it is a measure

of how asymmetric the interferogram is about ZPD. So we use n points from the short arm

and n points of the long arm of the asymmetric interferogram to compute a low-resolution

complex spectrum by taking the Fourier transform.
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Designate the short, double-sided portion of the asymmetric interferogram Ms(x),

the low-resolution complex spectrum ms(σ), and the low-resolution real spectrum Ss(σ).

Thus:

ms(σ) =

∫
Ms(x)e2πiσxdx, (3.3.3)

and ε(σ) can be computed by4:

ε(σ) = − arctan
=(ms(σ))

<(ms(σ))
. (3.3.4)

We ultimately want to find the symmetric interferogram, I(x), as seen in equa-

tion 3.2.8.

I(x) =

∫ ∞

−∞
S(σ)e−2πiσxdσ =

∫ ∞

−∞
S(σ)e−iε(σ)eiε(σ)e−2πiσxdσ (3.3.5)

We define a phase interferogram, F (x), as the Fourier transform of eiε(σ), our phase

spectrum:

F (x) =

∫ ∞

−∞
eiε(σ)e−2πixσdσ. (3.3.6)

Because the phase interferogram was created by truncating the asymmetric interferogram,

M(x), we have, mathematically, multiplied M(x) by a boxcar function of length 2n.

The Fourier transform of boxcar function is a sinc function (sinc(x) ≡ sin(πx)
πx

), which

has oscillations that extend to infinity. To avoid the spurious oscillations, the phase

interferogram, F (x), should be apodized. Forman suggests using the apodizing function[
1−

(τ

n

)2
]2

, (3.3.7)

4Using ms(σ) = Ss(σ)e−iε(σ) = Ss(σ) cos(ε(σ))− iSs(σ) sin(ε(σ)), we get that

<(ms(σ)) = Ss(σ) cos(ε(σ))
=(ms(σ)) = −Ss(σ) sin(ε(σ))

and, dividing =(ms(σ)) by <(ms(σ)), we get

− tan(ε(σ)) =
=(ms(σ))
<(ms(σ))

which leads directly to 3.3.4.
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where τ is a vector spanning −n to n−1. This eliminates the oscillations, but introduces

a small error into the phase correction procedure [57].

Using the notation F−1(F (x)) to represent the inverse Fourier transform of F (x), and

recognizing that F−1(M(x)) = S(σ)e−iε(σ) (equation 3.3.2) and that F−1(F (x)) = eiε(σ)

(equation 3.3.6), we can substitute into equation 3.3.5 to get:

I(x) =

∫ ∞

−∞
F−1(M(x))F−1(F (x))e−i2πσxdσ. (3.3.8)

Making use of the fact that the Fourier transform of the product of two functions is the

convolution of the Fourier transforms of each of those two functions, we have:

I(x) = M(x) ~ F (x). (3.3.9)

Practically, this is an extremely useful relation. It means that one can symmetrize the

asymmetric interferogram, M(x), by convolving it with the inverse Fourier transform of

eiε(σ). The convolution can be computed with unequal sized vectors, as we have here,

since M(x) is the full interferogram and F (x) is calculated from Ms(x). We can compute

ε(σ), and hence eiε(σ), from equation 3.3.4, and so all the information we require is known.

The Mertz method differs from the Forman method at equation 3.3.8. In the Mertz

method, the phase spectrum, eiε(σ), is linearly interpolated to the resolution of the full

complex spectrum. This is a valid process, since we have assumed that ε(σ) varies

smoothly with σ. The full complex spectrum, m(σ) = S(σ)e−iε(σ), is multiplied by the

phase spectrum to produce a corrected spectrum, S(σ). The advantage of the Forman

method over the Mertz method is that because the Forman method produces a corrected

interferogram instead of a spectrum, should residual asymmetries still exist in the in-

terferogram, the process can be iterated. Once the corrected interferogram is found, a

cosine FFT can be applied to compute the spectrum.
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3.3.2 Instrument Line Shape

After correcting the wavenumber-dependent phase errors, we are left to consider the

optical path difference (OPD)-dependent ones. The ideal instrument line shape is a sinc

function. This results from the fact that an interferogram has a finite path length, and

so the infinite interferogram is multiplied by a boxcar function. In spectral space, this

implies a convolution of the infinitesimal-resolution spectrum with a sinc function. A

delta-function absorption line at σ0 becomes a sinc function centred on σ0.

Deviations from a perfect sinc function ILS (asymmetries, reduced sidelobes, etc.)

are caused by OPD-dependent errors, and, given a well-constructed FTS, they can be

minimized with careful optical alignment of the beamsplitter, flat mirrors, focussing

mirror and detectors. The detector alignment causes the most common alignment error,

since it must be placed with the correct aperture or element size (discussed in §3.2.1) in

exactly the focal plane of the image. Detector alignment errors will be discussed below.

The measure of the attenuation of the signal as a function of OPD is called the

effective apodization, which is the real component of the Fourier transform of the ILS.

The ideal effective apodization for each OPD position is unity. Imperfect alignment will

reduce the effective apodization at large OPD.

The OPD-dependent phase error is a measure of the asymmetry of the ILS. It is

the angle between the real and imaginary parts of the Fourier transform of the ILS. An

increase in the magnitude of the phase error indicates where the scan mirror tilts or the

scan tube is sheared.

The ILS is calculated by measuring absorption lines of a gas whose properties (tem-

perature, pressure, line parameters) are very well-known. Given this information, we

can calculate the ideal absorption line widths and shapes, convolve them with a guess of

the ILS, compare the results with the measured lines, and adjust tunable parameters to

minimize the difference between them. This is done iteratively. Hase et al. [58] describe

their widely-used software package called LINEFIT that is designed for this purpose.
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Figure 3.7: Off-axis detector. The dark shaded region is the aperture placed properly
on-axis. The light shaded region is the aperture placed off-axis, increasing the effective
aperture size. The black circles indicate possible locations of peaks and troughs of the
airy disk about the axis.

Figure 3.8: Off-focus Detector. Left panel: Detector is further from the collimator (of
radius R) than the focal point. Right panel: Detector is closer to the collimator than the
focal point. The dashed lines are the on-focus rays.

Detector Alignment Errors

Guelachvili [53] and Kauppinen and Saarinen [59, 60] discuss the line shape errors that

occur due to placing the detector off-axis or out of focus. An off-axis placement of

the detector increases the effective aperture size and hence solid angle, and unevenly

illuminates the detector (Figure 3.7). This changes both the position and shape of a

spectral line, shifting the central wavenumber down and broadening the lines.

An out-of-focus detector also shifts and smears the spectral line in the same way as

the extended source does compared with a point source. Moving a point source ∆f away
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from the focal point of a collimator, effectively creates an extended source of radius r at

the actual focal point (Figure 3.8).

These errors are not easily corrected after the measurement has been taken. The best

way to minimize these errors is to perform a very careful detector alignment, testing the

alignment by retrieving the lineshape as described in §3.3.2.

In the next section, another common problem in FTS instruments will be addressed:

the stability of the scanning mechanism.

3.4 Dynamic Alignment

As mentioned in §3.2, no real scanning mechanisms can control a mirror with perfectly

smooth, constant speed: there will always be some variation in speed, which necessitates

the use of a laser to record the precise mirror positions. Also unavoidable are slight

changes in the angle of the mirror. With such changes, photons incident on one side of

the mirror travel farther than those at the other, and when the light recombines at the

beamsplitter, there will be photons from different OPDs recombining, yielding an error

in the interferogram, essentially smearing out information. This is a problem that must

be solved, and different FTS manufacturers solve it in different ways.

Brüker, a German company that manufactures FTS instruments, solved this problem

by using corner cubes instead of mirrors, ensuring that the beam reflects exactly back

along its original path, regardless of the angle of the corner cube. One drawback of this

method is that the position of the moving corner cube with respect to the optical axis

defined by the beamsplitter and stationary corner cube must be precisely on-axis, or

errors in the instrumental lineshape will occur that mimic the error of an off-axis detec-

tor [59]. These errors are not dynamically adjustable, but must be adjusted manually.

This problem is further complicated by the fact that the moving corner cube may have

a variable displacement from the optical axis throughout the scan length.

ABB Bomem, a Canadian company, solved the problem by adjusting the angle of
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the stationary mirror to compensate for the scanning mirror. This is a process called

Dynamic Alignment (DA). Because the FTS involved in this work was manufactured by

ABB Bomem, and because a significant amount of effort was required to preserve this

system in the final product, as discussed in §4.4.1, I will describe the DA system in some

detail.

The DA system makes use of a beam-expanded laser (the laser that is also used for

sampling), since its position will be measurably affected by the change in angle of the

scanning mirror. The DA system measures the intensity and phase difference between

five points on the laser image after it has passed through the interferometer [61, 62].

These points are called TX, TY, X, Y and R, and are measured by individual diodes.

The intensity is measured to ensure that the laser signal detected after the laser has

passed through the instrument produces a cosine wave (what we will call fringes). If the

laser signal is not producing fringes, then the two paths of the laser are not recombining

properly, indicating a large difference in angle between the stationary mirror and the

scanning mirror. (Assuming, of course, that there is no other physical blockage in the

system.) Signals TX and TY are focussed signals and are used to determine two things:

one, whether fringes are detected as the scanning mirror moves down the scan tube

and two, whether the amplitude of the fringes is sufficiently large. If the fringes are not

detected or the amplitude is not sufficiently high, the first mode of the dynamic alignment

is activated: the spiral search pattern. In this case, the instrument is considered to be

out of alignment. The spiral search pattern is the coarse search mode of the stationary

mirror, to which the dynamic alignment pen motors are attached. The spiral begins in

the centre of the stationary mirror’s range of motion and expands first out to the edges

and then back into the centre.

Once fringes of sufficient intensity are detected on TX and TY, only small adjustments

to the angle of the stationary mirror become necessary in order to maintain the alignment

of the system. Signals X, Y and R on the remaining three diodes compare the phase of
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the fringes. If the phase of the fringes between the three diodes is the same, then there is

no angular difference between the two paths: the instrument is well-aligned. If there is a

phase difference between the diodes, voltages are sent to the pen motors to finely adjust

them to compensate for the phase difference. Proper interferograms can still be recorded

during this mode of the DA because the adjustments are smaller than the wavelength

between fringes.

One of the dangers of this DA system is that the system can think that it is properly

aligned when, in fact, it is out by one fringe. The phase comparison and the intensity

comparison can be within the tolerance range, but the angle is such that the recombined

laser signal is 180◦ out of phase. This problem does occur occasionally, but it can be

detected by carefully monitoring the external signal levels (a blackbody, the sun, etc.)

at ZPD. If the ZPD signal is much lower than expected, then this might be the cause.

However, once the DA system finds the proper alignment, it maintains its alignment well.

3.5 Balloon-Borne Fourier Transform Spectrometers

Engineering a balloon-borne FTS requires extra considerations that would not be required

for a ground-based FTS. There is limited power available for a balloon-borne FTS, limited

space on the gondola and mass restrictions. The FTS must be relatively compact, able to

withstand environmental constraints, able to function autonomously and be commanded

remotely, and able to send its data to the ground during a flight. The instrument must

also have a sunseeker, since our FTS instruments measure solar absorption during sunrise

and sunset.

In some cases (and in the case of the MANTRA campaigns), a launch crew supplies the

balloon platform, which includes a telemetry system with uplinks for sending commands

to the instruments, and downlinks to relay data back down to the ground.
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3.5.1 Environmental Constraints and Solutions

When engineering an FTS for high-altitude measurements, one must ensure that the

instrument can withstand pressures below 5 hPa and ambient temperature swings from

20◦C to −60◦C.

The pressure constraint affects three aspects of the instrument: moving hardware,

the control computer hard drive, and the electronics. Low pressures affect lubricants in

moving parts by breaking them down or increasing their viscosity. This can be alleviated

by using vacuum-rated motors and lubricants.

Commercial hard drives require air pressure to function properly. The head of the

reader sits on a small cushion of air, to ensure that the head does not scratch the surface

of the drive. At high altitudes, this air is no longer available. There are two solutions

to this problem: the first is to pressurize a hard drive, the second is to use a Compact

Flash (CF) card or other solid state drive. The advantage of using a pressurized hard

drive is that storage sizes are large, the drives themselves are relatively inexpensive,

and that installing software and operating systems is simple. The disadvantages are

that building a pressurized case is difficult and expensive, and the drives tend to be

heavier and larger as a result. The second option, using CF cards, has the advantage of

requiring no pressurized case. Moreover, CF cards are very small (9 cm2) and lightweight,

have sufficient storage for a single balloon flight (currently up to 8 GB) and are fairly

inexpensive. The disadvantage to using a CF card to replace a hard drive is that it is

recognized by most operating systems as a removable device, and so many current off-the-

shelf operating systems cannot be installed on it. Using custom-made or older operating

systems is the typical solution to this problem. Another disadvantage to using a CF

card is the limited number of read/write cycles per card. This is not a serious problem,

however, because the cards are cheap enough that they can be replaced frequently.

In electronics that draw significant power, the pressure constraint becomes a heat

dissipation problem, as most off-the-shelf electronics cool by convection. Convection
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is the one heat transfer process that is unavailable at low pressures. Radiation and

conduction are the only two options to remove heat from the electronics and conduction

is by far the more efficient. As such, most electronics are fitted with conductive metals

to pull heat away from the heat-generating part of the instrument, into a metal plate,

or even the payload itself. Another reason to limit power consumption for a balloon-

borne instrument is that all instruments on a balloon platform run on batteries. These

batteries are expensive, heavy and disposable. The capacity of a battery is limited, and

so instruments that require a lot of power must balance power consumption with a mass

increase to their instrument. An increase in mass to the payload affects the ultimate

altitude (called the float height) that the balloon can reach. Typically, stratospheric

balloon campaigns such as MANTRA require that the float altitude be well above the

ozone peak (∼24km), to satisfy their scientific requirements (e.g. measure full vertical

profiles of O3).

The size of the gondola also constrains the size of the instrument. The MANTRA

gondola is around 2 m by 2 m by 2 m, and up to 15 instruments must fit on the payload

simultaneously. The FTS instrument must therefore be shorter than 2 m in any dimension

in order to fit within the gondola structure.

3.5.2 Control Software

Control software, beyond controlling the basic functions of the instrument (the scan

motor, dynamic alignment, and data storage), must be robust: it should be able to

receive commands from the ground, send data down to the ground, and function usefully

even if there are communications breakdowns.

Typically, flight software will contain an automatic schedule that dictates when to

record data, at what resolution and how quickly. The schedule is modified if the in-

strument receives confirmed commands from the ground. It is wise to both downlink

the interferograms during the flight and also store the data on-board for retrieval after
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the payload has landed. This will ensure that in the unlikely event that the payload is

destroyed upon landing, the data will have been safely recorded on the ground, but if a

problem arises with the telemetry system, the complete data set can be retrieved after

the flight.

Recording and monitoring the instrument’s housekeeping data, which consists of tem-

peratures, voltages and other instrument status information, is critical during a flight.

The more information we have about the status of the instrument, the better equipped

we are to prevent damage and understand and analyze the data.

3.5.3 Solar Pointing

To retrieve vertical information about atmospheric composition on board a balloon, solar

absorption by atmospheric trace gases is measured during sunrise and sunset (called an

occultation measurement). We must, then, have a reliable method of ensuring that the

sun is properly directed into the instrument. This requires a solar tracker.

Sunset or sunrise on a balloon platform at an altitude of, say, 40 km, would cover a

set of elevation angles from −6◦, when the sun is just at the horizon to 0 degrees, when

the sun is at a 90◦ zenith angle5.

There are three methods of tracking the sun on board a balloon platform. The first

method is to have no gondola control, and use a dedicated sunseeker that tracks the sun

360◦ in azimuth and 0− 180◦ in the zenith. Integrating the instrument onto the payload

is trivial in this case, because the sunseeker does not depend on the orientation of the

gondola to track the sun. One (rare) problem with this method is that if the payload

happens to be oriented in such a way that the gondola’s structure blocks the sun to the

sunseeker, there is no way to recover. These sunseekers also tend to be heavy [63], costly,

5For a tangent height, Ht, radius of the Earth, Re, balloon height, Hb, and the elevation angle, θ, we
have a relation:

cos θ =
Re + Ht

Re + Hb

With a tangent height of zero and balloon height of 40 km, the lowest angle at which the sun can be
seen, we get θ = −6.4◦.
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consume a lot of power and each instrument with pointing needs would require their own

sunseeker. This would be a viable option if the FTS were the only instrument on the

payload.

The second method is to control the gondola itself, with both azimuth control and

a pointing table for elevation control, such as the system designed by Quine et al. [64].

The instruments can then be coupled to the pointing table for their solar beam. In

practice, however, this has two main drawbacks. The first is that the gondola pointing

control, particularly the azimuthal control, is rarely sufficient for FTS measurements,

which require ∼1 arcmin precision (∼0.02◦). The second drawback is that even if the

azimuthal control were good enough, we would need precise alignment with the pointing

system. On the MANTRA 2004 payload, as an example, there were five instruments that

measured solar absorption by occultation. The solar alignment of such instruments on

a gondola structure is a notoriously difficult problem, especially from a logistic point of

view. Gondolas are not built to optical precision and so alignment must occur outdoors

on a clear day. (Some rough alignment can be done with a lamp source, but all final

positions are determined with the sun.) Each instrument ideally needs at least a few

hours with the gondola without other instruments on board, during a day when the skies

are clear, creating significant delays in flight preparation.

The third method combines the advantages of each of the first two methods. This

method was also used by Hawat et al. [65]. The method depends on some azimuthal

control from the main gondola pointing system, and uses a small suntracker that has a

tracking range covering a small range of azimuthal and elevation angles. The advantage of

this third method is that the trackers remain small, low mass, and draw little power, while

still allowing for a much simpler method of aligning the instrument with the payload.

First, the instrument can be aligned to the delta-tracker off the payload, then integrated

onto the payload without any further adjustment, since the delta-tracker will take care

of any small differences between the instrument and the gondola pointing system.



Chapter 4

The University of Toronto’s
Balloon-Borne FTS∗

4.1 Introduction

This chapter will focus on the specific work that was done on the U of T FTS, in order

to prepare it for flight aboard the MANTRA 2002 and 2004 balloon payloads.

In §4.2, I will describe the U of T FTS as it was received in 2001 from the Meteorolog-

ical Service of Canada (MSC). In §4.3, I will discuss the changes made to the U of T FTS

for the 2002 launch, and describe the 2002 flight. In §4.4, I will describe the extensive

upgrade to the FTS, and how it fared on the MANTRA 2004 balloon. Section 4.5 will

discuss the results of this work.

4.2 The FTS in its Original State

The Meteorological Service of Canada (MSC) lent the FTS to the University of Toronto

in 2001, an instrument that was built by ABB Bomem (then called Bomem, Hartmann

and Braun) in the 1980s. It is a DA-series FTS and was updated in the mid-1990s

with the most modern electronics available at the time, including what is still today

the most modern dynamic alignment electronics. It is a Michelson-type FTS with a

maximum optical path difference of 50 cm, a 5-cm input aperture and a spectral range

∗A summary of this work is published in Wunch et al. [25]
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Figure 4.1: Hexagon

of 1200–5000 cm−1 (2–8.3 µm), constrained by a CaF2 beamsplitter, germanium solar

filter and two simultaneously-measuring detectors: a mercury cadmium telluride (MCT,

or HgCdTe) detector and an indium antimonide (InSb) detector. The instrument had

originally been designed as a ground-based solar absorption FTS, and during its upgrade

in the 1990s, had its laser hermetically sealed with the intention of one day completing

the work required to create a balloon-borne FTS.

The instrument came in two pieces: an electronics box and the spectrometer itself.

The electronics box contained the power supplies, a 486 computer and an electronics card

cage. The original software was embedded in the BIOS chip of the 486 motherboard and

manually controlled all the main functions of the spectrometer in a simple and repeatable

way. The software controlled 8 electronics boards: a microprocessor, through which the

other boards were controlled, the sampling board, which controlled the data collection

by two analog-to-digital converter boards, a speed and search control board that controls

the scan motor through the dynamic alignment, a solenoid board that controlled a white

light source inside the instrument and two miscellaneous electronics boards. A second,

external, computer was necessary for the interface between the spectrometer and the

user. The interface software is called “PCDA”.

The heart of the spectrometer hardware is the hexagon, which houses the beamsplitter
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Figure 4.2: U of T FTS

and stationary mirror, and connects the scan tube to the laser optical board and the

detector mount (Figure 4.1). The scan tube is a rigid aluminum tube that contains the

scanning mirror, motor and drive belt. The scan motor is a brushless tachometer that

is used because of its zero backlash and its relatively smooth motion [61]. The moving

mirror sits on the drive belt that runs the length of the scan tube. At either end of

the scan tube there is a mechanical switch that is used in the software to reverse the

direction of the mirror. The laser optical board sits atop the hexagon and holds the laser

and all the laser optics and detectors. The laser outputs its beam to a beam expander

and mode selector. It is then passed through prisms that deflect the beam through the

optical centre of the interferometer. The interfering beams are then reflected back onto

the laser optical board, where the beam spans 5 diodes, resulting in the signals X, Y, R,

TX and TY, described in §3.4.

The detector mount connects to the hexagon and holds the two detectors and the off-

axis parabolic mirror that focuses the collimated light from the interferometer. The InSb

detector is housed in a down-looking dewar that holds liquid nitrogen to cool the detector

and reduce noise. The MCT detector is mounted in a side-looking liquid-nitrogen dewar.

Figure 4.2 shows a schematic of the U of T FTS optical layout.
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4.3 The U of T FTS on MANTRA 2002

The obvious things that needed to be addressed for the 2002 flight were the power

supplies, the software, the detector mounting system, and the solar pointing system.

The power supplies in the U of T FTS were not vacuum-rated and so they were replaced

with off-the-shelf VICOR DC/DC converters that are very efficient (up to 80%). This

also helped to reduce the mass and power consumption of the FTS.

While PCDA is suitable for ground-based lab measurements, it is insufficiently robust

for ballooning, which requires autonomous, remote control and the ability to access all the

housekeeping information. To add automated control to the PCDA software, a software

control layer was written in LabVIEW, using a Dynamic Data Exchange (DDE) link

between the LabVIEW program and PCDA. Unfortunately, the DDE link was only one-

way, that is, LabVIEW could send commands to PCDA, but not receive any information

from it. This caused problems creating control software that is robust and reliable:

intelligent decision-making on the part of the LabVIEW software was next to impossible.

For example, if signal levels were too low, PCDA could not record data and would give

no indication that it had stopped recording. (This particular problem was solved by

monitoring the filenames written to the hard drive and if the expected filename did not

exist, re-sending the scan command, but PCDA could not be forced to record data under

low-signal conditions.)

Another problem was that the housekeeping data that PCDA monitored could not

also be monitored by the LabVIEW program. Kaley Walker, with assistance from Tom

McElroy, David Barton, and Akira Ogyu put together electronics to monitor the house-

keeping data. Temperatures and voltages were read in to a Field Programmable Gate

Array (FPGA) and sent to the ground using a slow, 300-baud downlink, independent

from the instrument.

The detector mount was not durable enough for flight—any force on the mount bent

the metal. Further, the mounts had no fine adjustments to precisely direct the light onto
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the detectors, other than manually moving the detector in its mount. Since alignment

must be precise to �0.5 mm, very fine, repeatable adjustment capabilities are required.

Spectral Applied Research rebuilt the detector mount, and installed a 2-axis microm-

eter on the off-axis parabolic mirror, and an adjustable beamsplitter between the two

detectors. This improved the detector alignment enormously; however, since they only

addressed two of the three axes required for full alignment, the detector position had to

be manually adjusted in the third axis.

Our solar pointing for the 2002 flight was controlled by the main gondola’s pointing

system, using a pick-off mirror mounted to its pointing table. The gondola pointing

system is described by Quine et al. [64]. The pointing table performed fine elevation

control to ±0.086◦ (1σ), and the entire gondola was stabilized in azimuth to ±3.1◦ (1σ).

This pointing accuracy was not sufficiently precise for the FTS.

4.3.1 The MANTRA 2002 Flight

The flight of MANTRA 2002 occurred on September 3rd at 02:02. A few minutes after

launch, the top mount, the joint between the cables that attach to the gondola and the

flight train, froze in the tropopause and could not rotate. This meant that the payload

could not be decoupled from the flight train and the pointing system could not stabilize

the payload in azimuth. The payload, as a result, rotated through sunrise and most of

the day. During sunset, the pointing system parameters were optimized, and the payload

briefly stopped rotating. The payload was, however, oscillating in azimuth enough that

signal levels were too low for PCDA to record data.

No scientific data was retrieved from the U of T FTS during the MANTRA 2002

launch. The housekeeping electronics, however, worked well, and indicated that the

instrument hardware performed well—the voltages and temperatures were all stable and

within acceptable levels as one can see from Figures 4.3–4.5. The vertical lines indicate

the times of launch, sunrise, high-sun, and sunset. Between launch and sunrise, the
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Figure 4.3: Temperatures from the U of T FTS during the MANTRA 2002 flight. The
vertical lines indicate the launch, sunrise, high sun, and sunset times. The instrument
and computer were off when there is no data, and during the time between launch and
sunrise, the computer was left on while the instrument was turned off.

instrument was turned off to conserve power, but the computer was left on, which is

the cause of the sudden drop in FTS voltages and temperatures. The 28-volt line in

Figure 4.4 measured the battery input to the FTS, which also powers the computer, so

it will not drop to zero when the instrument is off and the computer is on. The laser

intensity and TX/TY signals are invalid while the instrument is off (Figure 4.5).
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Figure 4.4: Voltages from the U of T FTS during the MANTRA 2002 flight. The vertical
lines indicate the launch, sunrise, high sun, and sunset times. The instrument and control
computer were off when there is no data, and during the time between launch and sunrise,
the control computer was left on while the instrument was turned off. The 28-volt line
was measuring the battery voltage, which does not drop to zero when the instrument is
turned off. The 18V line measured the preamplifier voltage to the detectors, the 12V and
5V lines measured the power to the PCDA computer (not the control computer).
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Figure 4.5: Laser Status from the U of T FTS during the MANTRA 2002 flight. The
vertical lines indicate the launch, sunrise, high sun, and sunset times. The instrument
and computer were off when there is no data, and during the time between launch and
sunrise, the computer was left on while the instrument was turned off.
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4.4 The U of T FTS on MANTRA 2004

The main lessons learned from the 2002 launch of the U of T FTS were as follows:

1. Ensure that the U of T FTS is less dependent on the pointing system (especially
in azimuth). Devise a better method of solar alignment with the pointing system.

2. Remove PCDA, the ABB Bomem control software that is designed for manual
ground-based work.

3. Create more robust LabVIEW code to control the instrument.

4. Embed housekeeping functionality into the main LabVIEW control code.

5. Modify the detector mounts to include z-translation capability for the InSb detector.

6. Obtain new detectors, as the old ones were borrowed from the University of Denver.

To address the first item, a “delta”-tracker, which had flown in previous balloon

campaigns on a different FTS, was acquired from Environment Canada. The tracker has a

±10◦ tracking range in elevation and azimuth and an electronics board that independently

controls it from the instrument. This was ideal for use on board the payload in order to

complement the gondola pointing system’s azimuth control. Integrating the U of T FTS

with the rest of the payload became simple, and ground-based measurements could be

set up by adding two mirrors in front of the tracker. The extra mirrors were necessary

because during mid-day, the sun can reach up to 45◦ in elevation, outside of the range of

the delta-tracker.

To address item number six, we purchased new detectors, with 24-hour dewars and

preamps mounted inside the jacket of the detectors. This improved the noise levels of

the detectors because the preamp connections are shorter, reducing pickup noise. Both

detectors (InSb and MCT) are photovoltaic. MCT detectors are typically photoconduc-

tive, however, over a range of input intensities, photovoltaic detectors produce a more

linear output voltage.

To address item number five, we made further modifications to the detector mount,

adding some more fine control to the mount by allowing the detectors to slide in their third
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Original Board Replacement
Microprocessor EPIA 500 MHz computer
Sampling Board Schmidt Trigger; 32-bit LabJack digital counter

Analog-to-Digital Converters MCC 16-bit ADC (4 simultaneous channels)
Speed and Search Control Unchanged

Solenoid Board None

Table 4.1: Replacement Boards for Original Bomem Electronics

axis more easily. Since the MANTRA 2004 launch, we have also included micrometer

control in the third axis of each of the detectors, for more accurate and repeatable detector

alignment.

To address items 2–4, we looked to PCDA to determine how it controlled the FTS.

There are three main components of the U of T FTS that must be controlled to have

a working interferometer: the scanning motor, the dynamic alignment and the data

collection (including interferograms and housekeeping data). All of these components

are controlled through the PCDA interface, and so it had to be replaced in order to

have full control over the instrument. This required the removal of the computer inside

the electronics box, because the control software is hard-coded into the BIOS of that

computer. Since there was little documentation as to how the control software interacted

with the electronics, we had to deconstruct the electronics system with circuit diagrams

and a logic analyser. Most of the boards were straight-forward and we found inexpensive

off-the-shelf boards to replace them. Table 4.1 lists these replacements. Because nearly

eight years had passed since the last electronics upgrade to the FTS, the off-the-shelf

components we used were smaller and more efficient than the originals. Our main concern

was to keep intact the speed and search control board that controls the scan motor and

dynamic alignment system.

The microprocessor and embedded computer were replaced by a 500 MHz EPIA com-

puter and LabVIEW software (discussed in §4.4.2). The sampling boards were replaced

by a Schmidt trigger filter to condition the laser signal, which was then digitized by

a 32-bit digital counter. Housekeeping signals were brought in from the instrument to
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three LabJack 12-bit analog-to-digital converters (ADCs). We monitor all internal volt-

ages (±28 V, ±15 V, +5 V), a variety of temperatures and a number of other important

signals: the laser heater, laser intensity and the sunseeker mirror positions. The LabJack

board contains the 32-bit counter channel used for the laser sampling.

The original ADCs had built-in electronics to perform a gain change after a certain

(programmable) number of fringes. An interferogram has a centreburst (the part of the

interferogram that is recorded at and near ZPD) which contains much more signal than

points further down the path, although this information is no less important. The ratio

of intensities between the maximum and minimum signal levels of the interferogram is

called the dynamic range. Because the information in both of these parts of the inter-

ferogram are equally important, we must digitize the information in both regions of the

interferogram with as much accuracy as possible. This means we need a digitizer (ADC)

that has an input range larger than that of the centreburst, while also distinguishing the

low-signal spectral information from the ADC noise at the ends of the interferogram. If

the spectral signal near MOPD is not larger than the ADC noise, the overall resolution

of the spectrum will be reduced.

The dynamic range, D, of an ADC is measured in bits. An estimate of the dynamic

range required to record an interferogram with a given spectral SNR, spectral range, and

resolution is: [48, pp. 65–67]:

D = log2

[
SNR

√
σmax − σmin

δσ

]
. (4.4.1)

The required ADC for σmax = 5000 cm−1, σmin = 1200 cm−1, δσ = 0.02 cm−1 and

SNR=300 is 17 bits.

We replaced the old analog-to-digital converters by a 16-bit ADC with 8 independent

channels from the Measurement Computing Corporation (MCC). For each detector, we

record the data twice: once at a gain of 1 to capture the centreburst and the other at

a gain of 2, 5 or 10 to capture the detail at the ends of the interferogram, increasing
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our ADC resolution. Another option would have been to purchase an 18 or 20-bit ADC,

which is more costly and would have required a custom-made electronics board.

The solenoid board is used for controlling the white light source in the FTS. The white

light source is used when the environmental conditions are very stable, and one wishes

to average interferograms before they are phase-corrected and converted into spectra.

The white light source indicates exactly where zero path difference (ZPD) is located

since its ZPD intensity is much larger than its side-lobes. The white light source is not

a necessary component, and is, in fact, undesirable when measuring solar absorption

in occultation, because the environmental conditions change far too rapidly to justify

interferogram averaging. The solenoid board was removed and not replaced.

Replacing old electronics and detectors with new ones had the added advantage that

we also reduced our power consumption and the need for some voltages entirely. There-

fore, we did not need the same number of DC-DC converters as we had originally had in

the FTS, the number of the VICOR modules was reduced, further reducing the mass of

the instrument.

The 500MHz computer draws 12W of power, and a custom aluminum heat sink

was built for it, in order to conduct heat away from the chip. We wanted to run the

instrument off a Windows XP operating system, to optimize the performance of the 16-

bit ADC. Our hard drive of choice is a Compact Flash card, due to its size, ruggedness

and ability to function nominally under vacuum. XP, however, cannot be installed on a

CF card, because it is recognised as removable media and cannot be partitioned. Our

solution to this problem was to build a custom XP-like operating system using Windows

XP Embedded, a development tool that creates an instrument-specific operating system,

with only the components necessary to run the computer and software. XP Embedded

has the added advantage of being smaller than 1GB, and so relatively cheap and easily

obtained CF cards could be used. XP Embedded can also be directly copied from one

CF card to another, and multiple copies of the same operating system can be made and
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C̃S R̃D A8 W̃R D0 D1 D2 D3 D4 D5 D6 D7

Read 0 0 0 1 unused (0) dir speed align

Write 0 1 0 0 standby (0) trim (1) auto align (0) dir speed

Table 4.2: Line Descriptions on the Dynamic Alignment Board

switched in the event of a CF card corruption.

4.4.1 The Speed and Search Control

The speed and search control board controls the scan motor speed and direction as well

as the dynamic alignment mirror through a feedback loop. The scan motor direction and

speed can also be controlled through analog voltages applied directly to the motor itself,

but because the dynamic alignment of the interferometer is so precisely influenced by

the scan motor position, the two mechanisms must be controlled in tandem. These are

controlled by a programmable microchip containing a proprietary program to which we

do not have access. We wanted to keep the program because it is reliable and robust,

so we had to determine the dynamic alignment signals. This was accomplished using a

logic analyser while running the instrument through PCDA. Through a controlled set of

experiments, including different scan directions, speeds and states of dynamic alignment,

the bit pattern was determined for the 12 digital input and output lines to the microchip.

These twelve lines include four control lines (a Chip Select (C̃S), a Read (R̃D), a Write

(W̃R) and a Register Select (A8)) and 8 bits of data (D0-7), summarized in Table 4.2.

The scan speed is determined by four bits that increase bit-wise (D2–5 in the read cycle;

D4–7 in the write cycle). The scan direction is determined by one bit (D1 for the read

cycle; D3 for the write cycle). The speed direction is away from ZPD if high, and toward

ZPD if low. The alignment indicators are read by two bits in the read cycle: bits D6 and

D7. In the read cycle, D0 is an unused bit and is always low. There are no alignment

signals sent in the write cycle, and so there are an extra three bits (D0–D2) in the write

cycle that set the system mode, the speed trim and the automatic alignment mode. The
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Speed D2 (D4) D3 (D5) D4 (D6) D5 (D7)
0.1 cm/s 0 1 0 1
0.15 cm/s 0 1 1 0
0.2 cm/s 0 1 1 1
0.3 cm/s 1 0 0 0
0.5 cm/s 1 0 0 1
0.7 cm/s 1 0 1 0
1.0 cm/s 1 0 1 1
1.5 cm/s 1 1 0 0
2.0 cm/s 1 1 0 1

Table 4.3: Data Lines on the Dynamic Alignment Board Read (Write) Cycle

Alignment Status D6 (TY) D7 (TX)
Aligned 1 1

Only TX Aligned 0 1
Only TY Aligned 1 0

Search 0 0

Table 4.4: Alignment Status on the Dynamic Alignment Board Read Cycle

system mode is kept out of standby mode (low), the speed trim is always disabled (high),

and the automatic alignment mode is always left on (low). Tables 4.3 and 4.4 list signals

that are written to and read from the data lines. From these signals, we can determine

and control the speed of the scan motor and determine the state of the dynamic alignment

(aligned, search or partial alignment).

With the information from the speed and search control, together with the sampling

information from the LabJack counter, we now have a precise method of determining

the exact position of the motor, and hence the resolution of the spectrum. We have

full control over the interferometer: the scan motor, dynamic alignment and with the

software, discussed in §4.4.2 below, the data collection.

4.4.2 Software

The control software, which was written in LabVIEW, was separated from the analysis

software, written in MATLAB, so that the strengths of both languages could be ex-

ploited. LabVIEW has a strong instrument control package and an extensive hardware
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driver library, whereas MATLAB is ideal for matrix calculations, statistical analysis and

graphing.

Control Software

The LabVIEW software integrates the scan motor, controlled through digital commands

to the dynamic alignment (speed and search control), the data acquisition, and the

housekeeping information. The software contains an instrument control module called

a state machine and an automated scheduler. The state machine controls the basic

functions of the instrument: sampling and mirror scan direction, finding the beginning

of scan switch, initializing the analog-to-digital converters, and stopping the scan motor.

The automated scheduler allows a pre-determined experiment to be run without user

intervention. The scheduler includes the ability to record data with different scan lengths

and speeds during certain time intervals: for example, pre-set sunrise and sunset intervals.

The software also contains uplink and downlink capabilities through three RS-232

connections (one 300 baud (bits/s) uplink shared by all instruments on the payload, one

dedicated 9600 baud housekeeping downlink and one dedicated 115 kbaud data down-

link), so that the instrument can be controlled from the ground during a flight. The

housekeeping downlink includes a centreburst from the instrument, so that the data

quality can be monitored in near-real time. The 115 kbaud data line is not fast enough

to downlink the entire interferogram in real time. Complete interferograms for both de-

tectors are 6 MB each and are recorded every 50 seconds, giving a data rate of 960 kbaud.

Data are both downlinked during the flight (which will take a few hours) and also stored

on-board for retrieval after the payload has landed.

An occultation takes approximately 30 minutes for the MANTRA balloons, and

adding on 15 minutes before and after the occultation to ensure that the entire oc-

cultation is measured, the data volume is about 430 MB per occultation. We aim to

measure through two occultations, and so we need, at minimum, a 1 GB hard drive to
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record the data from one flight. We chose to record our data on a 2 GB flash card,

separate from that of the operating system, so we could insert a new flash card before

flight.

The software has many advantages for this application. First, all instrument house-

keeping information is recorded and easily accessible. All post-processing can therefore

be done with full knowledge of the state of the instrument. This is also extremely im-

portant during a balloon flight, when ambient temperatures can dip to as low as −60◦C,

and when direct sunlight hits the instruments, the instrument cases can reach 80◦C.

Since the electronics have only radiative and conductive means of cooling, monitoring

the temperatures during a flight can indicate when an instrument must be turned off to

avoid overheating or when heaters must be turned on to avoid freezing. (Most heaters,

however, turn on automatically using a thermostat.)

The second advantage of this software is that it allows for post-processing flexibility.

It is preferable to do no processing of the data on board the balloon so we have the

ability to process the data in any manner desired after the flight. Processing on-board

has typically been used in the past to reduce data volume, because on-board storage was

expensive [63]. That is no longer an issue.

In the U of T FTS, since both a high-gain and a low-gain channel for each detector are

stored on-board, we do not need to institute a mid-interferogram gain change, eliminating

the need for this on-board processing procedure. In fact, we do not perform on-board

processing of any kind (fast Fourier transforms (FFTs), apodization, digital filtering,

etc.).

Analysis Software

The MATLAB data analysis software decodes the binary data from the LabVIEW pro-

gram, performs a Forman phase correction to symmetrize the interferograms, and com-

putes a fast Fourier transform to produce an atmospheric spectrum. The mathematical



4.4. The U of T FTS on MANTRA 2004 75

details were described in §§3.2 and 3.3. Here, I will describe the details of the processing

code that I have written.

Forman Phase Correction

The high and low gain channels must be put together into one vector. This is done by

first subtracting off any offset in each channel, and multiplying the low gain channel by

the ratio of the high gain value to the low gain value. The ratio is determined from the

gain values set on the ADC itself. The specification on the MCC ADC board is that the

gains are correct to within 0.05%, which, for a gain of 5, a typical setting, is 5.0025. An

alternate method could involves determining the gain ratio from the high and low gain

data channels themselves. The disadvantage of this method is that the MCC ADC has

different offsets on each channel that are corrected separately (since the MCC converter

contains eight independent ADCs), and once the offsets are corrected, interferograms

oscillate about zero causing the division to contain zeros in the denominator.

The high gain channel then replaces the interferogram from the multiplied low gain

channel after a certain number of points. This number is chosen to ensure that the data

from the high gain channel that is appended to the low gain channel is not saturated.

In the code, the number of points was set to 5000. The entire interferogram contains

780,000 points. The asymmetric interferogram is M(x), from equation 3.3.2.

The next step is to take equal numbers of points around ZPD to create a low-

resolution, double-sided interferogram: Ms(x). We take 256 points. The phase spec-

trum, ms(σ), is calculated from the FFT of Ms(x). The phase angle, ε(σ), is calculated

from ms(σ), using equation 3.3.4, and the phase interferogram, F (x), is computed by

taking the FFT of eiε(σ). The apodization function (equation 3.3.7) is applied, where τ

is a vector spanning -128 to 127 and n is 128. The asymmetric interferogram, M(x),

is then convolved with the apodized phase interferogram to produce a phase-corrected

interferogram.
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Figure 4.6: The linear weighting function applied to the phase-corrected interferogram,
before computing the FFT. The top panel shows the phase corrected interferogram in
blue, and the weighting function in black. The centre-left panel shows the weighting
function applied to the central portion of the interferogram (the “centreburst”). The
centre-right panel shows the reversed weighted interferogram. The bottom panel shows
the sum of the two weighted interferograms.

Fourier Transform Scheme

The Fourier transform routine uses a built-in MATLAB FFT function. In preparation,

however, for the FFT, ABB Bomem uses a procedure in their processing code, which

I have adopted in mine, to ensure that data is both used from the short arm of the

phase-corrected interferogram and that we have a perfectly symmetric interferogram to

work with.

In order to use the short arm of the interferogram, a linear weighting function, in-

creasing from 0 to 1, is multiplied across equal numbers of points on either side of ZPD

(see Figure 4.6). The vector is then reversed and added to itself, to create a perfectly
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symmetric interferogram. The short arm of the interferogram is then removed, and re-

placed by the long arm to create a double-sided interferogram. The zero path point

in the interferogram is shifted to the first point in the vector (essentially swapping the

left and right halves of the vector). Zeros are inserted between the two halves of the

shifted interferogram to increase the number of points to 2N , where N is an integer (see

Figure 3.3). The MATLAB FFT routine is applied to the interferogram to compute the

spectrum.

Once the upgrade to the U of T FTS was complete, it was shipped out to Vanscoy to

participate in the MANTRA 2004 campaign.

4.4.3 MANTRA 2004 Launch #1

The first launch was at 08:34 local time on September 1st. Because the launch was in

the late morning, the first occultation opportunity was at sunset. The launch itself was a

success and all the instruments were launched while running: the pointing system in solar

pointing mode and the U of T FTS in its scheduler mode. All commanding capability,

however, was lost shortly after launch, which meant that no commands could be sent to

the instruments. This also meant that the data downlink line was inaccessible to the U of

T FTS, since the 115 kbaud downlink was to be shared by all three FTSs in succession,

initially connected to the DU FTS. The housekeeping downlink for the U of T FTS was

intact.

There was no automated scheduler in the pointing system, and so the pointing system,

which was supposed to take limb mode data (pointing 90◦ from the sun and scanning

the vertical) during the day, continued to follow the sun. Because it was in direct sun

throughout the hottest time of the day, the pointing system overheated and shut down

three hours before sunset. As a result, the payload began to slowly rotate, and continued

to do so during sunset. During sunset, the payload was within ±10◦ of azimuth for around

5 minutes, long enough for the U of T FTS to record two spectra on each detector at



78 Chapter 4. The U of T FTS

1500 2000 2500 3000 3500 4000 4500 5000 5500

0

0.5

1

1.5

2

2.5

x 10
5 InSb 20040901195331

Wavenumber (cm−1)

In
te

ns
ity

 (
ar

bi
tr

ar
y 

un
its

)

3625 3630 3635

0.2

0.4

0.6

0.8

1

CO
2

N
or

m
al

iz
ed

 In
te

ns
ity

2937.2 2938.4

0.5

0.6

0.7

0.8

0.9

1

CH
4

Wavenumber (cm−1)

2207.54 2207.66

0.8

0.85

0.9

0.95

1

N
2
O

2099.6 2100.4
0.6

0.7

0.8

0.9

1

O
3

Figure 4.7: InSb Spectrum from MANTRA 2004 Flight 1

a zenith angle of ∼ 89◦ (see Figure 4.7 and Figure 4.8). The payload was not facing

the sun long enough during sunset to acquire a full occultation. However, without the

delta-tracker, no spectra would have been recorded at all. The payload was terminated

immediately following sunset.

The new control software on the U of T FTS worked well. Housekeeping data are

shown in Figures 4.9, 4.10, 4.11 and 4.12. The housekeeping data were useful during

the flight, giving us constant information about the status of the instrument, and even

information about the direction in which the payload was facing, by noting increases in

temperature as the sunlight was incident upon the preamplifier (which is near the front

of the instrument) and the power supply (which is at the back of the instrument). See

Figure 4.10. We monitored the voltages, temperatures and laser status constantly, and

the instrument performed optimally in the low-pressure environment. The temperatures
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Figure 4.8: MCT Spectrum from MANTRA 2004 Flight 1

dip below −40◦C during the ascent through the tropopause, but remain between +10

and +55◦C once the float height was reached. The voltages were constant throughout the

flight, and the housekeeping data showed the expected signals. The laser heater cycles to

maintain the laser temperature stability, and is constant when the spectra were recorded.

The laser intensity was also constant when the spectra were recorded. One extra spec-

trum that could have been recorded during this period was lost to misalignments in the

scanning mirror that were not compensated for by the dynamic alignment system. This

is possibly due to a small misalignment in the laser detector board or low laser inten-

sity. The sun azimuth and elevation signals are the voltages sent to the delta-tracker

pen motors, and the period of time during which the suntracker was able to lock onto

the sun is evident from Figure 4.12. (The gaps between sets of instrument status data

are times when the centreburst, voltages, and temperatures are being recorded. This



80 Chapter 4. The U of T FTS

09:00 12:00 15:00 18:00
−30

−20

−10

0

10

20

30

Local Time

Vo
lta

ge

Input Voltages to the U of T FTS during the MANTRA 2004 Flight

15V
−15V
28V
−28V
5V

Figure 4.9: Housekeeping Voltages from the MANTRA 2004 Flight

happens approximately once every 90 seconds.)

The instruments were recovered, and there was some damage to the U of T FTS.

The landing had been a hard one, with a direct upright landing, followed by the payload

tipping over onto one side (see Figure 4.13). This shear caused the vibration mounts that

connected the U of T FTS to its base plate to tear out, the baseplate itself to fracture

and the instrument to crash through part of the gondola. Not surprisingly, while the

hexagon, scan tube and detector mount were still intact (though not aligned), the whole

system was at a 30-degree angle to the vertical. The system had to be hammered back

into its proper alignment, and the optical alignment had to be redone. After a week or

so, the problems had been fixed and the instrument was recording ground-based data,

though of poorer quality than before the flight.
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Figure 4.10: Housekeeping Temperatures from the MANTRA 2004 Flight
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for times surrounding the recording of the two spectra.

Figure 4.13: The U of T FTS After Landing. Figure courtesy SIL.
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Figure 4.14: The second MANTRA 2004 flight (figure courtesy Prof. Kaley Walker).
The x-axis is time in UTC, and the y-axis is altitude in m.

4.4.4 MANTRA 2004 Launch #2

The decision was made to attempt a second launch, and ground-based measurements

continued between launches. The second launch occurred at 02:16 local time on Septem-

ber 14th. Shortly after, the termination devices fired prematurely, and the payload ended

up on the ground in a field less than 1 km away from the launch site. See Figure 4.14.

4.5 Results

The new design of the U of T FTS worked well. The integration of the FTS onto

the payload was smooth. The instrument was lifted into place after being aligned and

tested on the ground, and, because the delta-tracker was attached to the FTS, no precise
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Figure 4.15: InSb Spectrum from the MANTRA 2004 Ground Based Campaign. The top
panel shows the entire spectrum, while the lower four panels show microwindows from
which we retrieve HCl, CH4, N2O and O3, respectively.

alignment was necessary with the payload.

A fortunate result of the work done on this FTS is that both the power consumption

and the mass of the instrument were significantly reduced. The power was reduced from

145 W to 65 W and the mass was reduced from 90 kg to 55 kg. The size was reduced

from two pieces to one, with dimensions of approximately 1.5 m by 0.3 m by 0.5 m. This

has obvious advantages for the balloon application, since a reduction in mass allows for

a higher float height, and a lower-power instrument generates less heat that must be

removed through conduction.

The U of T FTS made solar absorption measurements on the ground in the lead-up

to the first MANTRA 2004 flight and between flights. Figures 4.15 and 4.16 show the

spectra and atmospheric trace gas microwindows for the ground-based data. Comparing

flight spectra in Figures 4.7 and 4.8 with the ground-based spectra in Figures 4.15 and
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Figure 4.16: MCT Spectrum from the MANTRA 2004 Ground Based Campaign. The
top panel shows the entire spectrum, while the lower four panels show microwindows
from which we retrieve HCl, CH4, N2O and O3, respectively.

4.16, one can see striking differences. The most obvious difference is the overall shape of

the spectra. There is much less absorption in the balloon spectra, simply due to the lack

of water vapour and other tropospheric trace gases in the optical path.

To compare spectral signatures of trace gases, some common microwindows for CO2,

HCl, CH4, N2O, and O3 are shown. Since molecules cannot generally be measured in

the same microwindows on the ground as from a balloon (since most of the spectral lines

present in the balloon spectra are saturated in the ground-based spectra, or obscured by

water vapour), microwindows cannot be directly compared. The microwindows shown

here indicate the comparable resolutions and noise levels between the two viewing geome-

tries. This indicates that the instrument suffered few detector alignment problems from

the change in environment.

In preparation for the flight, a neutral density filter (metal mesh) was placed in front
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of the input to the FTS, in anticipation of the higher solar signals that would be found

at high altitudes as compared with the ground-based signals. One feature to note is that

the noise levels appear to be the same in the ground-based spectra and the balloon-based

spectra. Since there are many more photons reaching the detectors when the instrument

is on the balloon, we would expect an increase in the photon noise for the balloon-based

spectra. Because we do not see an increase in noise between the two spectra for the same

detector, we can conclude that the interferograms are not photon-limited, and that there

is another, larger noise source in the FTS.

Chapter 5 will discuss, in detail, the measurements made by the U of T FTS and the

results obtained.
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Chapter 5

U of T FTS Measurements∗

5.1 Introduction

The U of T FTS recorded flight data from MANTRA 2004 and ground-based data, both

in Vanscoy and in Toronto. This chapter will discuss the flight data results and two

intercomparison campaigns: the MANTRA 2004 ground-based campaign in Vanscoy,

Saskatchewan and the ground-based FTS intercomparison campaign, held in Toronto in

May through September, 2005.

A mathematical formalism that allows us to obtain information about the atmosphere

from a measurement, called retrieval or inverse theory, will be discussed in §5.2. SFIT2,

a commonly-used retrieval program, uses this theory and will be described in §5.3. A

discussion of the flight data and intercomparison campaigns themselves will follow.

5.2 Retrieval Theory

Retrieving column amounts of a gas in the atmosphere is an inherently ill-posed or

underconstrained problem: there is more than one solution that fits the data [66]. The

treatment of the inverse problem described in this section will closely follow the optimal

estimation method (OEM) of Rodgers [66].

The problem is formulated as follows. For each measurement made (say, an absorp-

∗The work contained in §5.6 through to the end of this chapter has been submitted to Atmospheric
Chemistry and Physics as Wunch et al. [26].

89
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tion line is measured by a number of spectral points), we have a measurement vector, y

of length m. The measurement vector is related to the real state of the atmosphere (say,

the profile of the gas), called the state vector, x of length n. The forward model, F(x,b),

relates the state vector to the measurement vector. The forward model contains all the

relevant physics of the measurement (the radiative transfer model and the instrument line

shape, for example), and the model parameters, b, are quantities that are not retrieved,

but influence the measurement and are known to some degree of accuracy. Model para-

meters can include the absorption coefficient of the gas, the pressure and temperature

profile of the atmosphere, the air mass factor at the latitude and time of day, etc. Since

there is always some error associated with a measurement, ε, and some error associated

with the forward model, ∆f , we can write

y = F(x,b) + ∆f + ε. (5.2.1)

What we ideally want is some way of solving this equation for x, the true state of the

atmosphere. The forward model is not typically invertible (and certainly not invertible

in our case), and so we need a method of estimating the true state of the atmosphere.

We will label estimates with a caret (̂ )—the estimate of the true state of the atmosphere

is x̂.

For simplicity, assume that the problem is linear with Gaussian statistics with ∆f = 0

and no parameters. These assumptions are not generally applicable, but can be general-

ized later.

y = F(x) + ε. (5.2.2)

We can linearize this equation by taking the first term of the Taylor expansion:

y =
∂F(x)

∂x
x + ε. (5.2.3)

Define a weighting function matrix, K, which describes the sensitivity of the forward

model to the state vector:

K =
∂F(x)

∂x
. (5.2.4)
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We can replace this in (5.2.3) to get:

y = Kx + ε. (5.2.5)

We ultimately want to know how to update our prior knowledge of the probability

of a given state of the atmosphere, P (x), with our particular measurement, y. This

is expressed as the probability of the state given a measurement, P (x|y). By Bayes’

theorem, we have the relation

P (x|y) =
P (y|x)P (x)

P (y)
. (5.2.6)

The probability of obtaining measurement y given an atmospheric state x, P (y|x),

is dependent on the forward model and the measurement error covariance, S−1
ε [66, pp.

23–24].1 For the measurement error covariance, we can reasonably assume that there is

no off-diagonal contribution, because the measurements are mostly independent of each

other. This is not generally the case for covariance matrices.

Assuming a Gaussian distribution for the measurement error covariance, the proba-

bility P (y|x), then, can be written as2

P (y|x) =
1

(2π)m/2|Sε|1/2
exp

{
−1

2
(y −Kx)TS−1

ε (y −Kx)

}
. (5.2.10)

1A covariance matrix is defined by the expectation value (E{}) of the deviation from the mean of
each point in the vector to the deviation from the mean of every other point in the vector. Note that
when i = j, we get the variance (var(yi) =

∫
(yi − ȳi)2P (y)dy):

Sij = cov(yi, yj) = E{(yi − yi)(yj − yj)} =
∫

(yi − yi)(yj − yj)P (y)dy (5.2.7)

S =



var(y1) cov(y1, y2) . . . . . . cov(y1, ym)
cov(y2, y1) var(y2) . . . . . . cov(y2, ym)

cov(y3, y1) cov(y3, y2)
. . . . . . cov(y3, ym)

...
...

...
. . .

...
cov(ym, y1) cov(ym, y2) . . . . . . var(ym)

 . (5.2.8)

2This is analogous to the scalar version of a Gaussian probability density function [66, pp. 20]:

P (ε) =
1

(2π)1/2σε
exp

{
− (ε− ε)2

2σ2
ε

}
, (5.2.9)

where ε =
∫

εP (ε)dε is the mean of ε, and σ2 =
∫

(ε− ε)2P (ε)dε is the variance of ε.
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Similarly, if we assume that the prior knowledge of x is also Gaussian, then

P (x) =
1

(2π)n/2|Sa|1/2
exp

{
−1

2
(x− xa)

TS−1
a (x− xa)

}
, (5.2.11)

where n is the length of the state vector and xa is the a priori value. P (y) is simply a

normalizing factor, and is not needed here [66, p. 24]. Using equation 5.2.6, we get

P (x|y) = C exp

{
−1

2

[
(x− xa)

TS−1
a (x− xa) + (y −Kx)TS−1

ε (y −Kx)
]}

, (5.2.12)

where C is a constant. The argument in the exponent can be expressed as a quadratic

in x: (x− x̂)TŜ−1(x− x̂), and so we can collect terms quadratic in x and linear in x.

The estimate of the state vector, x̂, in this case is the expectation value of P (x|y),

which makes it both the most likely state of the probability distribution function and the

expectation value of x. This results in:

Ŝ−1 = KTS−1
ε K + S−1

a (5.2.13)

x̂ = (KTS−1
ε K + S−1

a )−1(KTS−1
ε y + S−1

a xa),

= xa + (KTS−1
ε K + S−1

a )−1KTS−1
ε (y −Kxa). (5.2.14)

If we define another matrix, G, as the pre-multiplier of (y −Kxa) in equation 5.2.14:

G = (KTS−1
ε K + S−1

a )−1KTS−1
ε , (5.2.15)

we get another matrix, A:

A = GK = (KTS−1
ε K + S−1

a )−1KTS−1
ε K, and (5.2.16)

I−A = (KTS−1
ε K + S−1

a )−1S−1
a . (5.2.17)

Using equations 5.2.5, 5.2.15 and 5.2.16, we can simplify equation 5.2.14 to

x̂ = Ax + (I−A)xa + Gε. (5.2.18)

Equation (5.2.18) shows that the retrieved value, x̂ is a weighted average of the true state,

x, and the a priori state, xa by the matrix A, called the averaging kernel. The averaging
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kernel has a number of very useful properties. It is the sensitivity of the retrieval to the

true state:

A =
∂x̂

∂x
. (5.2.19)

Its rows describe the sensitivity of the retrieval to each grid point (altitude). Ideally, the

averaging kernel should be an identity matrix, with the concentration at each altitude

being represented by the single diagonal element in each row. In reality, however, the rows

have peaked functions: off-diagonal non-zero elements showing that the concentration at

each altitude has contributions from a number of grid points. The half-width of the

peaked function is a measure of the vertical resolution of the observations. The area of

the averaging kernel (the sum of the rows) shows at what altitude the retrieval is sensitive

to the measurement (i.e. where the values are close to 1) and where the retrieval is

dependent on the a priori (i.e. where the values are close to 0) [66, pp. 47]. The trace of

the averaging kernel, called the degrees of freedom for signal, provides a measure of how

many independent pieces of information are contained in the measurement.

ds = tr(A) (5.2.20)

One degree of freedom for signal implies that the measurement contains information

about one part of the atmosphere. Two degrees of freedom for signal would imply that

there are two independent partial column amounts usually representing different heights

in the atmosphere that can be retrieved.

In the work done in the rest of this chapter, we are interested in the total column,

which is a function of the profile, described by equation 1.3.16. The column averaging

kernel, aρ, is a measure of the sensitivity of the retrieved column amount to the profile

at each altitude. It is computed by multiplying the averaging kernel, A by the column

vector ρ that converts from a profile of volume mixing ratios (VMR) to a total column:

aρ = ρTA. (5.2.21)
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Figure 5.1: Density-weighted and normalized column averaging kernels for a typical ozone
profile in the 3040 cm−1 microwindow for the U of T FTS MCT detector.

In this case, ρ must contain the air masses in each layer to convert VMR to number

density (equation 1.3.15) and then must sum them up with a discrete version of equation

1.3.17, taking refraction and the spherical geometry into account.

Typically, these values are shown normalized: aρi
ρ−1

i , but because this artificially

gives weight to regions of the atmosphere in which there is very little absorption (i.e. the

mesosphere in this case), the more physically-intuitive density-weighted column averaging

kernel, aρ, will be used. Figure 5.1 illustrates the difference between density-weighted

and normalized column averaging kernels.

Returning to equation 5.2.1, we now add back in the model parameters (b) and

forward model error (∆f):

y = F(x,b) + ∆f + ε
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Equation (5.2.18) becomes:

x̂ = Ax + (I−A)xa + Gεy, where (5.2.22)

εy = Kb(b− b̂) + ∆f + ε, (5.2.23)

where Kb = ∂F(x,b)/∂b and b̂ are the estimates of b.

5.2.1 Errors

Subtracting the true state vector from the retrieved state (x̂− x) from (5.2.22) gives us

a collection of errors associated with the retrieval. There are four types of errors that

arise from this retrieval method. From Rodgers [66, p. 48]:

x̂− x =



(A− I)(x− xa) . . . a) smoothing error

+ GKb(b− b̂) . . . b) model parameter error

+ G∆f(x,b,b′) . . . c) forward model error

+ Gε . . . d) retrieval noise

(5.2.24)

We assume that the retrieval is an estimate of the true state of the atmosphere, with

an error contribution by the averaging kernel matrix A—called the smoothing error.

Since we do not know the true state of the atmosphere (x), we can only know the error

statistics of the smoothing error (Ss), given an ensemble of real states of the atmosphere.

Typically, the mean state is taken to be the a priori, xa, and so the smoothing error is

related to the a priori covariance matrix Sa.

Ss = E{(A− I)(x− xa) · (x− xa)
T (A− I)T}

= (A− I)Sa(A− I)T (5.2.25)

The model parameter errors can be minimized through precise laboratory measure-

ments, or by designing the experiment to minimize the dependence of the result on the

parameters. The model parameter error covariance matrix (Sf ) is dependent on the

covariance matrix of b.

Sf = GKbSb(GKb)T (5.2.26)
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The forward model error is difficult to evaluate because it must contain all the correct

physics for the particular problem.

The retrieval noise is easy to evaluate, because it is dependent on the measurement

noise error covariance matrix Sε, which is normally assumed to be random, unbiased and

diagonal.

Sm = GSεG
T (5.2.27)

The measurement noise is the inverse of the signal-to-noise ratio of the microwindow,

which is placed down the diagonal of the Sε matrix.

In many OEM retrieval algorithms, elements other than the desired atmospheric

state can be retrieved (for example, wavenumber shifts, baseline correction, line shape

information) [67]. We will call the true states of these extra elements e and their a

prioris, ea, so the total state vector, now called s, becomes

s =

x

e

 .

In this case, the averaging kernel becomes A Axe

Aex Aee

 ,

with additional elements (Axe and Aex) that could affect the retrieval, leaving A as the

averaging kernel containing only the profile information. Equation 5.2.22 is rewritten as:

ŝ− sa =

x̂− xa

ê− ea

 =

 A Axe

Aex Aee


x− xa

e− ea

 +

Gεy

εe

 , (5.2.28)

where εe represents the errors associated with the additional elements. Rearranging this

equation, we get:

x̂− x = (A− I)(x− xa) + (Axe)(e− ea) + Gεy. (5.2.29)
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This adds a new error term, called the interference error: Axe(e− ea). Its error covari-

ance matrix is:

Se = AxeSeaAxe
T, (5.2.30)

where Sea is the a priori covariance of e. Typically, the total error is taken to be a sum

(in quadrature) of the smoothing error, retrieval noise and interference error [67].

5.3 SFIT2

A standard program for retrieving trace gas concentrations from measurements made by

Fourier transform spectrometers is called SFIT2. It is described by [68–70] and is based

on the SFIT1 program [71]. SFIT2 applies a more general, nonlinear version of the theory

described in §5.2. SFIT2 is an optimal estimation program—it uses the maximum point

of the probability distribution function to determine the best result: that is, when

∂P (x|y)

∂x
= 0 (5.3.1)

to obtain equation 5.2.14:

x̂ = xa + (S−1
a + KTS−1

ε K)−1KTS−1
ε (y −Kxa).

Because of the nonlinear nature of the problem, SFIT2 uses a Newtonian iteration tech-

nique to minimize P (x|y) from 5.2.12, iterating to obtain the best estimate of the true

state of the atmosphere (x̂).

xi+1 = xa + (S−1
a + KT

i S−1
ε Ki)

−1KT
i S−1

ε [(y − yi)−Ki(xa − xi)] (5.3.2)

The yi term is what the forward model produces from the ith estimate of x: F(xi), or a

calculated spectrum. The Ki matrix is the weighting function matrix K evaluated at xi

(∂F/∂x|xi
).

The inputs to SFIT2 include: the absorption coefficients and line parameters from

the HIgh-resolution TRANsmission (HITRAN) 2004 database [17]; a priori profiles and
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error covariance matrices for each molecule; an atmospheric pressure-temperature profile

provided by data from the NCEP/NCAR analysis [72], selected out by the data from the

Goddard automailer [73]; and an atmospheric path calculated by a ray-tracing program

called FSCATM [74, 75].

The a priori information that is used for all the work in the remainder of this chapter

was generated by Aldona Wiacek [76, 77] from climatologies from the HALogen Occul-

tation Experiment (HALOE) satellite instrument [78], supplemented by the Michelson

Interferometer for Passive Atmospheric Sounding (MIPAS) satellite instrument daytime

profiles [79], the Jet Propulsion Laboratory’s (JPL’s) MkIV balloon FTS profiles and the

Kiruna NDACC station a priori profiles.

FSCATM [74, 75] is a nonlinear forward model. It uses an a priori state estimate,

pressure and temperature profiles, and the measurement latitude, longitude, altitude, and

time to numerically calculate the air mass distribution for a model atmosphere, taking

atmospheric refraction into account.

Small spectral regions (“microwindows”) are chosen to retrieve a target gas. Mi-

crowindows are chosen if they contain at least one suitably strong absorption line of the

target gas with as few interfering features as possible. The main input file to SFIT2

includes a large number of parameters, including the number of microwindows to be

used simultaneously for retrieval of the molecule, what interfering species are present in

the microwindow(s), whether or not there are solar lines in the microwindow, and what

additional parameters should be retrieved. The main additional parameters of interest

in this work relate to the instrument line shape information, called the effective apodiza-

tion parameter (EAP) and the phase error (PHS)—described in §3.3.2 as the effective

apodization and OPD-dependent phase error, respectively.

When retrieving columns of a gas, the absorption line shape (§1.3.1) is important:

this shape defines the amount of absorber in the path and where it originates in the

atmosphere via Lambert’s Law (equation 1.3.9). The instrument line shape (§3.3.2), is,
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therefore, also vitally important, so we can distinguish the instrumental effects from the

atmospheric ones.

In SFIT2, the EAP and PHS can either be retrieved as a set of polynomial coefficients

or as Fourier components. In the work done here, when they are retrieved, they are

retrieved as third-order polynomial coefficients. If the EAP and PHS values are known

from, say, independent gas cell measurements, tabular values (columns containing EAP

or PHS values and the corresponding OPD) can be input into SFIT2 instead of retrieving

the PHS and EAP parameters. A standard NDACC method for this uses calibrated HBr

cells [80] and a retrieval algorithm that determines ILS information. Hase, Blumenstock,

and Paton-Walsh [58] describe their software designed for this purpose, called LINEFIT,

which produces a table containing modulation efficiency and phase error, as a function

of OPD.

5.3.1 Effective Apodization v.s. Modulation Efficiency

Effective apodization and modulation efficiency are not, in general, equivalent, although

they are assumed to be in the literature (e.g. Griffith et al. [81]). The effective apodiza-

tion, as described in §3.3.2 is a measure of the attenuation of the signal as a function

of OPD. The modulation efficiency, however, is the ratio of the effective apodization of

the FTS to that of an ideal instrument. For a boxcar apodization, modulation efficiency

and effective apodization are identical. For any other apodization function, however, the

effective apodization is the modulation efficiency multiplied by the apodization function.

Whenever LINEFIT modulation efficiencies are used as inputs to SFIT2, they must first

be multiplied by the appropriate apodization function.

5.4 MANTRA 2004 Flight Data

As described in §4, there were only two spectra recorded on each detector of the U of

T FTS during the MANTRA 2004 flight. The following sections will describe the flight
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data quality, results from the retrievals of CO2, N2O, CO, O3 and CH4 and comparison

with the Microwave Limb Sounder satellite instrument, that measured close to Vanscoy

multiple times during the MANTRA 2004 campaign.

The Microwave Limb Sounder (MLS) instrument is on board the Aura spacecraft,

which is part of the Earth Observing System (EOS) mission. Aura was launched on July

15, 2004 and MLS began recording science data on August 13, 2004 [22, 23]. MLS on

Aura is an improved version of the MLS instrument on the Upper Atmosphere Research

Satellite (UARS) [82]. The MLS instrument measures thermal emissions of a variety of

molecules, including O3, HCl, N2O and CO with high vertical resolution. The results

presented in the following sections are some of the earliest comparisons with the MLS

instrument on Aura.

5.4.1 MANTRA 2004 Flight Data Quality

Because of the rotation of the payload, the delta-tracker on the U of T FTS was required

to function at the limits of its tracking range. The errors associated with the delta-

tracker and its current electronics increase as the edge of the tracking range is reached

because the motors are required to apply more force as the springs that control the

mirror are stretched. As a result, one would suspect that the signal-to-noise ratio of the

interferogram would be reduced. This is, in fact, apparent in the spectra produced from

the balloon payload.

Further, the instrument line shape of the FTS was unknown—even had the ILS been

measured before the flight, this would not guarantee consistency with the ILS during

the flight since the ILS is sensitive to temperature. The instrument temperatures during

the flight ranged from –40◦C to +50◦C (see Figure 4.10), and this is potentially a large

contributor to ILS changes. For all retrievals below, PHS and EAP parameters are

retrieved as part of the state vector, in an attempt to account for the ILS in the retrievals.

This method is described in detail in §5.6.2. In that section, it is determined that
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retrieving PHS and EAP parameters from SFIT2 for stratospheric species is a viable

alternative to calculating ILS parameters independently from a gas cell measurement.

A third problem with the data from the flight is time. The on-board FTS computer

clock was synchronized to the ground-based computer clocks (which are synchronized to

the Microsoft server) prior to launch. However, it is a known problem that BIOS clocks

are sensitive to temperature (and tend to lose time when cold). Unfortunately, the BIOS

chip battery was ejected from the flight computer upon landing, and so the time shift

could not be estimated. For the results described below, I have assumed that the on-board

computer time recorded on each spectrum is the correct time for a number of reasons.

First, the CO2 column retrievals are not inconsistent with the a priori column (maximum

8% difference—see Table 5.7), indicating that the solar zenith angle calculated for the

spectrum time is not seriously in error. Second, the computer was insulated, and its

temperature change throughout the flight remained between 0 and 55◦C (Figure 4.10).

Third, a handwritten log was kept during the flight to record significant events. The

times recorded in the log for the acquisition of the spectra are consistent with the times

recorded on board (within 3 minutes). There is at least a one-minute delay between the

time that the interferogram is recorded and sent down to the ground so the timing is, at

most, two minutes off. This translates into a maximum elevation angle error of 0.26◦.

5.4.2 Flight Data and Results

The four interferograms were retrieved using both a boxcar apodization function (un-

apodized) and a triangular filter that improves the signal-to-noise ratio of the spectra,

but also reduces the resolution (see Table 5.1 for the spectrum naming convention). Col-

umn amounts of CO2, O3, HCl, CH4, N2O and CO were retrieved using SFIT2 and SFIT1

[71]. SFIT1 is spectral fitting program similar to SFIT2, but it finds the best fit to the

microwindow by changing the a priori profile by a scale factor rather than changing the

a priori profile only where the retrieval is sensitive to the spectrum. Because there were
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Filename Detector Time Altitude (m) Location SZA Apodization
040902FI.D13 (I13) InSb 19:53:31 35063.4 51.5293◦N, 108.3410◦W 89.58◦ Triangular
040902FI.D14 (I14) InSb 19:54:55 35021.7 51.5246◦N, 108.3461◦W 89.77◦ Triangular
040902FI.D15 (I15) InSb 19:53:31 35063.4 51.5293◦N, 108.3410◦W 89.58◦ Boxcar
040902FI.D16 (I16) InSb 19:54:55 35021.7 51.5246◦N, 108.3461◦W 89.77◦ Boxcar
040902FM.D13 (M13) MCT 19:53:31 35063.4 51.5293◦N, 108.3410◦W 89.58◦ Triangular
040902FM.D14 (M14) MCT 19:54:55 35021.7 51.5246◦N, 108.3461◦W 89.77◦ Triangular
040902FM.D15 (M15) MCT 19:53:31 35063.4 51.5293◦N, 108.3410◦W 89.58◦ Boxcar
040902FM.D16 (M16) MCT 19:54:55 35021.7 51.5246◦N, 108.3461◦W 89.77◦ Boxcar

Table 5.1: The Naming Convention of the Flight Spectra

only two spectra recorded, and they were of similar solar zenith angle, a profile cannot

be retrieved. Also, at the time these spectra were recorded, the solar zenith angles were

89.59◦ and 89.77◦; sunset had not yet begun. However, there is some information in the

spectra about the column of the atmosphere above the balloon height.

With the SFIT2 analysis, a density-weighted column averaging kernel can be cal-

culated, which gives the sensitivity of the retrieved column to a particular part of the

atmosphere. Not surprisingly, the sensitivities of all molecules were most significant at

the lowest altitudes (see Figure 5.2).

The SFIT1 analysis has no averaging kernel since it assumes equal sensitivity to each

layer. Column amounts are retrieved in both cases by applying equations 1.3.15 and

1.3.16 in the method described in §5.2. The SFIT1 column will deviate most from the

a priori column because the entire profile has changed by a scale amount, instead of

only the layers which are sensitive to the measurement. In order to properly compare the

SFIT1 and SFIT2 analyses, one can smooth the SFIT1 analysis with the SFIT2-retrieved

averaging kernel by weighting the SFIT1 profile (xh) by the SFIT2 averaging kernel, and

allowing the SFIT2 a priori provide information where the averaging kernel is insensitive

[67].

xs = Axh + (I−A)xa (5.4.1)

where xs is the smoothed profile, A is the averaging kernel, xh is the SFIT1 profile and

xa is the a priori profile.

Upon smoothing the SFIT1 retrieved profile with SFIT2, the results are more con-



5.4. MANTRA 2004 Flight Data 103

0 5 10 15

x 10
21

30

40

50

60

70

80

90

100
O3 − 3040

Column Averaging Kernel

A
lti

tu
de

 (
km

)

0 5 10

x 10
21

30

40

50

60

70

80

90

100

Column Averaging Kernel

N2O

0 0.5 1 1.5 2

x 10
22

30

40

50

60

70

80

90

100

Column Averaging Kernel

HCl

0 1 2 3 4 5

x 10
21

30

40

50

60

70

80

90

100
CO

A
lti

tu
de

 (
km

)

Column Averaging Kernel
0 5 10 15

x 10
21

30

40

50

60

70

80

90

100
CH4

Column Averaging Kernel

Density−Weighted Column Averaging Kernels for the MANTRA 2004 Flight Data

0 5 10 15

x 10
21

30

40

50

60

70

80

90

100

Column Averaging Kernel

CO2

Figure 5.2: Flight Column Averaging Kernels

sistent. Tables 5.2–5.7 shows the results of the total columns above the balloon and the

percent differences from the a priori column.

Comparisons with the mean MLS profiles are shown in Figures 5.3–5.8. Only the

highest SNR fit for each microwindow is shown, which is M13 for ozone, CO2 and CH4.

For N2O and CO, the M14 spectrum gives a better fit. The HCl microwindow shown is

M13, even though the SNR is slightly higher for I13 because the HCl M13 fit yields a more

stable retrieval. In general, the SFIT2 and smoothed SFIT1 retrievals are consistent with

the profiles generated by MLS. A more quantitative comparison between MLS and the

U of T FTS can be achieved by applying the same smoothing procedure from equation

5.4.1, but with xh as the MLS profile. The resulting mean profiles are shown in Figures

5.3–5.8 and the column amounts and percentage differences from the a priori are listed in

Tables 5.2 through 5.7. The columns retrieved by the FTS and MLS differ at maximum
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Figure 5.3: The SFIT2, smoothed SFIT1 and smoothed MLS mean ozone in the 3041
microwindow from the MANTRA 2004 flight data.

(in brackets, by M13 for O3, HCl and CH4, and M14 for CO and N2O) by 15% (0.03%)

for ozone, 21% (19%) for N2O, 16% (15%) for CO and 14% (3.4%) for HCl.

As a point of clarity, the FTS profiles shown are not, in fact, true profiles, since these

spectra have only ∼1 degree of freedom for signal. The profiles only indicate where the

retrieval is sensitive to the measurements and where they differ (and by how much) from

the a priori.
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Figure 5.4: The SFIT2, smoothed SFIT1 and smoothed MLS mean HCl from the
MANTRA 2004 flight data.
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Figure 5.5: The SFIT2, smoothed SFIT1 and smoothed MLS mean N2O from the
MANTRA 2004 flight data.
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Figure 5.6: The SFIT2 and smoothed SFIT1 CH4 from the MANTRA 2004 flight data.
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Figure 5.7: The SFIT2 and smoothed SFIT1 CO2 from the MANTRA 2004 flight data.
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Figure 5.8: The SFIT2, smoothed SFIT1 and smoothed MLS mean CO from the
MANTRA 2004 flight data. The inset is an enlargement of the lowest pressure levels.
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5.4. MANTRA 2004 Flight Data 109
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Percent Difference (%)
SFIT1 to SFIT2 SFIT2 to MLS

O3 0.7 (6) 0.03 (16)
CO 0.02 (10) 9 (16)
N2O 1 (12) 2 (21)
HCl 0.08 (3) 2 (14)
CH4 0.04 (0.7) —
CO2 0.2 (2) —

Table 5.8: Flight Data Partial Column Results. The smallest and, in brackets, largest
percent differences between the data sets are listed.

5.4.3 Flight Data Discussion

It seems clear that had the payload not rotated through sunset, the U of T FTS would

have recorded a full set of occultation data, allowing us to compute well-resolved vertical

profiles of O3, HCl, N2O, CH4 and CO. The four spectra that were recorded revealed that

the instrument functioned well in its high-altitude environment. Although no profiles can

be computed from the four spectra, slant and vertical columns above the balloon were

computed, and were consistent with the corresponding MLS partial columns (Table 5.8).

The best comparisons with MLS were from the MCT spectra that were apodized with a

triangular function. Because the other two FTS instruments on board the payload did

not retrieve any occultation data, no FTS intercomparisons were possible.

The goal of developing Canadian capacity for balloon-borne FTS measurements was

achieved, and this instrument can be used again on future balloon flights. Given a

full data set from this flight, two science goals for the U of T FTS would also have

been achieved: measuring vertical profiles of relevant trace gases to ozone depletion, and

satellite validation.

5.5 MANTRA 2004 Ground-Based Campaign

MANTRA 2004 included an extensive ground-based campaign. There were daily mea-

surements of O3 from a Brewer Spectrophotometer, the University of Toronto’s ground-
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based UV-VIS spectrometer (U of T GBS), the Service d’Aéronomie’s Systeme d’Analyse

et d’Observations Zenithales (SAOZ) UV-VIS instrument, the CRESTech/York Univer-

sity Acousto-Optic Tunable Filter Spectrometer (AOTF), Environment Canada’s Sun-

PhotoSpectrometer (SPS) and Environment Canada’s Measurements of Atmospheric Ex-

tinction in the Stratosphere and Troposphere Retrieved by Occultation (MAESTRO).

The ground-based instruments measured for 43 days during the MANTRA 2004 cam-

paign, and the U of T FTS collected ground-based spectra for around 10 days. The

spectra were recorded during every measurement opportunity—that is, times when both

the skies were clear and there were no flight tests being done.

The one molecule that all ground-based instruments measured is ozone. Figure 5.9

shows the comparison of retrieved total columns from the Brewer Spectrophotometer in

Vanscoy, a Brewer Spectrophotometer in Regina, (<300km SE of Vanscoy), the University

of Toronto’s GBS and SAOZ. The other instruments’ data are not yet available for

comparison. The second Brewer from Regina was added to the comparison because

there were tests being performed on the Vanscoy Brewer periodically throughout the

ground-based campaign.

The columns and ILS information for the U of T FTS were retrieved using SFIT2,

and interferograms were apodized with a triangular function.

Choice of Averaging Time for MANTRA 2004 Data

The MANTRA 2004 ground-based data have a number of intrinsic problems: first of all,

the detector alignment for the InSb detector in particular was poor, since we adjusted

the detector position multiple times during the campaign to optimize signal on the sun

at ZPD without checking the spectrum to ensure that it had full resolution. Second,

the weather in Vanscoy was mostly cloudy over the duration of the campaign. Third,

the priority during this period was to prepare the instrument for flight. To ensure that

the detectors would not saturate during the flight (which would render the measurement
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Figure 5.9: Daily Average Ozone for the MANTRA 2004 Ground-Based Campaign. The
two detectors for the U of T FTS are in blue and red triangles. The black circles are from
the Vanscoy Brewer, while the cyan circles are from the Regina Brewer. The diamonds
are from the ground-based UV-VIS instruments: magenta is the University of Toronto
Ground-Based Spectrometer and yellow is the SAOZ instrument.

useless, since data from the zero path difference position yields the overall shape of

the spectrum) we placed metal mesh in front of the detectors on August 27th, cutting

the solar signal by a third. As a result of this, the signal to noise ratios of some of

the ground-based spectra are low. The retrieved profile from a spectrum is a weighted

average of the true state and the a priori state, weighted by the relative sizes of the error

covariance matrices (equations 5.2.16 and 5.2.18). As a result, if the signal-to-noise ratio

is low, the profiles will be weighted toward the a priori profile, using less information

from the spectrum. To increase the signal-to-noise ratio of the spectra, the spectra can

be averaged. Averaging spectra, however, increases the observing time, and one must

consider the atmospheric changes that can occur during this time, and balance that with

the gain in signal-to-noise ratio.
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Schneider [83, pp. 49–53], provides an analysis of the effects of changing solar zenith

angle (SZA) on the retrieved profile from averaged spectra.3 He concludes that the

column amounts are not affected by averaging spectra, and that the profile differences

are negligible below 80◦ SZAs, even for long-duration measurements (13 minutes). His

measurements were taken at the Izaña Observatory, which is at 28◦N, and for which his

13-minute scans had a maximum change of SZA of less than 3◦. This is a significantly

lower latitude than at Vanscoy, Saskatchewan (52◦N), and so the rate at which the SZA

changes will be slower in Vanscoy. Further, the ground-based measurements at Vanscoy

were not taken when the SZAs were larger than 65◦. To ensure that the SZA does

not change more than 3◦, a 20-minute averaging time can be used. The FTS during

MANTRA 2004 took spectra once every 100 seconds, and so this would increase the

SNR about a factor of 3. This, of course, is not possible for all days throughout the

ground-based campaign, since the number of spectra during a given time period varied,

based on the cloud level. The maximum averaging time is taken to be 20 minutes.

Justification for the Error Bars in Figure 5.9

August 11 is the best day of data from the ground-based campaign, with the longest

period of clear weather. There were 61 individual spectra taken creating 13 20-minute

averages, each containing between 2 and 7 spectra in the average. The error bars on the

individual columns retrieved from the 13 averaged spectra, are the sum, in quadrature, of

the retrieval noise, the smoothing error and the interference error (described by equations

5.2.25, 5.2.27 and 5.2.30). This, however, does not capture the variability of the column

amounts seen during August 11. The standard deviation of the columns for August 11

is a more appropriate measure of the error for the daily average, which is 7%. For other

days during the campaign, fewer spectra were recorded, and so the standard deviation

for the daily averages during those days will be either unrealistically small (for both

3It has been shown by Kyle and Blatherwick [84] that the smearing of the atmosphere throughout a
single interferogram shows negligible difference in the spectrum and the column (integrated spectrum).
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Figure 5.10: Density-Weighted Column Averaging Kernels for the U of T FTS Ground-
Based Data

detectors on August 10 and 19, the InSb detector on August 27) or unrealistically large

(for the MCT on August 27). I have, as a result, applied a 7% error bar to each day.

With the 7% error bars, the data agree with the Brewer data, except for the MCT

detector on August 19. There is a clear high-bias of up to 7% in the FTS MCT data.

There are two anomalously low columns retrieved with the InSb data (August 19 and

September 7)—both of which can be attributed to poor detector alignment. In these

comparisons, averaging kernels can not be taken into account (such as using equation

5.4.1), because the other ground-based instruments do not retrieve profiles. The dis-

agreement may be due to spectroscopic parameter errors between the infrared, where the

U of T FTS measures, and the UV/VIS range, where the other ground-based instrument

measure.
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5.5.1 Partial Column Comparisons with MLS

There were multiple overpasses of the MLS instrument during the 2004 ground-based

campaign. Partial columns of ozone, HCl, CO and N2O can be compared with the

ground-based MANTRA 2004 data in the same manner as in §5.4. To properly compare

partial columns, the MLS data must be smoothed with the U of T FTS averaging kernels

over the coincident pressure levels using equation 5.4.1. The U of T FTS MCT density-

weighted column averaging kernels are shown in Figure 5.10. The U of T FTS measures

down to the ground, whereas MLS does not measure quite as far into the troposphere.

Further, the MLS science team has recommended altitude ranges for each molecule [85].

The partial column comparisons are shown in Figures 5.11–5.19. The MLS data were

filtered for quality and proximity to Vanscoy. The quality control consisted of removing

all volume mixing ratio data < −1 and limiting column retrievals to only vertical levels

recommended by the Version 1.5 Level 2 data quality and description document [85].

The latitude range of the data is from 45◦N to 65◦N, and the longitude range is 90◦W

to 120◦W, approximately centred on Vanscoy (52◦N, 107◦W). Because this time of year

the atmosphere is dynamically quiescent (§2), this range is suitable.

The error bars on the MLS data are the standard deviation from that day’s mea-

surements, and the error bars on the U of T FTS data are the standard deviation from

the August 11 data. The ozone, N2O and CO partial columns measured by the MCT

detector data agree, within error, with the MLS partial columns. The HCl MLS daily

mean partial columns are higher than the MCT daily mean total columns by 12%. There

is a known ∼0.2–0.4 ppbv (10–15%) high bias of MLS HCl as compared with HALOE

[85, 86]. The discrepancy between MLS and HALOE cannot yet be explained. This is

also what is seen in Figure 5.13. Since the a priori HCl values used in this analysis

are from HALOE climatologies [76], this could account for some of the partial column

differences. Figure 5.15 shows the (only slight) improvement for retrieving HCl partial

columns with the a priori multiplied by 1.1 (i.e. an increase of 10% at every level). The
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Figure 5.11: Ozone Partial Column Comparisons with MLS

difference in this case between the MLS and U of T FTS means is 10%. The comparisons

worsen when the a priori is increased by 15% at each level (to 20%). This is likely due

to the increased tropospheric amount, which artificially broadens the expected lineshape,

causing SFIT2 to assign less broadening to the ILS and stratosphere and more to the

troposphere, where the partial column is insensitive. This would lower the partial column

amounts, as seen in Figure 5.15.
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Figure 5.12: Ozone Partial Column Comparisons with MLS
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Figure 5.13: HCl Partial Column Comparisons with MLS
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Figure 5.14: HCl Partial Column Comparisons with MLS
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Figure 5.15: HCl Partial Column Comparisons with MLS. The different colours for the
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Figure 5.16: N2O Partial Column Comparisons with MLS
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Figure 5.17: N2O Partial Column Comparisons with MLS
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Figure 5.18: CO Partial Column Comparisons with MLS

08/08 08/15 08/22 08/29 09/05 09/12
2

2.2

2.4

2.6

2.8

3

3.2
x 10

17

Date in 2004

P
ar

tia
l C

ol
um

n 
(m

ol
ec

ul
es

/c
m

2 )

Partial Column Comparison for CO

MLS
MCT
InSb

Figure 5.19: CO Partial Column Comparisons with MLS
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5.5.2 MANTRA 2004 Ground-Based Discussion

The main limitations to the ground-based data from the MANTRA 2004 campaign were

weather and signal-to-noise ratio. The weather reduced the total number of clear-sky

days during the 7-week campaign to only 6. The metal mesh, used to ensure that the

interferograms did not saturate when the FTS was on the balloon, reduced the signal-to-

noise ratio of the data, increasing the error. Despite these limitations, the U of T FTS

total columns of ozone agree within 7% with the total columns computed by the U of T

GBS, SAOZ and the Brewer Spectrophotometers (Figure 5.9), all on-site in Vanscoy, all

of which are UV-VIS instruments. Some of this difference may be due to spectroscopic

errors between the UV-VIS and the IR. A possibility for the larger errors found between

SAOZ and the U of T GBS and the U of T FTS than between the U of T FTS and

the Brewer Spectrophotometers is their respective viewing geometries. The U of T GBS

and SAOZ measure scattered light only at dawn and dusk, whereas the Brewers and the

U of T FTS measure direct sunlight throughout the day, and so have the same viewing

geometry.

Partial column comparison with the MLS satellite instrument show excellent agree-

ment (within error of the MCT detector on the U of T FTS) for all molecules except

for HCl. The difference between the HCl partial columns is still unclear, and a similar

discrepancy is seen for HCl profiles between MLS and HALOE that is as yet unexplained

[86]. This discrepancy is not seen between the MLS and ACE-FTS profiles, indicating

that this is not an IR/UV-VIS spectroscopy problem. These will have been some of the

first intercomparisons with MLS data, as it began recording science data on August 13,

2004.

5.6 Ground-Based FTS Intercomparisons in Toronto

The U of T FTS recorded ground-based measurements alongside two other FTS in-

struments: the Toronto Atmospheric Observatory FTS (TAO-FTS) and the Portable
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Atmospheric Research Interferometric Spectrometer for the Infrared (PARIS-IR). These

instruments will be described in §5.6.1.

Previous intercomparisons of ground-based FTS observations have mainly focused

upon the agreement of the retrieved quantities with instruments of similar resolution

[81, 87–89] based on different analysis techniques [68, 88] or addressed how the influence of

individual instrument performance impacts the retrieved vertical column concentrations

[81, 88, 89]. Paton-Walsh et al. [87] compared two instruments operating at a 0.005 cm−1

resolution for retrieving total columns of HCl, N2O and HNO3, and at 0.07 cm−1 for

retrieving HF columns. Goldman et al. [88] compared N2, HF, HCl, CH4, O3, N2O,

HNO3 and CO2 total columns measured by four FTIRs at 50 cm optical path difference

(OPD). Meier et al. [89] compared total columns of HCl, HF, N2O, HNO3, CH4, O3, CO2

and N2 from two high-resolution instruments (the OPD used is unspecified in the paper).

Griffith et al. [81] compared total columns of N2O, N2, CH4, O3, HCl, HNO3 and HF

with two FTIRs operating both at 180 cm OPD (for all molecules except HF) and at

150 cm OPD (for HF). There are no comparisons, to our knowledge, that look at total

columns produced by data from instruments with significantly different resolutions.

The goals of the intercomparison are to determine what effect resolution has on re-

trieved total column amounts of O3, HCl, N2O, and CH4, and what retrieval parameters

allow for the best comparison results. The results will be discussed in §5.6.3.

5.6.1 Instruments

TAO FTS

The Toronto Atmospheric Observatory (43◦ 40′ N, 79◦ 24′ W, 174.0 m) was established

in 2001 with the installation of a high-resolution, DA8 model infrared Fourier Trans-

form Spectrometer manufactured by ABB Bomem Inc. The TAO-FTS was designated

a complementary instrument of the Network for the Detection of Atmospheric Composi-

tion Change, NDACC (formerly the Network for the Detection of Stratospheric Change
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(NDSC) [90]), in March, 2004. Since then, the TAO-FTS has taken part in both satellite

validation activities (Mahieu et al. [91], Dils et al. [92]) and scientific process studies

(Wiacek et al. [93]).

The optical design of the TAO instrument consists of a vertically oriented, linear

Michelson interferometer with a maximum optical path difference of 250 cm, providing

a maximum unapodized resolution of 0.004 cm−1 [77]. The modulation efficiency and

phase error are shown in the left-most panels of Figure 5.20. For reference, the U of

T FTS MCT modulation efficiency and phase error are shown in the middle panels of

Figure 5.20. The U of T FTS ILS is poor, and to increase the SNR of the spectra, while

minimizing the resolution loss, interferograms are apodized with a triangular filter.

Infrared solar absorption spectra are nominally recorded on indium antimonide (InSb)

and mercury cadmium telluride (MCT) detectors using a potassium bromide (KBr)

beamsplitter to cover from 750–4400 cm−1. All of the internal optics, including the

detectors, are kept under vacuum to maintain an ambient pressure of approximately

0.06 Torr, and the detectors are actively cooled using liquid nitrogen. The external op-

tical components include a dedicated elevation-azimuth tracker (manufactured by AIM

Controls Inc.) which actively tracks direct solar radiation throughout the day.

Observations are usually taken by sequencing through six different narrow-band op-

tical interference filters which are widely used within the NDACC InfraRed Working

Group (IRWG) (Table 5.9). For the purposes of this campaign, only Filter 3 was used

with the InSb detector, reducing the spectral range to 2420–3080 cm−1 (3.2–4.2µm).

This range is ideal for this study because it contains signatures of the four molecules of

interest (O3, HCl, CH4 and N2O) in a spectral region that overlaps those of the other

two instruments. Each spectrum consists of co-adding four interferograms, resulting in

one spectrum attained over a period of approximately 20 minutes. Interferograms are

unapodized.
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Figure 5.20: Typical modulation efficiency and phase error for all three instruments.
These are computed from gas cell measurements using LINEFIT. The top panels contain
the modulation efficiency and the lower panels contain the phase error. The left-most
panels show unapodized TAO-FTS data, recorded August, 2005. The central panels show
U of T FTS data, apodized with a triangular filter and recorded September, 2005. The
right-most panels show unapodized PARIS-IR data, recorded August, 2005.

NDACC Wavenumber Range Wavelength Range Chemical Species
Filter (cm−1) (µm)

1 4020–4290 2.33–2.49 HF
2 3000–3820 2.62–3.33 C2H2, HCN, H2O & isotopes
3 2420–3080 3.25–4.13 CO2, H2O, HDO, HCl, O3, N2O,

CH4, NO2, C2H6

4 2020–2570 3.89–4.95 OCS, CO, N2

5 1590–2150 4.65–6.29 NO, COF2

6 670–1351 7.40–15 C2H2, C2H4, ClONO2, O3, N2O,
HNO3, NH3, CCl2F2, CHF2Cl

Table 5.9: NDACC Filters
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PARIS-IR

The Portable Atmospheric Research Interferometric Spectrometer for the Infrared is a

new, compact, portable FTS built by ABB Bomem for the Waterloo Atmospheric Ob-

servatory (43◦ 28′ N, 80◦ 33′ W, 319.0 m) [21]. PARIS-IR was primarily constructed

from spare flight components that were manufactured for the Atmospheric Chemistry

Experiment Fourier Transform Spectrometer (ACE-FTS) [20] and consequently has a

very similar optical design with the same maximum OPD (25 cm) and spectral range

(750–4400 cm−1). The photoconductive sandwich detectors are corrected for nonlinear-

ity. The spectrometer has a mass of approximately 66 kg, dimensions of 60 cm by 60 cm

by 42 cm, and an average power consumption of 62 W. To obtain a sufficiently long

optical path difference within this compact volume, ABB Bomem used a “double pendu-

lum” interferometer and “entrance mirror” to pass radiation through the interferometer

twice. In addition to the MANTRA 2004 balloon campaign, PARIS-IR has also par-

ticipated in three ground-based ACE validation campaigns in the Canadian high Arctic

at Eureka, Nunavut [94]. Currently, the instrument is regularly operated at the Water-

loo Atmospheric Observatory (WAO) for recording atmospheric absorption spectra. Its

modulation efficiency and phase error are shown in the right-most panels of Figure 5.20.

PARIS-IR interferograms are unapodized.

5.6.2 Observation Strategy and Analysis Method

The observation strategy for the campaign was constructed to focus on the effects of the

instrument resolution on the retrieved column amounts. This was achieved by measuring

simultaneously from the same location, in the same spectral range and using similar

retrieval methods with identical a priori information, line parameters and forward model.

Retrievals for all three instruments were executed using SFIT2 (v.3.82beta3) [70, 95] and

the same input parameters. All three instruments were located at TAO for the duration

of the campaign. The data presented here were recorded on August 24, August 26,
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Figure 5.21: The experimental setup. Figure courtesy Dejian Fu.

September 1 and September 2, 2005, with at least 14 spectra recorded by the TAO-FTS

on each day.

To measure the same atmospheric path simultaneously with all three instruments,

two small pick-off mirrors were placed in the solar beam to deflect a portion of the light

into the U of T FTS and PARIS-IR (Figure 5.21). Every attempt was made to ensure

that TAO incurred a minimal loss of signal, and the loss of SNR was less than 10%. To

further ensure simultaneity, the U of T FTS and PARIS-IR co-added individual spectra

that were recorded during the 20-minute interval required to produce one TAO-FTS

spectrum. The PARIS-IR instrument measures the largest number of spectra per unit

time, with a 20-second scan time, whereas the U of T FTS measures one interferogram in

50 seconds. The TAO instrument, as described in §5.6.1 requires ∼20 minutes to create

one spectrum. Table 5.10 summarizes the instrument details.

The three FTS instruments measured solar absorption by O3, CH4, HCl, and N2O in
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PARIS-IR U of T TAO
Maximum Optical
Path Difference (cm) 25 50 250
Scan Time (s) 20 50 300
Spectral Range (cm−1) 750–4400 1200–5000 750–4400

(2420–3080)
Measurement Span Aug. 24–Sept. 2 May 26–Sept. 12 Year-round

Table 5.10: Instrument configuration. The second line of the spectral range for the TAO-
FTS indicates its spectral range using NDACC filter 3, which is the spectral range used in
this intercomparison. The scan time is the time it takes to record a single interferogram.

the same spectral ranges. The five microwindows chosen for this campaign are listed in

Table 5.11. Two microwindows for ozone (near 3040 cm−1 and 2775 cm−1) were chosen

because they yielded the highest degrees of freedom for signal for the lower resolution

instruments in the considered spectral range, compared with the more commonly used

3045 cm−1 microwindow (e.g. Goldman et al. [88] and Griffith et al. [81]). It should

be noted that the best ozone retrievals for the PARIS-IR instrument come from the

1000 cm−1 band, but in the interest of maintaining consistency with the other two in-

struments, retrievals of ozone are considered only in the spectral ranges measured by all

three instruments.

The only difference between the three retrieval methods is that the PARIS-IR re-

trievals were performed on a 29-layer grid, whereas the TAO and U of T FTS retrievals

were performed on a 38-layer grid. As discussed in §5.6.2, this made only a small differ-

ence in the resulting column amounts.

By eliminating atmospheric condition differences between measurements, eliminat-

ing differences in line parameter characterization and minimizing the differences in the

retrieval methods, the bulk of the discrepancies can be attributed to differences in in-

strument resolution.
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Instrument Line Shape

The importance of considering the influence of an individual instrument line shape (ILS)

for ground-based comparisons has been previously addressed (Griffith et al. [81]) and is

particularly important in this case because of the pronounced differences in the resolution

of the three instruments. Retrieving ILS information is very important for the retrievals of

stratospheric species, such as O3 and HCl, since their absorption lines are much narrower

than the resolution of the U of T FTS and the PARIS-IR instruments. Because of this,

most of the broadening of these lines can be attributed to the instrument line shape, and

so the ILS will serve an important role. Tropospheric species like N2O and CH4, however,

have pressure-broadened absorption lines that have widths that are on the order of the

resolution of the U of T and PARIS-IR instruments.

As mentioned in §5.3, one can input tabular values for PHS and EAP from LINEFIT

results, or retrieve PHS and EAP coefficients from the solar spectrum itself with SFIT2.

Tabular inputs from LINEFIT are appropriate for ground-based measurements, where

the ILS remains constant for several months at a time. For balloon-based measurements,

however, temperatures change significantly between daytime and nighttime and both the

atmospheric temperature and pressure vary significantly between the ground and float

altitude. Both temperature and pressure can affect the instrument alignment and thus

the ILS. Because of this, we may wish to calculate the EAP and PHS coefficients for each

spectrum individually. Without a permanent gas cell fixed to each spectrometer during

solar measurements (which none of these instruments possess), a method for retrieving

ILS information from the solar spectrum itself is necessary.

In the sections that follow, when we discuss “tabular” ILS information, we are re-

ferring to LINEFIT results used as an input to SFIT2. Retrievals using the LINEFIT

tabular inputs will be labeled “ILS input”. LINEFIT version 9.0 was used for the U of T

FTS and TAO-FTS and version 11.0 for the PARIS-IR. The U of T FTS and TAO-FTS

measured blackbody radiation through an HBr cell to calculate the ILS, and PARIS-IR
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measured blackbody radiation through an N2O cell. When we discuss “polynomial” ILS

information, we are referring to the PHS and EAP parameters retrieved from SFIT2.

Retrievals that contain PHS and EAP parameters from SFIT2 will be referred to as

“PHS/EAP retrieved”. When neither the LINEFIT tabular nor SFIT2 polynomial ILS

information is included in a retrieval, we will call this our “standard retrieval”. The

TAO-FTS regularly retrieves a simple phase parameter (SPHS) from SFIT2. SPHS is a

single-parameter description of the asymmetry of a spectral line, and is included in all

three retrieval types (ILS input, PHS/EAP retrieved and the standard retrieval).

The U of T FTS and PARIS-IR instruments retrieve PHS and EAP information

somewhat differently. The method employed for the U of T FTS spectra retrieves third-

order polynomial PHS and EAP parameters from the same microwindow as the retrieved

species (that is, only one retrieval is necessary for each molecule). The method employed

for the PARIS-IR data, however, retrieves third-order PHS and EAP parameters from a

very broad N2O band in the 2806.1–2808.1 cm−1 microwindow, and fixes the daily mean

of those values for all spectra when retrieving the other species. (This method could

also be used for each spectrum individually on a balloon platform, but for this ground-

based study, it is more efficient to use the daily mean of the PHS and EAP values.) The

PARIS-IR method was attempted for the U of T FTS data with less success than directly

retrieving the parameters from the same microwindow as the molecule of interest. We

believe that the success of the second, dedicated microwindow for retrieving the ILS

parameters for the PARIS-IR instrument may be in part due to the lower degrees of

freedom for signal (<1) retrieved by the PARIS-IR spectra. Instead of retrieving VMR,

PHS and EAP information from a given microwindow with limited information, we are

providing extra ILS information from the same spectrum, but in a different microwindow.

Table 5.11 lists the PARIS-IR instrument’s mean degrees of freedom for signal for each

microwindow after retrieving the PHS and EAP values from the N2O microwindow.
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Effects of Resolution

To simulate the effect of resolution on total column amounts, an ensemble of 16 spectra

were simulated for the same atmospheric conditions for each of 12 cm, 25 cm, 50 cm,

100 cm, 150 cm, 200 cm, and 250 cm OPD. The signal-to-noise ratio was set to 250 for

each spectrum to simulate a typical measurement noise value, and all four molecules were

retrieved using the same a priori values as our data from September 1st. Identical phase

and effective apodization errors were applied to each spectrum, with values similar to

the TAO instrument (left panels of Figure 5.20). All results below are consistent with

an ensemble of measured spectra from a single day of TAO measurements for which the

interferograms were truncated with a triangular apodization function to the same set of

OPD values.

In Figures 5.22–5.26, the column amounts of O3, HCl, N2O, and CH4 are shown as

a function of the optical path difference. The figures show the mean column amounts

with the 2σ standard deviation for two sets of retrievals: one that retrieves third-order

polynomial coefficients for the PHS and EAP functions (“PHS/EAP retrieved”) from the

microwindow itself, and one that does not retrieve coefficients (our “standard retrieval”).

The a priori column value and the “truth” are plotted for reference. The truth in this

case is the column amount used to create the model spectra.

For ozone in the 3040 cm−1 microwindow (Figure 5.22), there is less than 0.67% differ-

ence in column amounts retrieved at 250 cm OPD between the standard and PHS/EAP

retrieved cases, with the standard retrieval being essentially indistinguishable from the

truth (∼0.07% larger). The PHS/EAP retrieved case changes less than the standard

retrieval between the different OPD values, and retrieves columns that are closer to the

truth at the lowest OPDs (except for 25 cm). The results are within 1% of the truth for

all OPDs for the PHS/EAP retrieved case and differ by more than 1% from the truth for

the 50 cm OPD and 12 cm OPD standard retrieval. We would expect, then, good results

from the lower resolution instruments using this microwindow if they retrieve PHS and
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Figure 5.22: Simulated retrievals of ozone columns in the 3040 cm−1 microwindow, as-
suming SNR=250, as a function of OPD.

EAP parameters.

Ozone in the 2775 cm−1 microwindow is shown in Figure 5.23. At 250 cm OPD, the

columns differ by less than 0.06% from the truth, obtained by either the standard retrieval

or the PHS/EAP retrieved case. The column average for the standard retrieval begins

to decrease significantly below 100 cm OPD with the column mean over the ensemble

differing by <7% from the truth at 50 cm OPD. The PHS/EAP retrieved case has less

than 1% difference down to 25 cm OPD, whereas the standard retrieval gives a mean

that is 19.4% smaller than the true value at 25 cm OPD. The simulated retrievals did

not converge for the PHS/EAP retrieval at 12 cm OPD, so are not plotted here. We

may expect, then, that we should get good results for ozone for the lower-resolution

instruments if they retrieve PHS/EAP parameters.

For HCl (Figure 5.24), the difference in columns retrieved between the standard re-

trieval at 250 cm OPD and the truth is 0.27% and between the PHS/EAP retrieved case
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Figure 5.23: Simulated retrievals of ozone columns in the 2775 cm−1 microwindow, as-
suming SNR=250, as a function of OPD. The small error bars on the PHS/EAP retrieval
for 25 cm OPD are due to the small number of retrievals that converged for this OPD.
The error bars are, as a consequence, artificially small.

at 250 cm OPD and the truth is 0.36%. The column amounts are within 1% of the

truth until 50 cm OPD for the standard retrieval, and 25 cm OPD for the PHS/EAP

retrieved case. At and below 50 cm OPD, the percent difference from the truth increases

in both cases, with the PHS/EAP retrieved case showing significantly better agreement

than the standard case. We would expect, then, reasonable agreement for HCl for the

lower resolution instruments if PHS and EAP parameters are retrieved.

For N2O (Figure 5.25), the difference between the columns retrieved with the standard

retrieval at 250 cm OPD and the truth is ∼0.5%, and the difference in columns between

the PHS/EAP retrieval at 250 cm OPD and the truth is ∼0.02%. The N2O columns

show good agreement with the truth (<1%) for all OPDs for the PHS/EAP retrieved

case, and good agreement with the truth for all OPDs at or larger than 100 cm for the

standard retrieval. Below 100 cm OPD, the standard retrieval stays within ∼2% of the
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Figure 5.24: Simulated retrievals of HCl columns, assuming SNR=250, as a function of
OPD.
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Figure 5.25: Simulated retrievals of N2O columns, assuming SNR=250, as a function of
OPD.
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Figure 5.26: Simulated retrievals of CH4 columns, assuming SNR=250, as a function of
OPD.

truth, and does not have the drastic decrease that the stratospheric species show. We

would expect, then, that all three instruments would have good agreement for N2O if

they perform either retrieval, but better results may be obtained from the lower resolution

instruments if they retrieve PHS and EAP parameters.

For CH4 (Figure 5.26), the difference between columns retrieved using the standard

retrieval at 250 cm OPD and the truth is ∼0.34%, and the difference in columns between

the PHS/EAP retrieval at 250 cm OPD and the truth is ∼0.22%. The CH4 columns

show good agreement with the truth (<1%) for all OPDs for the PHS/EAP retrieved

case, except for 100 cm OPD, where the percent difference from the truth is ∼1.05%.

There is good agreement with the truth for all OPDs for the standard retrieval, except

for 25 cm OPD where the difference is ∼2.35%. Again, as for N2O, the two retrieval

cases stay within ∼2.5% of the truth, and do not show a significant decrease at smaller

OPD. We would expect, then, that all three instruments would have good agreement for
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CH4 if they perform either retrieval.

Comparison of Columns using Retrieved ILS and LINEFIT Predetermined
ILS

It has been noted by Griffith et al. [81] that stratospheric species (O3 and HCl), which

have narrow absorption lines, are highly sensitive to ILS distortions, while pressure-

broadened tropospheric species (N2O and CH4) are less sensitive to them. We have con-

firmed this and have investigated column differences obtained when retrieving the EAP

and PHS with SFIT2 as compared with columns retrieved when using LINEFIT results as

inputs to SFIT2. The first test run retrieved PHS and EAP parameters (“PHS/EAP re-

trieved”) using the microwindow itself in the U of T FTS case, and the N2O microwindow

in the PARIS-IR case. The second test run used tabular LINEFIT inputs (“ILS input”)

obtained from a gas cell measurement. The third test run used only SPHS ILS infor-

mation (“standard retrieval”). No significant differences in retrieved column amounts

between the three ILS cases are seen for the TAO-FTS. Therefore, for our purposes,

TAO-FTS data is considered to be closest to the truth.

For the U of T FTS, the best ozone column comparisons were from using the ILS

input run (Figure 5.27). For ozone in the 3040 cm−1 microwindow, the ILS input run

is only slightly closer to the TAO-FTS mean values (by ∼ 0.4%) than the PHS/EAP

retrieval and both are more than 20% higher than the values from the standard run. The

spectral fits from the PHS/EAP retrieved and ILS input cases also show smaller residuals

(see Figure 5.28). The PARIS-IR results are similar—retrieving PHS/EAP parameters

improved the agreement in the column amounts by ∼8% over the standard retrieval

(Figure 5.27). Similar results are found for ozone in the 2775 cm−1 microwindow (Figure

5.27).

The sensitivity of the U of T FTS HCl retrieval to the ILS is also high, as illustrated

in Figures 5.27 and 5.29, with the PHS/EAP retrieved case being closer (by ∼ 1%) to the

TAO-FTS columns than the ILS input run. The difference in HCl columns between the
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Figure 5.27: Mean column differences from data recorded on September 2, using the
PHS/EAP retrieval (blue), the standard retrieval (red) and the ILS input retrieval
(black). The thick black horizontal line indicates the TAO-FTS mean and the grey
shading is the standard deviation of the TAO-FTS retrieved values. The error bars on
the bars indicate the standard deviation of the retrieved values.

PHS/EAP retrieved and standard retrievals for the PARIS-IR instrument is ∼2%, with

the standard retrieval mean slightly closer to the TAO retrieved values (Figure 5.27).

Residuals from the spectral fits for both the U of T FTS and PARIS-IR show, like in

O3, that the PHS/EAP retrieval and ILS input cases are smaller than for the standard

retrieval.

The U of T FTS N2O retrieval is much less sensitive to the ILS, as illustrated in

Figures 5.27 and 5.30, although the PHS/EAP retrieved case values are slightly closer

to the TAO-FTS values. The sensitivity of the PARIS-IR retrieval in the PHS/EAP

retrieved case is also quite low. There is only a ∼0.4% difference between the PHS/EAP
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Figure 5.28: O3 spectral fits for the U of T FTS (upper panel), and the residuals between
the measured retrieval and the spectral fits (lower panel).
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Figure 5.29: HCl spectral fits for the U of T FTS (upper panel), and the corresponding
residuals (lower panel).
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Figure 5.30: N2O spectral fits for the U of T FTS (upper panel), and the corresponding
residuals (lower panel).

and standard cases (Figure 5.27). The residuals from the spectral fits for both the U of

T FTS and PARIS-IR instruments show only slightly better results for the PHS/EAP

retrieval and ILS input cases than for the standard retrieval.

The sensitivity of the U of T FTS CH4 retrievals to the ILS is also lower than O3

and HCl, as illustrated in Figures 5.27 and 5.31–5.33. Retrieving the PHS and EAP

parameters for the U of T FTS data produces poorer comparisons with the TAO-FTS

data, because it induces spurious oscillations in the profile. There is systematic structure

in the residuals from the CH4 spectral fits for all three retrieval cases for both the PARIS-

IR and the U of T FTS. The TAO-FTS residuals also show systematic structure, pointing

to a possible problem with the methane spectroscopy. The sensitivity of the PARIS-IR

retrieval of CH4 to the ILS is very low, with only ∼0.6% difference between the PHS/EAP

retrieved and standard retrievals (Figure 5.27).

Because the U of T FTS ILS is much poorer than that of PARIS-IR, the difference

in total columns retrieved by the U of T FTS between the PHS/EAP retrieved case and

the standard retrieval will be exaggerated for the stratospheric species. Nevertheless,
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Figure 5.31: CH4 spectral fits for the U of T FTS (upper panel), and the corresponding
residuals (lower panel).
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Figure 5.32: CH4 spectral fits for the U of T FTS (upper panel), and the corresponding
residuals (lower panel).
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Figure 5.33: CH4 spectral fits for the U of T FTS (upper panel), and the corresponding
residuals (lower panel).

using either the PHS/EAP retrieved or the ILS input cases for both lower-resolution

instruments results in reasonable agreement with the TAO-FTS.

Using the results from this section, for what follows, we use the PHS/EAP retrieved

case to compute columns of O3, HCl and N2O for the U of T FTS. The standard retrieval

is used for CH4. For PARIS-IR, the PHS/EAP retrieved case is used for O3 and HCl,

and the standard retrieval is used for N2O and CH4. Since the TAO-FTS line shape is

significantly narrower than both the stratospheric and tropospheric absorption lines, it

is much less sensitive to instrument line shape distortions, and the standard retrieval is

always used. Retrieving the PHS and EAP parameters for the TAO-FTS makes only

small changes (<1%) in total columns retrieved. Table 5.11 summarizes the retrieval

parameters for these results.

Number of Grid Levels

The PARIS-IR analysis retrieves profiles on a 29-layer vertical grid, whereas the TAO FTS

and U of T FTS retrieve profiles on a 38-layer grid. The 29-layer vertical grid was chosen
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Figure 5.34: O3 columns retrieved for 38- and 29-grid layers for PARIS-IR

for the PARIS-IR retrievals to reduce the size of the state vector, in order to compensate

for the lower resolution of the measurements. To ensure that the number of grid levels

does not significantly affect the results from this intercomparison, we compared column

amounts retrieved for a single day of measurements from the PARIS-IR instrument both

on a 29-layer grid and a 38-layer grid.

For N2O and CH4, there was no noticeable difference (< 0.1%) in column amounts

retrieved from the PARIS-IR data between retrieving on a 29-layer grid and a 38-layer

grid. For ozone in the 3040 cm−1 microwindow, the 38-layer results were ∼0.2% lower

than the 29-layer results. For ozone in the 2775 cm−1 microwindow, the 38-layer results

were ∼0.6% higher than the 29-layer results. For HCl, the 38-layer results were ∼0.4%

higher than the 29-layer results. The number of grid levels, therefore, is not a significant

influence on the results in this comparison. Figures 5.34–5.38 show the PARIS-IR data

retrieved on both a 29- and 38-layer grid all five microwindows, for the “ILS Input” case.
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Figure 5.35: O3 columns retrieved for 38- and 29-grid layers for PARIS-IR

13:55 14:24 14:52 15:21 15:50 16:19 16:48 17:16

3.05

3.1

3.15

3.2

3.25

3.3

3.35

3.4

3.45

x 10
15

September 2nd

C
ol

um
n 

A
m

ou
nt

 (
m

ol
ec

ul
es

/c
m

2 )

HCl columns retrieved from 29−layer grid and 38−layer grid

38−layer
29−layer

Figure 5.36: HCl columns retrieved for 38- and 29-grid layers for PARIS-IR
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Figure 5.37: N2O columns retrieved for 38- and 29-grid layers for PARIS-IR
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Figure 5.38: CH4 columns retrieved for 38- and 29-grid layers for PARIS-IR
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5.6.3 Intercomparison Results

Total column amounts of O3, HCl, N2O and CH4 were retrieved from PARIS-IR, the

U of T FTS and the TAO FTS. Measurements were averaged during coincident 20-

minute periods and the total column amounts from these averaged spectra were compared

directly. Because of the short duration of the measurements (four days over a nine-day

period) and the relative calm of the atmosphere in late summer, we do not expect any

significant trends in column amounts of any of these molecules. Total column amounts

are, consequently, plotted as a function of solar zenith angle (SZA) in Figures 5.39–5.43.

The total column errors in the figures consist of the retrieval noise, smoothing error,

and interference error (equations 5.2.25, 5.2.27 and 5.2.30). There is a clear discrepancy

(most pronounced for CH4) between the column amounts at angles larger and smaller

than 40 degrees SZA. This may be due to suntracker error near solar noon, and so data

taken at angles less than 40 degrees are not included in our means. The total column

means, as given in Table 5.12, show that the lower-resolution instruments are capable of

retrieving column amounts of all species to within 3% of the TAO-FTS. The agreement

is worse than the agreement found in the Meier et al. [89] paper (also listed in the table)

with high-resolution instruments of the same resolution, and so this may give an upper

bound on the ability to measure total column amounts of these species by lower-resolution

instruments.

Methane shows larger errors than would be expected from a tropospheric species

retrieval, with significantly different retrieved columns obtained from the three FTSs.

This is possibly caused by the more poorly understood spectroscopy of methane due to

the lack of accurate air-broadening coefficients and temperature dependencies, which has

been noted by Rothman et al. [17], Brown et al. [96], and Worden et al. [97].

A possibility for the differences in the stratospheric retrieved total column amounts is

due to the instruments’ respective density-weighted column averaging kernels (equation

5.2.21). In Figure 5.44, the aρ are shown for each instrument and in Figure 5.45, the
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Figure 5.39: O3 column amounts retrieved in the 3040 cm−1 microwindow as a function
of solar zenith angle, using the parameters listed in Table 5.11. The horizonal lines show
the means of the columns over the SZA range indicated. The error bars include the
smoothing error, interference error, and the retrieval error added in quadrature.

normalized kernels are shown for reference. There are significant differences between the

averaging kernels of the three instruments, with the PARIS-IR results showing the lowest

sensitivity.

To test the sensitivity of the U of T FTS and PARIS-IR retrievals to the stratosphere,

the averaging kernels were applied to a profile that was 20% larger than the a priori profile

at each level and the total column was computed. That is,

x̂ = A(1.2xa) + (I−A)xa = (0.2A + I)xa. (5.6.1)

ĉ = ρT(0.2A + I)xa = (0.2aρ + ρT)xa. (5.6.2)

In this case, shown in Figure 5.46, there are significant column differences between the

TAO-FTS results and the U of T FTS and PARIS-IR results. The red lines indicate

the a priori column and the green lines indicate the a priori column scaled up by 20%
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Figure 5.40: As in Figure 5.39, but for O3 in the 2775 cm−1 microwindow.
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Figure 5.41: As in Figure 5.39, but for HCl.
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Figure 5.42: As in Figure 5.39, but for N2O.
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Figure 5.43: As in Figure 5.39, but for CH4.
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Figure 5.44: Density-weighted column averaging kernels for the three instruments: TAO-
FTS (blue dots), U of T FTS (red squares) and the PARIS-IR (green circles), illustrating
the sensitivity of the retrieved column at each altitude.

(the “truth,” here). Results with the a priori increased by a larger amount show larger

differences between the retrieved columns and the truth.

For O3 in the 3040 cm−1 microwindow, the percent differences from the TAO-FTS

are: −0.9% for the U of T FTS and −1.8% for PARIS-IR; for ozone in the 2775 cm−1

microwindow: −0.2% for the U of T FTS and −6.7% for PARIS-IR; for HCl: −1.4% for

the U of T FTS and −8.4% for PARIS-IR; for N2O: −0.01% for the U of T FTS and

−0.5% for PARIS-IR; and for CH4: −0.2% for the U of T FTS and −0.6% for PARIS-IR.

The stratospheric species clearly show larger differences as we have also seen in Table

5.12. The differences in the stratospheric species, therefore, can be partially attributed

to the lower sensitivity of the lower-resolution instruments to the stratosphere and the

consequent increased reliance on the a priori in that region. It is therefore particularly
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Figure 5.45: Normalized Column Averaging Kernels. These panels show the normalized
column averaging kernels for the three instruments: TAO-FTS (blue dots), U of T FTS
(red squares) and the PARIS-IR (green circles).

important to choose appropriate microwindows and perform sufficient characterization

of the lower-resolution instruments, to optimize the sensitivity.

5.6.4 Intercomparison Conclusions

Figures 5.39–5.43, summarized in Table 5.12, show that the lower-resolution instruments

can measure total columns of O3, CH4, HCl, and N2O to within ∼3% of the truth (taken

here as the high-resolution TAO FTS) from the ground. The largest errors are from

the stratospheric species, and these errors can be partially attributed to the averaging

kernels of the lower-resolution instruments (Figures 5.44 and 5.46). The errors from the

methane retrievals are possibly due to uncertainties in the spectroscopy.

Retrieving ILS PHS and EAP parameters from SFIT2 significantly changes and im-
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Figure 5.46: Total columns derived by applying the averaging kernels to a profile that is
the a priori profile scaled up by 20% at each layer. The red lines indicate the a priori
column amount and the green lines indicate the a priori column amount, scaled up by
20% (the “true” column value, in this case).

proves the column comparisons of the stratospheric species for the lower-resolution in-

struments. This is shown in Figure 5.27. The ILS information is less important for the

tropospheric species. Also, retrieving the SFIT2 PHS and EAP parameters as part of the

state vector can replace the LINEFIT ILS information for balloon-based measurements

when retrieving the ILS from a gas cell is not feasible.
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Molecule O3 HCl N2O CH4

Microwindow 3040 2775 2925 2482 2859

PARIS-IR to TAO 0.8 3.2 0.4 0.5
U of T FTS to TAO 3.3 0.7 1.7 0.4 2.3
U of T FTS to PARIS-IR 2.5 1.5 0.8 1.7

Meier et al. [89, 2005] 0.4 0.7 0.1 0.2
(3040) (2904)

Griffith et al. [81, 2003] 2.57 2.90 0.34 1.11
(3045.08-3045.38) (2904)

Goldman et al. [88, 1999] 1.5 1.6 1.1 0.2
(3045.08–3045.38) (2904)

Paton-Walsh et al. [87, 1997] N/A 0.5 1.0 N/A

Table 5.12: Percent differences of mean total column values from Figures 5.39–5.43 and
results from previous intercomparisons. Bold PARIS-IR and U of T FTS percent dif-
ferences indicate that the differences are significant to 95% by the Student’s t-test (i.e.
t≥1.96). The PARIS-IR and U of T FTS percent differences are from the TAO-FTS,
for SZA >40 degrees. For the previous intercomparisons, brackets beneath the percent
differences for each molecule indicate the microwindow retrieved, if it is different from
Table 5.11. Here, for the Meier et al. [89], Griffith et al. [81], and Paton-Walsh et al. [87]
papers, we cite mean percent differences between the two instruments over the duration
of the intercomparison, whereas for Goldman et al. [88], we cite the maximum difference
from the average of the three instruments involved for the November 11B data set.
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Chapter 6

Summary

The MANTRA high-altitude balloon project is the unifying theme of this thesis. This

project achieved three main things: first, a climatological description of turnaround,

second, an electrical and software overhaul of the U of T FTS and the results from

MANTRA 2004, and third, an investigation of the effects of resolution on ground-based

FTS measurements.

An accurate prediction of stratospheric zonal wind turnaround is an important tool for

a successful balloon campaign. Low stratospheric wind speeds allow for longer campaigns

and for safer payload recoveries. The turnaround study was the first, and, to date,

only climatological description and investigation of the predictability of late-summer

turnaround. For this study, I initiated the project, processed the data and worked closely

with the coauthors to elucidate the results. The study revealed that stratospheric zonal

wind correlations rapidly become statistically insignificant just before turnaround at the

latitude of Vanscoy. This means that predicting turnaround over Vanscoy from zonal

wind speeds earlier on in the summer is not possible, because vertically-propagating

Rossby waves eliminate the memory in the zonal winds just as turnaround occurs. This

is an interesting result which has sparked further research about the dynamics of the

stratosphere at this time of year. However, this result is not helpful for determining the

optimal balloon launch date. The climatology of turnaround revealed that for every year

between 1993 and 2002, sufficiently low wind speeds for a balloon launch at the latitude

155
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of Vanscoy were found from August 26 through September 5. This defines a useful launch

window that should be valid well into the future. The MANTRA balloons have all been

launched within or very close to this window. The 1998 launch was on August 24, the

2000 launch on August 29, the 2002 launch on September 3, and the 2004 launch on

September 1.

The U of T FTS was successfully converted from a ground-based instrument into a

robust instrument useful both on the ground and from high-altitude balloon platforms.

The electrical system was removed and upgraded by Clive Midwinter and myself, retain-

ing only the dynamic alignment system. I was responsible for designing and writing the

software package, which controls the instrument, records housekeeping data and inter-

ferograms, and processes the interferograms into spectra. The renovation of the FTS

was the first, to my knowledge, to retain the robust dynamic alignment system. Other

attempts to update ABB Bomem DA-series instruments have involved removing all the

electronics and substituting alternative dynamic alignment motor control.

The U of T FTS was on board the MANTRA 2002 payload prior to the bulk of the

changes, and again on the MANTRA 2004 payload, where it recorded two spectra on each

detector. A full occultation would have been recorded if the payload’s azimuth control had

been functional. Neither of the other two FTS instruments on board the MANTRA 2004

payload recorded scientific data as a result of the communications loss and subsequent

loss of payload pointing control. This shows that the software and hardware for the U of

T FTS were well-designed for the balloon environment. This is the first Canadian FTS

to have successfully flown on a balloon platform in ∼20 years.

The U of T FTS also recorded data on the ground during the MANTRA 2004 cam-

paign. Total columns of ozone computed from the U of T FTS ground-based data were

compared with those from the other ground-based instruments on-site. The total columns

agree to within 7%. The MLS instrument on Aura had a number of overpasses during

the MANTRA 2004 campaign, and partial column comparisons between the U of T FTS
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and MLS showed excellent agreement for O3, CO, and N2O, but not for HCl. MLS HCl

agreements are also poor with the HALOE data: the reasons for this are still under

investigation.

The ground-based intercomparison campaign held in Toronto in 2005 directly investi-

gated the effect of spectral resolution on the retrieved total columns of O3, HCl, N2O and

CH4—an effect that was previously unexamined. In order to properly validate satellite

instruments, with different viewing geometries and instrument properties, we must first

understand how well instruments that measure through the same atmospheric path can

agree. Most satellite FTS instruments measure with lower resolution (ACE-FTS, MI-

PAS, ATMOS, etc.), and so understanding how reduced resolution affects the retrieval

and what parameters most improve those retrievals is important.

The U of T FTS was compared with the TAO-FTS and PARIS-IR over four days of

measurements. It was previously noted that fully characterising instrument line shape

information and using it as part of the forward model in SFIT2 is critical to properly

retrieve stratospheric species such as O3 and HCl, and somewhat less important for

retrieving tropospheric species such as N2O and CH4. This result was confirmed by

our intercomparison, for which I was responsible for collecting and processing the U

of T FTS data, comparing the data sets of the three instruments, and collaborating

with the coauthors to draw conclusions from the results. The results show that it is

even more crucial to include ILS information in the retrievals of stratospheric species for

lower-resolution spectra. Further, the intercomparison study indicated that the lower-

resolution instruments (PARIS-IR and the U of T FTS) cannot detect total columns

of stratospheric species (O3 and HCl) as accurately as the higher-resolution TAO-FTS

can (up to ∼3% errors are seen). This low sensitivity to the stratospheric species is

directly attributable to the averaging kernels of the instruments. This is an important

result, because it suggests that our retrieval method may not be capable of retrieving

total columns of stratospheric species from lower-resolution ground-based spectra with
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an accuracy of better than 3%. It also highlights the importance of proper instrument

characterization.

The study also revealed that calculating the phase error and effective apodization pa-

rameters as part of the SFIT2 atmospheric retrieval yielded comparable column results

to defining the ILS parameters with gas cell measurements. Instrument line shapes for

ground-based instruments do not change rapidly over time and so gas-cell measurements

taken every few months suffice for proper ILS monitoring. Balloon-based FTS instru-

ment line shapes, however, change much more rapidly, possibly even from spectrum to

spectrum, and so gas-cell measurements made before and after a flight may not suffice

for proper ILS monitoring. Since the SFIT2 phase error and effective apodization para-

meters are computed for each spectrum, this could be a useful method of monitoring the

ILS changes from balloon-based measurements.

6.1 Suggested Future Work

6.1.1 U of T FTS

The U of T FTS is now a functional balloon and ground-based instrument. There are,

however, a number of changes that would improve its functionality and data quality.

Solar tracking

A delta-tracker with a larger tracking range would have the advantage of being able to

be used on the ground and on a balloon without additional optics. This would also make

the FTS less dependent on payload azimuth control. A total lack of payload azimuth

control will still result in data loss, but considerably less.
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Detector Alignment

The detector alignment method must be improved. The current detector alignment

mount has adjustment capability in three dimensions for both detectors, making the new

system a vast improvement over the previous one. This facilitates more accurate, repeat-

able detector positioning. There are two things that currently inhibit proper detector

alignment: the off-axis parabolic (OAP) mirror that focuses light onto the detectors and

the method of coupling blackbody radiation through a gas cell and into the FTS.

The current OAP is diamond-turned and has significant coma. Coma is an optical

abberation in the mirror that causes the light at the focal point to possess a “tail” instead

of a perfect, circular focus. This effect makes detector positioning difficult. It ought to

be replaced with a higher quality mirror.

The current plate that couples blackbody radiation into the FTS has a pinhole placed

directly in front of the blackbody source. The light is then collimated by an OAP and

directed into the FTS. This is suboptimal. The standard NDACC HBr cell has only a

2 cm diameter window, which is too small to fill the FTS input window (which is 5 cm

wide). When the cell is instead placed next to the pinhole, it increases significantly in

temperature. Because spectral lines change shape with temperature, this is a significant

source of error, especially since the temperature inside the cell cannot be accurately

measured. The solution to this would be to either create a new gas cell that is large

enough to be placed in the input aperture of the FTS, or to change the optical design of

the blackbody-pinhole-OAP system. Using two OAPs with long focal lengths and placing

the pinhole and HBr cell between them would allow for the cell to be placed in the focal

plane of the beam without being near the blackbody source. Obtaining a blackbody with

a measurable temperature would also be helpful.

The optical alignment of the FTS must be done iteratively. The detectors are adjusted

to maximize the signal levels, blackbody gas cell measurements are then recorded and

analysed by LINEFIT or by another line shape calculation. The detectors are then
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adjusted further, and blackbody gas cell measurements are analysed again, until the best

possible instrument line shape has been attained.

Optical Components

A long-pass filter should be used between the detectors instead of a CaF2 50-50 beam-

splitter to more efficiently separate the spectral regions of the two detectors. This would

increase the signal-to-noise ratio of the spectra, because only the desired photons reach

the detector. This will become especially important if the U of T FTS is required to

measure HNO3 or ClONO2, two other molecules of importance to ozone depletion, which

absorb outside of its current spectral range. The main FTS beamsplitter would have to

be changed from CaF2 to KBr and the MCT detector would have to be replaced by one

that can detect longer wavelengths.

We are currently only able to record the AC component from our detectors. We

should record both AC and DC components from the detectors in the future. The

DC component will aid in the alignment procedure, since the DC levels at the MOPD

increase as alignment is improved. The AC component cannot be as easily evaluated

from an oscilloscope. The DC levels from the detector can also assist in estimating solar

tracking precision. If the DC levels vary throughout a scan, this can indicate tracking

errors, or the presence of clouds. In fact, dividing the interferogram by the DC signal

can remove the influence of small clouds that pass through the solar beam during a scan.

Noise Reduction

The interferograms of the U of T FTS are not photon-limited, as discussed in §4.5. The

source of the extra noise in the spectra should be found. The first test should be to put a

ripple attenuator module on the detector power supply to smooth out the high-frequency

noise. This is a likely cause of the interferogram noise.
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Timing Accuracy

Knowing the correct time on board the MANTRA 2004 balloon was a problem. BIOS

clock times are notoriously unstable, and since retrievals are sensitive to the time, a

better method of determining the correct time is necessary. Two possible solutions to

this problem would be to use a GPS either as a time server or by recording a file with

both GPS and computer time during the flight. The advantage to using a GPS as a time

server is that it can be used for every instrument on board the payload, ensuring that all

instruments are synchronized.

6.1.2 MLS Intercomparison

The HCl discrepancies between MLS and U of T FTS partial columns should be inves-

tigated further. Preliminary analysis has shown that the TAO-FTS also has a similar

discrepancy with the MLS, but a more careful, long-term analysis must be attempted.

The long-term analysis would preferably begin in August 2004 to ensure that the MLS

performance has not changed throughout its lifetime. The discrepancies are interesting

because the data from the HALOE instrument, which measures in the infrared, also

disagree with MLS data in the same way, and the U of T FTS and TAO-FTS both

use HALOE data for their a priori profiles. The complication lies in the fact that the

MLS and ACE-FTS HCl profiles agree well, suggesting that the problem is not due to

spectroscopic discrepancies between the microwave and the infrared [86].

6.1.3 Ballooning

Finally, I would like to stress the importance of a long-term Canadian balloon program

that allows for more frequent launches with smaller payloads. Balloon campaigns are

scientifically important in their own right, because they provide a platform for measur-

ing various aspects of the atmosphere with very high vertical resolution. They also offer
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an unique opportunity to develop new space instrumentation. Balloon instruments are

launched into a very similar environment to that of space, but with the opportunity to

recover the instruments and improve upon them for the next flight. This is not a luxury

afforded to satellite instrument development. Further, the instruments that are devel-

oped for balloon platforms can be built in a shorter amount of time, with a lower cost,

because they are not subject to the same rigours as space-qualified instrumentation. Bal-

loon instrumentation, including scientific and support equipment, does require thorough

testing prior to a balloon flight, but while this may minimize the risk of hardware failure

during the balloon flight, it in no way eliminates the risk.

Smaller payloads and frequent launch opportunities would decrease the risk of the

types of failures that afflicted the MANTRA 2004 campaign. A major challenge for the

MANTRA campaigns was gondola pointing control: a problem that is made simpler with

a lower payload mass. Launches every year, or, better, every six months, would allow for

smaller payloads with fewer, carefully selected instruments, geared to answer focussed

scientific questions. This would also allow for the timely re-flight of payloads that suffer

from unforseen technical failures.

Suggested small balloon payloads would include a flight of the PARIS-IR and the Mea-

surements of Atmospheric Extinction in the Stratosphere and Troposphere Retrieved by

Occultation (MAESTRO) instrument that comprise the SCISAT-1 satellite [20]. These

instruments should be launched with an ozone sonde for an ozone profile reference. This

small payload could be used for validating the SCISAT-1 satellite data, and may be able

to address some of the questions arising from timing uncertainties on board the satellite.

By flying an ozone sonde as well, the results would also investigate any biases in the

PARIS-IR or MAESTRO ozone profiles.

A second suggestion for a small payload would be to fly the U of T FTS configured

to measure CO2. There has been considerable recent interest in the carbon budget,

specifically in the amount of CO2 that is in the atmosphere. There is a discrepancy
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between what is released into and what is found to remain in the atmosphere, and

global CO2 measurements are necessary to identify this sink. The Orbiting Carbon

Observatory (OCO) satellite instrument aims to investigate this problem [98]. As a

result, balloon measurements of CO2 will be necessary for validation. The configuration

of the U of T FTS would require replacing the germanium input filter and the detectors,

since the best CO2 absorption lines, from the perspective of minimal interfering species

and line strength, are found in the near-infrared through to the visible. If an in situ CO2

instrument were to be developed, it would be a welcome addition to this payload.
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