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8.1 Introduction

Stratospheric ozone is known to vary in response 
to a number of natural factors, such as the seasonal and 
the 11-year cycles in solar irradiance, the Quasi-Biennial 
Oscillation (QBO), El Niño Southern Oscillation (ENSO), 
variations in transport associated with large-scale circula-
tions (i.e., Brewer-Dobson circulation) and dynamical var-
iability associated with the annular modes. Aerosols from 
volcanic eruptions can also affect stratospheric ozone, al-
though their effects depend on the background atmospheric 
composition. Ozone observations have demonstrated vari-
ations on a large number of spatial and temporal scales. 
To quantify the impact of anthropogenic perturbations to 
the ozone layer, and to make reliable projections of future 
ozone abundances, it is necessary to understand and to 
quantify the underlying natural ozone variations.

The goal of this chapter is to evaluate how well CCMs 
simulate natural stratospheric ozone variability, based on 
our current knowledge of the links between ozone varia-
tions and natural forcings. Fundamental questions are: 

• Do the models realistically simulate natural ozone 
variations? 

• Which processes are key in determining natural vari-
ability in stratospheric ozone? 

• Do models that reproduce natural variations in ozone 
do so because these key processes are well simulated? 

The response to these questions will inform the assessment 
of whether the models simulate natural ozone variations 
for the correct reasons.

The relative importance of the different sources of 
natural variability in stratospheric ozone is assessed here 
primarily by means of multiple linear regression analy-
ses. When possible, the connection between the sources 
of natural variability and ozone is addressed by analysing 
the processes that determine it (see Table 8.1). Systematic 
inter-comparisons of ozone as simulated by the CCMs, as 
well as individual model studies, are considered. Evaluation 
of the CCMVal-2 REF-B1 simulations makes up the core 
of the assessment, while comparison of CCMVal-2 results 
with those from CCMVal-1 simulations is carried out when 
possible.

This chapter aims to synthesize the results of parts 
A and B of this report with respect to natural ozone varia-
tions. Trends related to anthropogenic ozone depletion are 
considered, in order to address the problem of how natural 
ozone variations are modelled but the discussion of the ef-
fects of these trends is left to Chapter 9.

8.2 Data and Methodology

8.2.1 Data

In the following, a brief description is provided of 
the key ozone and temperature observations employed to 
validate and assess the ability of the CCMs to simulate ob-
served variability. To take into account the spread between 
available observational data sets and individual estimates 
of measurement errors, several data sets have been used, 
when possible.

The ground-based zonal mean column ozone data 
set from Fioletov et al. (2002; ftp://ftp.tor.ec.gc.ca/
Projects-Campaigns/ZonalMeans/) and the merged 
satellite column ozone data set (TOMS/SBUV) from 
the Total Ozone Mapping Spectrometer (TOMS) and 
Solar Backscatter Ultraviolet 2 (SBUV/2) instruments 
(Stolarski and Frith, 2006; http://acdb-ext.gsfc.nasa.gov/
Data_services/merged/) are used, because together they 
provide a long-term data set, ranging from 1964 to 2008. 
To construct the continuous data set, the ground-based data 
are used where no satellite data are available (1964-1979) 
and satellite data are employed where available (1980-
2008). Gaps in the satellite data are filled with ground-
based data (Fioletov et al., 2002). This data set is referred 
to as “TOMS+gb”. The NIWA combined total column 
ozone database 1 for the shorter period 1980-2007 (updat-
ed from Bodeker et al., 2005) is also employed, hereafter 
referred to as NIWA-column. The comparison of ground-
based, merged satellite data, TOMS/SBUV data as well as 
the NIWA-column ozone data shows good correspondence 
between the 5 data sets and maximum differences of +1 to 
-1% (Fioletov et al., 2002).

Several ozone profile data sets are employed. The 
Randel&Wu data set (Randel and Wu, 2007; 1979-2005) 
is based on output from a regression model applied to 
ozone anomalies from SAGE satellite data (referred to as 
Randel&Wu or SAGE in the following). The regression 
model includes a decadal trend (EESC: equivalent effec-
tive stratospheric chlorine), the QBO, 11-year solar cycle 
and an ENSO basis function, which are fitted to SAGE I 
and II satellite ozone anomalies. The regression output is 
added to a seasonal mean, zonal mean, vertically resolved 
ozone climatology (Fortuin and Kelder, 1998). The NIWA-
3D data set (1980-2007) is based on satellite (SAGE I and 
II, POAM II, and III, HALOE) and ozone-sonde profiles 
where regression constrained interpolation has been used 
to produce a gap free data set (Hassler et al., 2009). The 
NIWA-3D data set is similar to the Randel&Wu data set, 
in the sense that it is also the output of a regression model.

For the seasonal cycle studies of ozone, the Microwave 
Limb Sounder (MLS) data from the NASA Aura satellite 
(Waters et al., 2006; Froidevaux et al., 2008) are also em-
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Table 8.1: List of diagnostics employed to evaluate the modelling of natural stratospheric ozone variability by 
the CCMs participating in CCMVal-2.

Process  Diagnostic Variables Data References
Annual Cycle in Ozone
Chemistry Annual cycle at selected 

locations
O3, T MLS, HALOE Eyring et al. (2006)

Chemistry & Dynamics MLR analysis O3 NIWA-3D Bodeker et al. (1998)
Annual cycle in
column ozone

O3 column NIWA-column Eyring et al. (2006)

Interannual Polar Ozone Variability
Dynamics & Transport Monthly standard devia-

tions and climatology
O3 column NIWA-column

Heat flux relationship 
with column ozone

v'T', T ERA-Interim, NIWA-
column

Weber et al. (2003)

Annular Mode relation-
ship to column ozone

Zg, O3 NCEP/NCAR, 
NIWA-column

Hu and Tung (2002)

Solar Cycle in Ozone
Dynamics, Chemistry & 
Radiation

MLR analysis T, O3 ERA-40, SSU, 
RICH, NIWA-3D, 
Randel&Wu

Austin et al. (2008)

Chemistry & Transport MLR analysis O3 column NIWA-column, 
TOMS+gb

Austin et al. (2008)

Radiation & Chemistry MLR analysis SWHR - Short-
wave heating 
rates

-

QBO in Ozone
Chemistry & Dynamics Monthly standard devia-

tions
U, O3 ERA-40, SAGE Baldwin et al. (2001)

MLR analysis O3 NIWA-3D,
Randel&Wu

Transport, Dynamics & 
Chemistry

MLR analysis O3 column NIWA-column, 
SAGE, TOMS+gb

ENSO Signal in Ozone
Dynamics & Transport MLR analysis T, O3 ERA-40, RICH, NI-

WA-3D, Randel&Wu 
ozone

Free and Seidel 
(2009); Randel et al. 
(2009b)

Composite analysis T, O3 column ERA-40, NIWA-
column

Cagnazzo et al. 
(2009)

Volcanic Aerosols
Radiation & Chemistry Composite analysis T, O3 column ERA-40, NIWA-col-

umn, TOMS+gb
Timmreck et al. 
(2003)

MLR analysis T ERA-40, SSU, 
RICH, NIWA-3D, 
Randel&Wu

Chemistry & Transport Composite analysis ClO, O3
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ployed. The MLS instrument has made global measure-
ments nearly every day since August 2004 and is therefore 
ideal for examining the seasonal cycle at various pressure 
levels. Monthly averaged values of MLS ozone are com-
puted for 6-degree latitude bins. The ozone climatology 
for the period 1991-2002 from the Halogen Occultation 
Experiment (HALOE) onboard the Upper Atmosphere 
Research Satellite (UARS; Russell et al., 1993) is also 
used. Data after September 2002 have not been included 
because of the unusual major warming in the Antarctic in 
2002, and because the observations have been less frequent 
since 2002 (Grooß and Russell, 2005).

Various temperature data sets are used: 1) SSU 
(Stratospheric Sounding Unit) temperature data for the 
middle and upper stratosphere (Randel et al., 2009a; 
1979-2005), 2) the Radiosonde Innovation Composite 
Homogenization (RICH) data set that uses the ERA-40 
reanalysis to identify break points, which are then adjusted 
using neighboring radiosonde observations in the lower 
stratosphere and troposphere (Haimberger et al., 2008; 
http://www.sparc.sunysb.edu/html/updated_temp.html; 
1960-2004), and 3) the ERA-40 reanalysis temperature 
data (Uppala et al., 2004; 1979-2001). The reanalyses are 
used to allow comparison of similar spatial coverage as 
in the CCMs, keeping in mind the uncertainties related to 
possible spurious trends in this data set (for a discussion 
see e.g., Randel et al., 2009a).

8.2.2 Multiple Linear Regression Analysis

Multiple linear regression (MLR) analyses is a com-
monly used method to assess the relative contributions of 
different drivers of variability in geophysical time series, 
e.g., near global total column ozone (Chapter 3 in WMO, 
2007). Here we compare results from an MLR analysis 
applied to monthly ozone and temperature fields from the 
REF-B1 simulations of CCMVal-2 with results from an 
identical analysis of the appropriate observational data sets 
described above. Although the focus is on sources of natu-
ral variability (annual cycle, solar cycle, QBO, ENSO, and 
volcanoes), a secular term is also required to account for 
the substantial trend in ozone and temperature over the pe-
riod examined. For the ozone regression, the secular term 
is represented by the EESC (equivalent effective strat-
ospheric chlorine), while for the temperature regression, 
a linear trend is used instead. The MLR analysis is based 
on the method described in Bodeker et al. (1998, 2001) to 
model a time dependent variable, e.g., ozone:

y(t) = βoffs(N=4) × offset + βEESC(N=2) × EESC(t) + βQBO(N=2) × 

QBO(t) + βQBO_or(N=2) × QBO_orthog(t) + βsol(N=0) × solar(t) 

+ βENSO(N=2) × ENSO(t) + βAg(N=2) × Agung(t) + βElc(N=2)  × 

ElChichon(t) + βPin(N=2) × Pinatubo(t) + R(t)t=1,n

The first term in the regression model (βoffs coefficient 
times the offset basis function) represents a constant off-
set and, when expanded in a Fourier expansion, represents 
the mean annual cycle. In this case, with four Fourier pairs 
(N=4 in the equation above), the annual cycle is modelled 
as a summation of 12, 6, 4, and 3 month harmonics each 
of variable phase. All basis functions are de-trended except 
for the EESC, the trend and volcano basis functions; and 
the offset is removed from the respective basis functions 
except for the volcanoes. The sensitivity of the basis func-
tions to different numbers of Fourier pairs was tested. The 
two Fourier pair expansion for the EESC fit coefficients 
was chosen to account for the strong seasonal cycle in the 
effect of EESC on ozone, particularly in the polar regions. 
For all other basis functions the results are not significantly 
influenced by changing the number of Fourier expansions 
of their fit coefficients.

The EESC basis function represents the total halo-
gen loading of the stratosphere effective in ozone deple-
tion, appropriately weighted by the mean age of air (age 
3.0 years and width 1.5 years has been selected for the 
global average investigated here). For most of the CCMs, 
the EESC has been calculated using the formula suggested 
by Newman et al. (2007): Cly + 60Bry (in volume mix-
ing ratio (vmr)) and the global monthly mean values at 50 
hPa, and is referred to as effective stratospheric chlorine 
(ESC) in Eyring et al. (2007). Some CCMs do not provide 
Cly and/or Bry and therefore for these CCMs the observed 
EESC is used (E39CA, NiwaSOCOL, UMUKCA-METO, 
and UMUKCA-UCAM). The EESC fit coefficient (βEESC) 
represents the anthropogenic part of the signal and is not 
discussed until the Chapter 9. Note that an additional linear 
trend term for the ozone regression is not included, because 
it is assumed that all long-term secular changes within the 
last 50 years are captured by the EESC basis function.

The QBO basis function is specified as the monthly 
mean 50 hPa zonal wind (except for AMTRAC3 where 10 
hPa and UMSLIMCAT where 30 hPa is used) for each indi-
vidual model realisation. Since the phase of the QBO var-
ies with latitude and altitude a second QBO basis function 
is included, which is orthogonal to the first, as described 
by Austin et al. (2008). For the CCMs in Group A of Table 
8.4, the QBO basis function is neglected, given their lack 
of interannual variability in the tropics (see Figure 8.14).

The observed Nino 3.4 sea surface temperature (SST) 
anomalies are used for the ENSO basis function without  a 
time shift. The F10.7cm radio flux is employed for the 11-
year solar cycle basis function. The volcanic aerosol basis 
functions for Agung, El Chichón and Pinatubo are taken 
from Bodeker et al. (2001). To account for the autocorrela-
tion in the residuals, an autoregressive model of R (the re-
sidual) is used: First a fit to the time series is performed and 
a residual calculated. Then the autocorrelation coefficient 
is calculated using Equation 6 in Bodeker et al. (1998) and 
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used to transform the basis functions and the regression 
time series. The MLR analysis is then applied a second 
time and now includes the effects of autocorrelation in the 
residuals. Uncertainties are expressed as the square root of 
the sum of the squared diagonal elements of the covariance 
matrix.

In summary, only the QBO and the EESC basis func-
tions are formed from model output. All the other basis 
functions are common to the MLR analyses of both the 
time series from the CCMs and observational data.

In Figure 8.1 the contribution of the various natural as 
well as anthropogenic contributions to global (60°S-60°N) 
column ozone variations is shown for the ground-based 
data set in Dobson units. Figure 8.1 shows that the observed 
long-term decrease in column ozone is almost completely 
explained by the trend due to increased atmospheric halo-
gen loading. However, natural variability is not negligible. 
The annual cycle dominates the natural variability with an 
amplitude of ~12 DU, followed by the 11-year solar cycle 
with ~6 DU between solar maximum and solar minimum, 
the QBO with ~4 DU between maximum QBO easterlies 
and westerlies, a small component associated with ENSO 
of ~1 DU, and the volcanic contribution which has distinct 
and unevenly distributed contributions of up to 6 DU. Note 
that the residual, especially before the satellite era is rela-
tively large (up to ±5 DU) and we can only speculate that 
this has to do with the data quality. Also we emphasize that 
the atmosphere is highly non-linear, so the residual repre-
sents to some extent also the failure of a linear regression 
analysis to account for non-linear processes in the atmos-
phere.

The results of the MLR analysis are presented in the 
following Sections (8.3-8.8), together with process orient-
ed studies. For most CCMVal-2 models the whole time se-
ries from 1960 to 2004 is considered (although some only 
provide data up to 2000). Comparisons with observations 
are also described, employing data for the same time peri-
od (1960-2004) or only from the satellite era (1979-2007), 
as appropriate. In these cases, the sensitivity of the MLR 
analysis to the selected time period has been tested (but is 
not shown); unless otherwise stated, the essential results 
are not substantially affected by the shortened period, al-
though the amplitude of the signal is usually larger.

8.3 Annual Cycle in Ozone

Pronounced variations in stratospheric ozone are 
caused by annual variations in transport and photochemis-
try. The transport variations are driven by dynamical proc-
esses (Chapters 4 and 5) and can affect ozone either directly 
or indirectly (through changed transport of ozone-depleting 
substances). Photochemical production of ozone depends 
on annual variations in the solar irradiance (Chapters 3 and 

6). The resulting annual cycle in column ozone is charac-
terized by (a) low amounts in the tropics year-round, (b) 
maxima in the spring of Northern Hemisphere (NH) high 
latitudes and Southern Hemisphere (SH) middle latitudes, 
and (c) larger hemispheric-mean amounts in the NH versus 
the SH. This annual evolution of column ozone reflects the 
dominant influence of transport processes on lower strat-
ospheric ozone.

Figure 8.1: Ozone variations for 60°S-60°N in DU 
estimated from ground-based measurements (Fiole-
tov et al., 2002) and individual components that com-
prise ozone variations, from 1964 to 2008. From top 
to bottom: Original data (black) and fitted with a multi-
ple linear regression (MLR) model (red); annual cycle 
(blue); 11-year solar cycle (red); QBO (purple); ENSO 
(light blue); residual (grey); and the EESC (red) curve 
scaled to fit the data from 1964-2008. The residual is 
the  difference between the original and the fitted time 
series. See text for details on the MLR analyis.
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8.3.1 Annual cycle at selected locations in 
the stratosphere

The photochemical time scale for ozone varies sea-
sonally as a function of latitude and pressure. In the lower 
stratosphere the time scale is long and the seasonal cycle is 
largely controlled by transport. In the upper stratosphere, 
the time scale is short and the ozone mixing ratio reflects a 
near balance between production and loss. Since the time 
scales for transport and for photochemical processes both 
vary seasonally, in some parts of the stratosphere both types 
of process contribute to the stratospheric concentration of 
ozone. For example, in winter transport processes control 
the seasonal build-up of ozone through descent at the edge 
of the vortex and this is then moderated at high latitudes 
during cold winters by chemical loss associated with polar 
processes. In summer, transport effects are minimal and the 
photochemical time scale decreases from several years to 
30 days or less, producing a summer minimum that varies 
little from year to year.

In Figure 8.2 the annual cycle in ozone mixing ratios 
simulated by 16 CCMs is compared with MLS observa-
tions. At 1 hPa the time evolution of monthly-mean, zon-
al-mean ozone is shown at 40°S, the Equator and 40°N. 
At 46 hPa corresponding plots are shown for 72°S, the 
Equator, and 72°N. Four separate years of MLS observa-
tions are shown in the SH and equatorial plots (January 
2005-December 2008) and three years (July 2005-June 
2008) are shown in the NH; the NH observations are phase 
shifted to align the seasons with those of the SH observa-
tions. From the models, only a single year’s annual cycle 
is shown, taken from the early 2000s for consistency with 
the data. Examination of up to an additional 10 years per 
model (not shown) has demonstrated that the comparisons 
are representative. The annual mean has been subtracted 
in all figures to emphasize the seasonal variation in both 
observations and simulations.

Although the ozone column is dominated by mixing 
ratios in the lower stratosphere and hence its annual cycle 
is barely affected by the evolution of upper stratosphere 
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Figure 8.2: (a) Monthly mean ozone mixing ratios (ppmv) at 1 hPa throughout the year, 40°S (left), equator 
(middle) and 40°N (right) from several years of MLS observations (black lines) and for the CCMVal-2 CCMs 
(monthly zonal-mean ozone in the early 2000s from selected years). MLS data are averaged for a six degree 
latitude band centred on the selected latitudes. (b) Same as 8.2a but at 46 hPa, 72°S (left), Equator (middle) 
and 72°N (right).
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mixing ratios, a comparison at 1 hPa provides a simple 
check on the performance of the photochemical schemes 
implemented in the various models (see also the more de-
tailed comparison of photochemical schemes in Chapter 
6). The simulated annual cycle at both 40°S and 40°N gen-
erally approximates the MLS data. The simulated annual 
cycle in temperature also agrees with observations (Figure 
S8.1 in the supplementary material), so this comparison 
verifies the simulated sensitivity to temperature. A posi-
tive anomaly in the SH during May and June in the MLS 
data is not reproduced by any model. A similar (negative) 
feature in temperature mirrors this anomaly. In the tropics, 
a small semi-annual oscillation is also seen in the observa-
tions. Many of the models also reproduce this semi-annual 
variation but with differences in the timing. This phase 
difference between models and observations is also seen 
in the temperature variations (Figure S8.1) and therefore 
explains the mismatch in ozone. To summarize, the models 
exhibit the appropriate sensitivity to temperature, so, when 
the simulation reproduces (or does not reproduce) the tem-

perature variation, a corresponding match or mismatch is 
seen in the ozone variations.

At 46 hPa during winter and spring in the high latitude 
SH, the ozone mixing ratio anomaly is dominated by po-
lar ozone loss. Figure 8.2 (bottom) shows that the models 
generally reproduce this variation, except for UMUKCA-
METO and UMUKCA-UCAM. For both of these mod-
els, there is polar ozone loss, but it does not extend as far 
equator-ward as 72°S. Note that these models perform bet-
ter further south. While observations show a peak ozone 
loss in September, the CCMs response is shifted by one 
to two months. At the equator, the MLS data show a sea-
sonal variation that depends on the phase of the QBO and 
is not fully captured by the models (see Section 8.6). In the 
NH, transport and polar ozone destruction processes con-
trol the evolution during winter/spring. Both contribute to 
the substantial observed variability in ozone during these 
seasons. Interannual variability in winter/spring is so large 
(see Section 8.4) that differences between the observations 
and simulations are not significant. However, during the 

Figure 8.3: Climatological zonal mean O3 mixing ratios from the CCMVal-2 CCMs and HALOE in ppmv. Vertical 
profiles at (a) 80°N in March, (b) 0° in March, and (c) 80°S in October. Latitudinal profiles at 50 hPa in (d) March 
and (e) October. The grey area shows HALOE ±1 standard deviation (s) about the climatological zonal mean. 
Same as Figure 13 for CCMVal-1 CCMs in Eyring et al. (2006).
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summer the photochemical time scale decreases to 30-60 
days, the circulation is near zonal with little horizontal or 
vertical mixing and the ozone mixing ratio is close to pho-
tochemical balance. The interannual variability of the ob-
served ozone mixing ratio during this period is minimal. In 
the models, there is a relatively large spread during this pe-
riod (and also during January-February-March in the SH), 
which likely reflects the spread of temperatures between 
the models (see Chapter 4). Nevertheless, the simulated 
ozone mixing ratios return to values that are the same each 
year within a few percent in each of the last 10 years of the 
integrations (not shown), in agreement with the observa-
tions, thus demonstrating that models make a reasonable 
transition to photochemical control in summer. This varia-
tion decreases with increasing pressure; at 70 hPa the mod-
els reproduce the observed small annual variation in ozone 
mixing ratio (not shown).

8.3.2 Springtime ozone values

Figure 8.3 compares climatological mean vertical 
ozone profiles and latitudinal cross-sections in March and 
October derived from the CCMVal-2 models and HALOE 
observations (see Figure 13 from Eyring et al., 2006 for 
the CCMVal-1 models). At the equator, most models agree 
well with HALOE observations and lie within one standard 
deviation of the HALOE mean, except for the CCSRNIES 
model that shows unusually large ozone peak values at 10 
hPa. At higher latitudes during NH and SH spring there 
is a larger spread between the models and only a few lie 
within one standard deviation of the HALOE mean. This is 
especially true in the lower stratosphere/upper troposphere 
where CCMVal-1 simulations showed very good agree-
ment with observations but CCMVal-2 simulations show 
a much larger spread. This may be simply because more 
CCMs now participate in CCMVal-2; see also Chapter 7 
for a detailed discussion on UTLS performance of each 
model.

In the SH spring, the vertical profiles of CCSRNIES, 
CAM3.5, EMAC, UMUKCA-METO, and UMUKCA-
UCAM are biased high, while LMDZrepro is biased low. 
In the NH, again CCSRNIES and CAM3.5 are biased high, 
while SOCOL is biased low. For the CCSRNIES model, 
the overestimation of peak ozone values in the tropics and 
polar regions was already evident in CCMVal-1 and is re-
lated to overestimation of O2 photolysis rates at this altitude 
(see PhotoComp results in Chapter 6, e.g., Figure 6.1). The 
pronounced ozone bias that was evident in LMDZrepro in 
CCMVal-1 has been improved but this model is still biased 
low due to the warm temperature bias in the SH (Chapter 
4).

The lower panels of Figure 8.3 show that the lati-
tudinal representation of ozone in the lower stratosphere 
in spring-time of each hemisphere has improved since 

CCMVal-1. Between 60°S and 60°N most models lie with-
in one standard deviation of the HALOE data. The CNRM-
ACM is a clear outlier and substantially under-estimates 
the values. At polar latitudes more than half of the CCMs 
significantly overestimate the HALOE ozone values, pos-
sibly related to their low potential for chlorine activation 
(PACl; Chapter 6, Table 6.5). SOCOL, NiwaSOCOL, 
AMTRAC3, UMSLIMCAT, and WACCM agree best with 
observations at northern high latitudes in March, while at 
southern high latitudes CNRM-ACM and LMDZrepro are 
equally good compared to observations.

8.3.3 Annual cycle metrics

Differences between modelled and observed annual 
cycles in ozone can be further quantified by means of nor-
malised Taylor diagrams (Taylor, 2001). The usefulness of 
the Taylor diagrams is their compact representation of pat-
tern statistics between two fields, thus providing a straight-
forward methodology to quantify and compare results from 
a large number of fields (model diagnostics) with respect 
to a reference field (observations). The pattern statistics 
computed are correlations and normalised spatial standard 
deviations, respectively giving information on the differ-
ences in phase and magnitude, between each model result 
and the observation. In the Taylor diagram, the correlation 
is given by the cosine of the angle from the x-axis, and the 
normalised spatial standard deviation is the radial distance 
from the origin. The observation (reference) point there-
fore lies on the x-axis, with standard deviation equal to 1 
and correlation equal to 1. The distance from the reference 
point (curved dashed lines with the origin at the reference 
point) measures the centred root mean square error.

The normalised Taylor diagram for the annual and the 
semi-annual harmonics of the zonal-mean ozone from the 
MLR analysis is shown in Figure 8.4. Since the focus is on 
stratospheric ozone, the pattern statistics are computed for 
the latitude-pressure sections ranging respectively from the 
South to the North poles, and from 500 to 1 hPa pressures; 
and the pattern statistics calculation includes area weights, 
but no weighting in pressure. Therefore, Figure 8.4 evalu-
ates the latitude-pressure patterns of the modelled annual 
and semi-annual harmonics, namely the fields shown in 
the supplementary material (Figures S8.2-S8.4). Figure 8.4 
shows that both the annual and the semi-annual harmon-
ics in zonal mean ozone are very well represented for the 
majority of models, with respect to the NIWA-3D ozone 
data set. All models are characterized by correlations high-
er then 0.8, except for one model, E39CA in the case of 
the annual harmonic and CAM3.5 in the case of the semi-
annual harmonic. Interestingly, both E39CA and CAM3.5 
are the models with low tops (Chapter 2), suggesting that 
the top boundary conditions applied in these models may 
slightly degenerate the performance of their annual cy-
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cle in ozone. The relative clustering of the model points 
around one standard deviation demonstrates also that the 
magnitudes of the modelled spatial ozone variations com-
pare well to those of the NIWA-3D data set.

For comparison with the performances of the annual 
and semi-annual cycle, the normalised Taylor diagram of 
the annual zonal-mean ozone coefficients from the MLR 
analysis is reported in the supplementary material (Figure 
S8.5). In this case, the very close clustering of the model 
signatures around the black solid point on the x-axis, which 
is the reference observation, demonstrate that the annual 
zonal-mean ozone field is extremely well simulated by all 
models.

The evaluation of the annual cycle in column ozone 
is performed on the monthly-mean zonal-mean model 
data. For the models, only data from 1980 to the end of the 
REF-B1 simulations (which vary model by model between 
2000 and 2007) are considered, to better match the period 
of the NIWA-column ozone data set (1980-2007) used as 
the reference field. A second data set, the TOMS+gb col-
umn ozone since 1980 has also been used to provide an 
estimate of the uncertainty in the observations. In addition, 
plotting each available realization from the models shows 
the sample uncertainty. The normalised Taylor diagram 
from these data, using NIWA-column ozone as the refer-
ence, is shown in Figure 8.5. Therefore, Figure 8.5 evalu-
ates the latitude-month patterns of the modelled column 
ozone fields, shown in supplementary material (Figure 
S8.6). Note that the Taylor diagram is computed only for 
data between 60°S and 60°N (for the annual cycle in po-
lar ozone, see Section 8.4). Figure 8.5 demonstrates that 
most models capture the phase of the annual cycle and the 
latitudinal distribution of the total ozone quite well. All 

models are characterized by correlations close to or above 
0.9. Only UMUKCA-UCAM overestimates the spatial 
standard deviation substantially (factor 1.5), while CNRM-
ACM under-estimates it. As a group, the models display a 
slight overestimation of the seasonal variations of the zonal 
mean column ozone (most model points have standard de-
viations between 1 and 1.5)

In the computation of the Taylor diagram, the mean 
bias is excluded. The relative mean bias, (model – obser-
vation)/observation, is shown for the near global column 
ozone and the northern and southern polar caps in Table 

Figure  8.4: Normalised Taylor diagram of the annual (left) and semi-annual (right) harmonics of the zonal-
mean ozone, latitude-pressure distribution, for the NIWA-3D data set and the CCMVal-2 models. The corre-
sponding fields are shown in the supplementary material (Figures S8.2-S8.4). The pattern statistics have been 
computed for the 1-500 hPa, 90°S-90°N range.
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Figure 8.5: Normalised Taylor diagram of the annual 
cycle of the zonal-mean column ozone, latitude-month 
distribution, for the NIWA-column and TOMS+gb data 
sets and the CCMVal-2 models. The corresponding 
fields are shown in the supplementary material (Fig-
ure S8.6). The pattern statistics have been computed 
for the 60°S-60°N range.
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8.2. The NIWA-column ozone is used as the reference 
observations. For most models, the relative mean bias is 
small, within a few percent. Defining as outliers the mod-
els with an absolute relative mean bias larger than 10%, 
it is found that E39CA and UMUKCA-UCAM overesti-
mate the near-global ozone and both the North and South 
polar ozone; UMSLIMCAT slightly under-estimates only 
the near global ozone; GEOSCCM and UMUKCA-METO 
overestimate ozone over both polar caps; LMDZ-repro and 
UMETRAC respectively over- and under-estimate ozone 
only in the northern polar cap; CAM3.5, EMAC, and MRI 
overestimate ozone and CNRM-ACM under-estimates 
ozone over the southern polar cap.

8.4 Interannual Polar Ozone Variability

In the extra-tropics, interannual natural variations in 
stratospheric ozone are largest in the polar regions and tend 
to maximise during the spring season. Figure 8.6a (top 
panels) shows the monthly interannual standard deviation 
of column ozone averaged over the polar caps (60°N-90°N 
at left and 60°S-90°S at right), from the CCMVal-2 mod-
els and the NIWA-column ozone data. The corresponding 
annual cycle in the column ozone climatology is shown 
in Figure 8.6b. These results have been calculated for the 
time period from 1980 to the end of the REF-B1 simula-
tions (varying model by model, between 2000 and 2007) 
and for 1980-2007 for the NIWA-column data. For the 
models, similar results were obtained if the calculation is 
performed from 1960 (not shown). Prior to the calcula-
tion of the diagram shown in Figure 8.6a, decadal trends 
were removed from the data. This was accomplished by 
calculating a low-pass filtered version of the data (the time 
filter consists of Gaussian-weighted running means with a 
full width at half maximum of 9 years) and by removing 
it from the original time series. The resulting time series 
therefore, contain only variability on time scales from 1 
to about 10 years. Model performance with respect to the 
NIWA-column data is quantified by corresponding Taylor 
diagrams (Figure 8.6 lower panels).

Figure 8.6a shows that the interannual variability 
of the NIWA-column ozone exhibits a pronounced an-
nual cycle and maximises during the dynamically active 
late winter and early spring periods of each hemisphere 
(January-April in the NH; August-November in the SH). 
The simulation of this observed seasonality represents an 
important model benchmark. Figure 8.6a demonstrates that 
all models show a minimum in variability in the late sum-
mer and fall (upper panels) and that the correlation coef-
ficient is above 0.7-0.8 for most of the models (lower pan-
els). Better agreement with the NIWA-column data may 
not be warranted, because at polar latitude during winter 
the NIWA-column data are mostly estimates (Bodeker et 

al., 2001, 2005).
During the NH active period (Figure 8.6a left panel), 

the amplitude of the annual cycle is well simulated by most 
models, with notable exceptions for MRI, which exhibits 
very large variability and standard deviation larger than 
2 in the Taylor diagram, and also UMUKCA-UCAM and 
WACCM, both with standard deviation close to 1.5 in the 
Taylor diagram. The rest of the models are close together 
and slightly under-estimate the observed total ozone vari-
ability, suggesting a possible systematic bias. The results 
for individual ensemble members of MRI (not shown) are 
very similar, indicating that its high variability is not due 
to sampling uncertainty. The interannual variability of the 
WACCM model, in addition to be biased high, is character-
ized by a prolonged period of high variability, extending 
into June (low correlation, below 0.6).

During the SH active period (Figure 8.6a right pan-
el), the model results tend to surround the observations. 
Models with particularly low variability are CNRM-ACM, 
E39CAA, GEOSCCM, and UMUKCA-UCAM. Models 
with particularly high variability, suggesting an early 
start of the active period, are CAM3.5 and  EMAC, while 
CMAM has excessive variability in November.

The annual cycle of the column ozone climatology 
averaged over the polar caps (Figure 8.6b) shows the NH 

Table 8.2: Total ozone model bias in % for different 
latitude ranges.

CCM 60°S-60°N 60°N-90°N 90°S-60°S
AMTRAC3 -3.77 -6.57 -0.36
CAM3.5 -3.64 1.79 11.07
CCSRNIES  5.86 1.51 9.12
CMAM -2.18 0.04 -1.18
CNRM-ACM -5.81 -3.12 -14.95
E39CA 15.14 19.07 16.04
EMAC 2.02 2.71 13.94
GEOSCCM 3.33 15.72 19.37
LMDZrepro 4.31 10.67 2.30
MRI 8.88 9.92 15.11
NiwaSOCOL 0.77 -3.34 -4.42
SOCOL -1.49 -5.85 -6.49
ULAQ 3.29 -1.65 -4.45
UMETRAC -3.95 -13.95 -0.03
UMSLIMCAT 10.34 -4.80 -5.87
UMUKCA-METO 6.61 12.84 16.65
UMUKCA-UCAM 14.07 26.26 34.40
WACCM -2.35 2.26 -5.68
MMM 1.71 3.53 5.25
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spring time column ozone build up and the seasonality of 
the SH ozone hole. The timing of the NH ozone build up is 
well simulated by all models, as quantified by correlations 
above 0.8 for all models (bottom panel). A weak build up is 
noted for NiwaSOCOL, SOCOL, and possibly AMTRAC3 
and MRI. In the SH, the situation is complicated by the 
presence of the ozone hole, an anthropogenic modification 
of the annual cycle. Therefore, factors such as the size of 
the polar vortex (a dynamical process), the strength of the 
polar barrier, as well as heterogeneous chemistry (a chemi-
cal process) play a role in determining the large spread of 
modelled column ozone minimum in September-October, 
as discussed in Chapter 6. Particularly low correlations 
(below 0.5) are displayed by E39CA, EMAC, UMUKCA-
METO, UMUKCA-UCAM, and WACCM. Of these mod-
els, only WACCM reproduces the dip in ozone, albeit with 
a 2-month delay. The other highlighted outliers instead fail 
to model the impact of the ozone hole on the annual cycle. 
Among the models that better reproduce the column ozone 
annual cycle, NiwaSOCOL, MRI, and SOCOL overesti-
mate its amplitude (standard deviations larger than 1.5, 
bottom panels). Note that the CAM3.5 model is not plot-
ted, because it falls outside the Taylor diagram (standard 

deviation: 0.8; correlation coefficient: -0.4).
In addition, Figure 8.6b (upper panels) shows that a 

number of models are affected by a mean bias in polar col-
umn ozone, which cannot be quantified by the Taylor dia-
gram. In the NH, E39CA and UMUKCA-UCAM column 
ozone fields are biased high, while UMETRAC column 
ozone is biased low (see Table 8.2), in spite of their high 
correlations and standard deviations close to 1 (implying 
well simulated phase and magnitude of the annual cycle). 
These biases may be related to excessive stratosphere to 
troposphere ozone transport and/or tropospheric chem-
istry. In the SH, the E39CA, EMAC, GEOSCCM, MRI, 
UMUKCA-METO, and UMUKCA-UCAM ozone fields 
are all biased high (see Table 8.2).

The winter and spring evolution of the interannual 
variability in column ozone is associated with the season-
ality of planetary wave activity and its influence on the 
strength of polar descent in the Brewer-Dobson circula-
tion (Fusco and Salby, 1999, Randel et al., 2002). When 
planetary wave activity is high, diabatic descent at high 
latitudes is strengthened, leading to increased transport 
of ozone-rich air from the tropical middle stratosphere 
(where ozone is photochemically produced) to the polar 
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Figure 8.6a: Interannual variability of polar cap averaged column ozone (DU, upper panels) and corresponding 
normalised Taylor diagrams (lower panels) for NH (left) and SH (right) over the period onward of 1980. Legend 
for model results in the upper panels: Star (cross) symbols correspond to solid (dashed) lines. Black solid line 
represents NIWA-column data.
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lower stratosphere. In addition, increased wave activity 
leads to a more disturbed polar vortex and hence to higher 
polar temperatures, creating less favourable conditions for 
chemical depletion of ozone due to heterogeneous process-
es. To evaluate the modelled connections between ozone 
variability and dynamical variability (the latter discussed 
in Chapter 4), the relationships between column ozone and, 
respectively, meridional heat fluxes, temperature and the 
stratospheric annular mode are reported in the following 
sections.

8.4.1 Heat flux and column ozone

Weber et al. (2003) show a compact relationship be-
tween the spring-to-fall ozone ratio in each hemisphere and 
the winter-time mean heat flux. In this section the presence 
of a similar relationship is investigated. The models are 
compared to observations using winter-time mean 100 hPa 
meridional heat fluxes from the ERA-Interim data set and 
the spring-to-fall ratio in column ozone from the NIWA-
column ozone data. Column ozone ratios are for March/
September in the NH and September/March in the SH, 
using area weighted averages between 60° and the pole. 

Heat fluxes are averaged between 45° and 75°, using ex-
tended winter means: September-March (NH) and March-
September (SH). SH data are de-trended as previously for 
Figure 8.6a. To calculate the spring-to-fall ozone ratio it 
is necessary to add a climatological ozone field to the fil-
tered time series: a 10 year mean, monthly column ozone 
amount (1990-2000) was employed for this, since it is a 
period common to both the data and models. The analysis 
is performed for every year of model data from 1960 to the 
end of each simulation (which varies from model to model, 
between 2000 and 2007) and for 1980-2007 for NIWA-
column and ERA-Interim data.

Results from the individual scatter plots (see supple-
mentary material Figures S8.7) are summarized in Figure 
8.7, where the slope parameter of the linear fit of each scat-
ter plot is plotted against the mean spring-to-fall ozone 
ratio for each model or data set, along with the 95% con-
fidence interval of the slope parameter. The slope of the 
scatter plot describes the typical response of the spring-to-
fall ozone ratio to a one-unit increase in the absolute value 
of 100 hPa meridional heat flux. Since the absolute value 
of the heat flux is proportional to the upward component 
of the Eliassen-Palm flux, the slope diagnoses the response 
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Figure 8.6b: Mean polar cap averaged column ozone (DU, upper panels) and corresponding normalised Taylor 
diagrams (lower panels) for NH (left) and SH (right) over the period onward of 1980. Legend for model results 
in the upper panels: Star (cross) symbols correspond to solid (dashed) lines. Black solid line represents NIWA-
column data.
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of ozone over each polar cap to changes in the amount of 
planetary wave activity entering the lower stratosphere. 
The mean ratio of the spring-to-fall ozone concentration 
diagnoses the average seasonality in ozone concentrations 
present in each model. This is a more useful measure of the 
position of the model on each scatter plot than the inter-
cept of the regression line, which is usually a large distance 
from the centre of the cloud of points for each model.

Figure 8.7 shows that for most of the models the slope 
parameter is within the sampling uncertainty of the obser-
vations, for both hemispheres. Only the slope parameter of 
the ULAQ model is indicative of a much weaker relation-
ship (close to zero in the NH) between the heat flux and 
spring-to-fall ozone ratio, possibly related to the limited 
horizontal resolution of the ULAQ model. Note that ULAQ 
is also characterized by a weak relationship between low-
er stratospheric temperature and heat fluxes, in the NH 
(Chapter 4). The CNRM-ACM result is for 10 years only 
so could be different to the rest of the model results for this 
reason. In the NH (Figure 8.7 left panel), there is a larger 
spread and a larger uncertainty in the slope parameter than 
in the SH (right panel), possibly because of the larger NH 
interannual variability in planetary wave activity (Chapter 
4). In the NH, Chapter 4 reports a tendency for enhanced 
sensitivity in the lower stratospheric polar temperature to 
the winter heat fluxes. This Chapter 4 result is consistent 
with the slight overestimation of the ozone sensitivity to 
the heat flux suggested by the cluster of the model points, 

located above the value of the slope parameter of the obser-
vations (once CNRM-ACM, because it is based on a short-
er data set, and ULAQ, since it is an outlier are excluded). 
In the SH, most of the models show a smaller inter-model 
spread and tend to under-estimate the slope parameter. 
This result is not entirely consistent with the temperature 
sensitivity reported in Chapter 4, which shows both higher 
and lower modelled sensitivity of the lower polar strat-
ospheric temperature to the heat fluxes. Concerning the 
mean spring-to-fall ozone ratio in the models, in the NH 
the NIWA-column data fall approximately in the middle 
of the model range. Very weak transport of ozone into the 
vortex is implied for the MRI, NiwaSOCOL and SOCOL 
models, explaining the low NH spring time column ozone 
previously noted. In the SH, there is a relatively large 
spread in the mean ratio of the September/March column 
ozone between the models, with about half of the models 
with smaller or larger ratio than observed (consistent with 
Figure 8.6b right). Given that the September/March ratio 
is less than 1.0 because of polar ozone depletion, i.e., the 
ratio is influenced by chemistry and not just dynamics. 
This suggests that biases in the modelling of polar chemi-
cal processes (Chapter 6) can contribute to this spread in 
model results. It is also possible that the advection of ozone 
rich air into the polar cap, which would tend to produce a 
September/March ratio above 1, is weaker in most mod-
els than in the reanalysis, although analysis of some of the 
same models in Chapter 4 did not suggest that the strength 
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of their Brewer-Dobson circulation was too weak. There 
is some indication in Chapter 5 that models with a much 
lower ratio of September/March ozone in the SH perform 
poorly in diagnostics of their polar isolation (LMDZrepro, 
MRI, NiwaSOCOL, SOCOL). However, it is also true that 
some models with good transport diagnostics also show 
low spring-to-fall ozone ratios here.

8.4.2 Temperature and column ozone

The tight relationship between heat flux and tem-
perature (Newman et al., 2001, see also Chapter 4) moti-
vates an extension of the analysis presented in Figure 8.7 
by evaluating the relationship between column ozone and 
lower stratospheric temperatures. The existence of such a 
relationship has previously been identified by Newman and 
Randel (1988) and Fortuin and Kelder (1996).

In this section, polar cap averaged (60°-90°) monthly 
temperatures at 50 hPa are compared against polar cap aver-
aged total column ozone. The analysis is focused on spring 
(March for the NH and November for the SH), which is 
the time when the cumulative effects of wave activity dur-
ing the previous winter on ozone and temperature are most 
pronounced. The analysis is performed for every year of 
model data from 1960 to the end of each simulation and 
for the common periods between the NIWA-column ozone 
and, respectively, the NCEP/NCAR reanalysis (hereafter: 
NNR, updated from Kalnay et al., 1996) and the ERA-40 
reanalysis.

Figure 8.8 displays the slope parameter of the lin-
ear fit between column ozone and temperature and its 95% 
confidence intervals. The slope parameter indicates how 

sensitive column ozone is to a given temperature perturba-
tion. On the x-axis is reported the ozone amount of the lin-
ear fit at a temperature of 200 K, which is used as a second 
parameter to describe the goodness of the fits.

The results shown in Figure 8.8 indicate that the mod-
els perform adequately over both polar caps, in the sense 
that all slopes are positive showing that column ozone 
increases when temperatures are anomalously warm. 
However, for the NH (March, left panel), only 5 models 
(AMTRAC3, CCSRNIES, MRI, NiwaSOCOL, SOCOL) 
reproduce the observed relationship reasonably well. 
UMUKCA-UCAM does not under-estimate the slope sig-
nificantly, but has a large amount of ozone at the tempera-
ture of 200 K. One model (CNRM-ACM) considerably 
overestimates the observed slope. The rest of the models 
under-estimate the slope up to a factor of two, indicating 
that for most models the simulated ozone is less sensitive 
to a given temperature perturbation than in the observa-
tions. In November (SH, right panel), the number of mod-
els that either over- or under-estimate the observed slope is 
quite evenly distributed around the observations. The slope 
is overestimated for CNRM-ACM, GEOSCCM, MRI, and 
UMUKCA-METO.

Figure 8.8 also indicates that the x-axis values, the 
amount of ozone at a temperature of 200 K, are too large 
for most models. This is consistent with the column ozone 
systematic bias seen in Figure 8.6b. The positive ozone 
bias is particularly large for the UMUKCA-UCAM model 
in November, and consequently this model stands out in 
the SH plot.

Figure 8.8: Slope parameter (DU/K) of the linear fit to the scatter plots of the polar cap averaged column ozone 
versus 50 hPa temperature, plotted against the column ozone value of the linear fit at T = 200 K for each model. 
NH (left) and SH (right). Black solid (open) symbols represent NNR (ERA-40) reanalysis and NIWA-column 
data. Each model is plotted with a single coloured symbol, 95% confidence intervals for the slope parameters 
are shown in solid or dashed lines.
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8.4.3 Stratospheric annular mode and 
column ozone

On interannual time scales the strength of the annular 
mode in the lower stratosphere and the heat fluxes at 100 
hPa are closely connected (Hu and Tung, 2002). Therefore, 

a relationship should also exist between the column ozone 
variation and the annular mode. This possibility is investi-
gated by regressing the monthly mean column ozone time 
series on to a relatively simple definition of the annular 
mode (AM) index at 50 hPa. The 50 hPa level is chosen be-
cause column ozone is mostly affected by variations in the 

(a) March total column ozone regressed on NAM

Figure 8.9a: Regression of column ozone on the simplified annular mode for NH March. Contour interval is 
0.04 DU/gpm. The numbers on top of each map represent (left) pattern correlations (x100) and (right) nrms-
errors (x100) between results from the individual models and those from the NIWA-column and NNR. Numbers 
in parenthesis indicate the period (years) included in the calculations.
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lower stratosphere. The simple AM definition is based on 
polar cap averages (60°-90°) of monthly mean zonal mean 
geopotential height anomalies at 50 hPa, and is a good 
approximation of the traditional AM index (Baldwin and 
Thompson 2009). The simple AM is employed, because 
it represents an absolute measure and thus avoids possible 

ambiguities associated with the polarity and magnitude of 
the EOF-based approach. Note that, however, it has the op-
posite polarity from the EOF-based AM. Prior to the analy-
sis, all data are de-trended as previously done for Figure 
8.6a. Concerning the observations, the NIWA-column 
ozone data are used and the AM index is derived from the 

(b) Nov total column ozone regressed on SAM

Figure 8.9b: Regression of column ozone on the simplified annular mode for SH November. Contour interval 
is 0.04 DU/gpm. The numbers on top of each map represent (left) pattern correlations (x100) and (right) nrms-
errors (x100) between results from the individual models and those from the NIWA-column and NNR. Numbers 
in parenthesis indicate the period (years) included in the calculations.
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NNR or the ERA-40 reanalysis, as in Section 8.4.2.
The regression coefficients between local variations 

of column ozone and the AM index for each model and 
observations are shown for NH March in Figure 8.9a and 
for SH November in Figure 8.9b, the dynamically active 
seasons (section 8.4.1) and a time when this relationship is 
expected to be robust. The corresponding Taylor diagrams 
quantifying model performance with respect to NIWA/
NNR are shown in Figure 8.10. Therefore, Figure 8.10 
(left) evaluates the longitude-latitude pattern of the mod-
elled ozone versus annular mode regression for NH March, 
and Figure 8.10 (right) the one for SH November. As ex-
pected, using the simple AM leads to positive regressions 
over the polar regions. Column ozone is high when the AM 
is positive, i.e., when the geopotential height anomalies 
over the pole are positive, indicative of a warm and weak 
vortex, increased wave activity, and an anomalously strong 
descending branch of the Brewer-Dobson circulation at po-
lar latitudes.

Figure 8.10 (left) shows that for NH March, most 
models reproduce the basic structure of the observed re-
gression patterns in the sense that most models have a cor-
relation coefficient with NIWA/NNR larger than 0.7. The 
three outliers (CAM3.5, CNRM-ACM, and GEOSCCM) 
still have relatively high correlations larger than 0.6. The 
amplitude of the observed regression pattern is less well 
simulated, with most of the models tending to under-esti-
mate it (standard deviation less then 1).

In the SH, Figure 8.10 (right) shows a better simu-
lation of the observed pattern for SH November. In this 
case, the outlier is ULAQ, because of its very small cor-
relation (smaller than 0.5), while E39CA, GEOSCCM, 
and WACCM have correlations between 0.7 and 0.8, and 
the rest of the models have correlations close to or higher 

than 0.9. The decrease in the spread of the model results 
is due to the improvement in the structure of the modelled 
regression pattern, while the performance in its amplitude 
(measured by the standard deviation) is comparable in the 
two hemispheres. Possibly, the better simulation of the 
structure of the regression pattern in the SH is related to 
the more zonal character of the large scale stratospheric 
dynamics there.

8.5 Solar Cycle

The 11-year solar cycle has a direct impact on ozone 
via radiation and chemistry in the upper stratosphere and 
indirect effects on dynamics, transport and chemistry 
throughout the stratosphere (e.g., review by Gray et al., 
2010). The direct effect in the upper stratosphere depends 
on a good representation of solar radiation processes in 
both the radiative transfer and in the photochemistry pa-
rameterisations (see Chapters 3 and 6 for a comparison of 
radiation codes and photochemical schemes respectively). 
These were reasonably well simulated by the CCMVal-1 
models (Austin et al., 2008). However, the indirect dy-
namical effects in the tropical lower stratosphere and 
extra-tropical stratosphere and the extension of the signal 
into the troposphere (see e.g., Haigh, 1999; Kodera and 
Kuroda, 2002; Matthes et al., 2004; Haigh et al., 2005; 
Kodera, 2006; Matthes et al., 2006; Gray et al., 2010) 
are more challenging to reproduce. Matthes et al. (2003) 
suggested that a realistic representation of the model’s 
climatology is an important pre-requisite for reproducing 
the indirect dynamical effects. Other suggested important 
“ingredients” are a QBO, time-varying solar irradiances, 
and realistic interannual variability in the SSTs. Another 
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Figure 8.10: Normalised Taylor diagrams of the regression of column ozone on the simplified annular mode 
for NH March (at left) and SH November (at right). The corresponding fields are shown in Figure 8.9a and 8.9b, 
respectively.
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remaining challenging task is to understand the observed 
modulation of the solar signal with the tropical oscillations 
(QBO and SAO) at the equatorial as well as at the high-lat-
itude stratosphere (see e.g., Labitzke, 1987; Labitzke and 
van Loon, 1988; Gray et al., 2001). This interaction is still 
difficult to investigate since the number of observed events 
when separated into solar and QBO phases is small and 
only some of the CCMs reproduce an internally generated 
QBO, a prerequisite to study the full solar/QBO interac-
tion. On the other hand there is still considerable uncer-
tainty in the observed solar cycle signal, so an understand-
ing of the modelled responses might help to understand the 
observed response. In the following section the solar cycle 
response is examined without considering the more com-
plicated tropospheric responses and extra-tropical interac-
tions, which are beyond the scope of the current report.

Five models (GEOSCCM, ULAQ, UMECTRAC, 
UMUKCA-METO, UMUKCA-UCAM; referred to as the 
non-sc group) do not prescribe a solar cycle in irradiances 
and are therefore not included in the following analysis. 
Table 8.3 shows a comparison of the solar regression coef-
ficients from the MLR in total column ozone from 60°S to 
60°N compared with the observed solar regression coef-
ficient from the NIWA total column ozone data set. While 
the models from the non-sc group consistently show a so-
lar regression coefficient around zero, most of the models 
that impose a solar cycle show a solar regression coeffi-
cient that is 70% to 80% of the observed value. WACCM, 
MRI, and UMSLIMCAT show the best agreement with 
the observed values, while CAM3.5 is biased low and 
CCSRNIES and CNRM-ACM are biased high. These 
high biases in CCSRNIES and CNRM-ACM may be re-
lated to biases in their ozone climatologies (e.g., Figures 
8.2-8.5). Differences in the radiation schemes and the in-
put data (either spectrally resolved solar UV data and/or 
total solar irradiance (TSI) data) are discussed in Chapter 
3, Section 3.6. The difference between the two low-top 
models E39CA and CAM3.5 that do not include the whole 
stratosphere is surprising. While CAM3.5 shows a 53% 
correspondence with observations, a value that might be 
expected from a low top model, E39CA performs very 
well (82%). Note also that there are substantial uncertain-
ties from observations. While only the NIWA-column esti-
mate is shown in comparison with the models, Randel et al. 
(2007, Figure 12) showed a factor of two difference among 
TOMS, SBUV, SAGE, and ground-based estimates.

8.5.1 Vertical structure of  temperature and 
ozone signal in the tropics

Considerable discrepancies exist between the vari-
ous observational estimates of the vertical structure of the 
tropical solar signal (Gray et al., 2010) as well as between 
observations and models (WMO, 2007), especially be-

low 10 hPa. Austin et al. (2007; 2008) showed that recent 
model studies have achieved an improved vertical struc-
ture in this region and speculated that it may be related to 
(a) the introduction of time-varying solar cycle irradiances 
instead of the constant solar min/max simulations that had 
previously been performed because of limited computer 
resources or (b) an aliasing effect of the SSTs with the so-
lar cycle. Marsh and Garcia (2007) discuss the inability of 
the MLR technique to take into account autocorrelation 
between e.g., the solar and the ENSO signal, although the 
MLR analysis employed here should be able to handle this 
since the autocorrelation in the residual is taken into ac-
count (e.g., Crooks and Gray, 2005). Nevertheless, the real 
atmosphere is highly non-linear and it may be difficult to 
capture the solar signal completely with the linear method 
used here. Another factor that complicates the solar signal 
is the QBO. Lee and Smith (2003) and Smith and Matthes 
(2008) discuss an aliasing effect of the QBO (and volca-
noes) with the solar cycle. Frame and Gray (2010) have re-
cently demonstrated that the volcanic influence is unlikely 
to be important. Recently, Matthes et al. (2010) showed 
that in their model the observed vertical structure in the 
tropical solar ozone and temperature signal in the middle 
and lower stratosphere can be reproduced only when a 
QBO is present.

Figure 8.11 shows the annual mean of the tropical 
vertical solar signal in temperature and ozone from the 

CCM Solar regression
coefficient/100 units of 

F10.7 cm solar flux

%

AMTRAC3 2.8 74
CAM3.5 2.0 53
CCSRNIES 6.5 171
CMAM 3.2 84
CNRM-ACM 7.3 192
E39CA 3.1 82
EMAC 2.7 71
LMDZrepro 2.9 76
MRI 4.1 108
NiwaSOCOL 2.7 71
SOCOL 2.8 74
UMSLIMCAT 3.4 89
WACCM 3.8 100
observations
NIWA column

3.8  -

Table 8.3: Solar regression coefficient for total col-
umn ozone from 60°S to 60°N for the CCMs that im-
pose a solar cycle compared to observations (NIWA-
column).
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MLR analyses. The relative uncertainties have been cal-
culated by dividing the uncertainty from the MLR (square 
root of the sum of the squares of the diagonal elements in 
the covariance matrix) by the solar regression coefficient 
and normalising it. Therefore, relative uncertainty values 
below one indicate statistically significant results. The 
largest and statistically significant temperature and ozone 
solar response occurs in the upper stratosphere around 1 
and 3 hPa, respectively. This is the direct solar effect due to 
enhanced UV absorption during solar maxima that leads to 
higher temperature and greater ozone production, which in 
turn increases the temperature. Most of the models produce 
a temperature response of about 0.6 K per 100 units of the 
F10.7 cm radio flux (multiply with 1.3 to get the differ-
ence between solar maximum and minimum of the solar 
cycle) around the stratopause, although the values range 

from up to 1.1 K in CNRM-ACM, 0.9 K in WACCM, 
down to ~0.35 K in LMDZrepro and SOCOL. Note that 
UMSLIMCAT shows a larger warming of about 1 K higher 
up near 0.3 hPa. The majority of the modelled temperature 
responses in the upper stratosphere are similar to the SSU 
observations, although the ERA-40 data show a slightly 
larger temperature signal of 1.3 K.

The modelled temperature responses are consistent 
with the shortwave heating rate responses shown in Figure 
8.12. Models with the largest differences of about 0.15 K/
day (EMAC, WACCM, CMAM, CCSRNIES) produce 
the largest temperature responses around the stratopause. 
However, even though MRI has the largest shortwave 
heating rate difference, it does not show an especially large 
temperature response. The results are also consistent with 
the offline solar radiation calculation results in Chapter 

Figure 8.11: Annual mean tropical (25°S-25°N) solar regression coefficients for  (a) temperature in Kelvin per 
100 units of the F10.7cm radio flux, (b) the relative uncertainty (uncertainty from MLR divided by the regression 
coefficient and normalised) temperature, (c) ozone in %/100 F10.7cm units, and (d) the relative uncertainty in 
ozone. From CCMVal-2 CCMs (1960-2004) and observations (NIWA-3D ozone, 1979-2004, Randel&Wu ozone 
(1979-2005), RICH radiosonde data (1960-2004), ERA-40 (1979-2001), and SSU data (1979-2005)) from 100 
to 0.1 hPa. Note that the Randel&Wu ozone data are displayed in DU/km, whereas the CCMs and the NIWA-3D 
ozone data are on pressure levels. 
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3 (although note that the offline radiation calculations in 
Chapter 3 do not necessarily correspond to model results 
in Figure 8.12; e.g., UMUKCA-UCAM does not have a 
solar cycle in the REF-B1 simulation and is therefore in the 
non-sc group in this chapter, although it shows shortwave 
heating rate differences from the offline radiation calcula-
tions in Section 3.6 that are related to solar induced ozone 
changes in the offline calculations only). LMDZrepro only 
prescribes total solar irradiance changes, so under-esti-
mates the shortwave heating (Figure 8.12) and therefore 
the solar temperature response (Figure 8.11). Some of the 
models with large shortwave heating response (MRI and 
EMAC in Figure 8.12) show smaller temperature signals 
(Figure 8.11) than models with smaller shortwave heating 
responses (e.g., WACCM). In summary, the solar induced 
temperature responses in Figure 8.11 are produced by a 
combination of solar UV radiation changes and solar in-
duced ozone changes, which depend both on the prescrip-
tion of spectrally resolved or total solar irradiance changes 
in the radiation and on the photochemical schemes and 
their individual performances (see Chapters 3 and 6).

Discrepancies between the models themselves and 
with the observations increase below 10 hPa consistent with 
larger relative uncertainties (Figure 8.11b). Some CCMs 
show a positive solar temperature signal (Figure 8.11a) 
that increases with increasing height in good agreement 
with the SSU data, whereas others such as AMTRAC3, 
WACCM, SOCOL, CCSRNIES and EMAC show a rela-
tive minimum in the middle stratosphere like the ERA-40 
data although the height of their respective minima dif-
fers. Some models (AMTRAC3, CMAM, CNRM-ACM, 
CCSRNIES, MRI, and WACCM), show a distinct second-
ary temperature maximum in the lower stratosphere, which 

is also present in the RICH radiosonde data (0.4-0.5 K) 
and the ERA-40 data (~0.7 K). But as noted above these 
changes are not statistically significant.

The vertical structure of the solar signal in ozone is 
much better represented in the models compared to obser-
vations, than in the case for temperature (Figure 8.11c). 
The models compare well with the Randel&Wu ozone data 
in the middle and upper stratosphere while the agreement 
between the models, and between the models and obser-
vations, deteriorates in the lower stratosphere due to the 
increased uncertainties (Figure 8.11d). The NIWA-3D data 
set shows a clear upper stratospheric maximum, a mini-
mum in the middle stratosphere, and a secondary maxi-
mum in the lower stratosphere. A secondary peak in ozone 
in the lower stratosphere between 20 and 25 km, a region 
where the largest ozone column changes occur, is simu-
lated by AMTRAC3, CNRM-ACM, CCSRNIES, MRI, 
and WACCM. Except for AMTRAC3 and CNRM-ACM 
these models have variability related to a (prescribed) 
or internally generated QBO-like oscillation. Similar to 
the temperature response, the ozone response and its un-
certainties in the lower stratosphere for CCSRNIES and 
CNRM-ACM are very large compared to the other mod-
els and observations. These models were also outliers in 
the ozone climatology inter-comparison (Figure 8.3), 
CCSRNIES was graded low for nearly all photolysis rates 
in the PhotoComp inter-comparison (Chapter 6), and both 
models showed very fast tropical ascent rates in the trans-
port comparison (Chapter 5).

Note that both low-top CCMs (CAM3.5 and E39CA) 
produce only a small solar signal in temperature since they 
do not include the stratopause region where the initial solar 
signal appears. CAM3.5 produces a similarly small sig-
nal in ozone, whereas E39CA shows a relative large solar 
ozone signal consistent with the largest signal in column 
ozone in Table 8.3.

8.5.2 Latitudinal structure of  the solar 
signal in temperature and ozone

The latitudinal structure of the amplitude of the solar 
cycle in temperature and ozone is shown in Figure 8.13 
at 1 and 3 hPa, respectively. Apparent is the large spread 
of model results which is larger for temperature than for 
ozone. The modelled solar signals in ozone are similar in 
the tropics and mid-latitudes while large differences occur 
at northern and southern high latitudes due to large interan-
nual variability (see Section 8.4). The models agree well 
with the Randel&Wu data but are lower than the NIWA-
3D solar ozone signal in the tropics. EMAC and WACCM 
show the largest latitudinal variations; in the SH this agrees 
well with the NIWA-3D ozone. Again, CNRM-ACM is bi-
ased high from 60°S to 60°N.

The solar temperature signal shows more variabil-
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Figure 8.12:  Solar cycle shortwave heating rate dif-
ferences in Kelvin per day in 100 units of the F10.7cm 
solar flux (multiply by 1.3 to obtain the difference be-
tween solar maximum and solar minimum) averaged 
between 25°S and 25°N for those CCMs that pre-
scribed a solar cycle and provided data.
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ity between the CCMs than the ozone signal. Most mod-
els show a relatively flat response of about 0.5 K between 
60°S and 60°N. The ERA-40 response, on the other hand, 
shows a peak response at equatorial latitudes and decreases 
to higher latitudes. As with the ozone data sets, there is sig-
nificant variation between the different observational data 
sets (Gray et al., 2010). However, neither observational 
data set demonstrates statistical significance poleward of 
~30°, so validation of the models at these latitudes is dif-
ficult. The difficulty of reproducing the latitudinal struc-
ture of the solar signal is also apparent in the latitudinal 
structure of the annual-mean solar regression coefficient 
for column ozone (see supplementary material, Figure 
S8.8). The spread in model responses is especially large at 
high northern latitudes due to dynamical interactions. Very 
large deviations are seen for EMAC and WACCM at high 
latitudes. These differences might be related to differences 
in the transport schemes, because transport and dynamical 
processes in lower stratospheric ozone dominate the dis-
tribution of column ozone variations. Both models have a 

large cold bias in the SH (Chapter 4) and too low Cly in 
the vortex. In addition, WACCM has too much mixing in 
the TLS and EMAC has subtropical and polar lower strat-
ospheric barriers that are too weak (Chapter 5).

Since the spread in both the modelled and observed 
solar cycle signal is so large, especially at high latitudes, no 
further diagnostics are presented to investigate dynamical 
feedback mechanisms (Kodera and Kuroda, 2002), such 
as those shown by Matthes et al. (2003) who investigat-
ed GCMs in which the ozone solar signal was imposed. 
Recent model studies (e.g., Matthes et al., 2006; Gray et 
al., 2006; Ito et al., 2009; Matthes et al., 2010) suggest 
that these dynamical feedback mechanisms are particularly 
difficult to reproduce, because of possible non-linear inter-
action with the QBO, and are currently best investigated 
in more idealised model studies in which the various influ-
ences can be examined separately.

Several studies have highlighted the limitations of the 
MLR analysis with respect to the time period chosen and 
the difficulty of separating autocorrelated signals such as 
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Figure 8.13: Amplitude of the solar cycle in the upper stratosphere over latitude for  ozone at 3 hPa in %/100 
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the solar and the QBO, volcanic or ENSO signal in the 
equatorial lower stratosphere (e.g., Smith and Matthes, 
2008; Marsh and Garcia, 2007; Austin et al., 2008; Frame 
and Gray, 2010). The sensitivity of the MLR analysis pre-
sented here has been tested using different time periods, 
i.e., 1960-2004 and 1979-2004. The details of the results 
are not very sensitive to the period chosen, apart from the 
magnitude of the response changes, which is larger for the 
shorter time period. This allows confidence in the perform-
ance of the MLR method, provided careful representation 
is made of all possible basis functions as well as an auto-
correlation of the residuals.

8.6 QBO in Ozone

In the tropical stratosphere, the QBO in zonal wind 
is a major driver of ozone variability (see Baldwin et al., 
2001). Typically, however, general circulation models of 
the atmosphere have difficulties in spontaneously simulat-
ing the QBO. In order to simulate a realistic QBO, a model 
should be able to support a realistic spectrum (temporal 
and spatial) of upward propagating waves in the tropics. 
This is a major challenge, because this spectrum of waves 
depends on many technical aspects of an atmospheric 
general circulation model, such as tropical convection pa-
rameterisation, stability of the troposphere, SSTs, vertical 
and horizontal resolutions and atmospheric gravity wave 
parameterizations (e.g., Scaife et al., 2000; Giorgetta et al., 
2002, 2006; Shibata and Deushi, 2005).

A model that does not appropriately simulate the 
QBO in zonal wind, also severely misrepresents the natu-
ral ozone variations associated with the QBO (Punge and 
Giorgetta, 2008). Therefore some modelling groups have 
imposed the QBO by assimilation techniques (i.e., nudg-

ing, see Chapter 2) of either the equatorial zonal winds or 
the vorticity. The models that assimilate the QBO in the 
REF-B1 simulation are shown in Chapter 2 (Table 2.8), 
and referred to as Group C in Table 8.4. Although the as-
similation of the QBO should alleviate the biases in the 
ozone distribution associated with the problem of properly 
representing the QBO, it unfortunately removes the predic-
tive capability of a model. While it is therefore possible to 
evaluate the response of ozone to a prescribed QBO forc-
ing, a prediction of future ozone behaviour related to the 
QBO is impossible with this methodology.

8.6.1 Equatorial Variability and the QBO 
signal in the stratosphere

Figure 8.14 shows the vertical profile of the vari-
ability of zonal-mean zonal wind (left) and ozone in DU/
km (right) at the Equator (average 5°S-5°N) computed as 
the standard deviation of the monthly values for the pe-
riod 1960-1999. In both model and observational data, the 
linear trend and the annual cycle have been removed. In 
addition, a band pass filter has been applied to the time se-
ries to extract only those oscillations with periods between 
9-48 months. The upper panels include only the models 
with nudged QBO (Group C of Table 8.4), while the bot-
tom panels include the rest of the models (both Groups A 
and B of Table 8.4).

The models in Group C are characterized by substan-
tial variability, from ~10 m/s up to ~18 m/s in zonal-mean 
zonal wind and in the range 0.7 to 1.5 DU/km in ozone, 
as expected because of the assimilation. In addition to the 
main peak near 20 hPa in zonal-mean zonal wind, some 
models (NiwaSOCOL, SOCOL, and to a lesser extent 
WACCM) show a secondary peak in zonal wind variability 
near 1 hPa. This variability could be excessive QBO modu-
lation of the SAO at these altitudes, a possible side effect of 
the applied nudging.

In the models that did not assimilate the QBO (lower 
panels), the zonal wind variability clusters into two groups: 
4 models (GEOSCCM, LMDZrepro, CNRM-ACM, and 
CMAM) have variability less than 5 m/s (Group A); and 
6 models (AMTRAC3, MRI, UMETRAC, UMUKCA-
METO, UMUKCA-UCAM, and UMSLIMCAT) have 
variability in the range 7 to 22 m/s (Group B). Group A se-
verely under-estimates the zonal wind variability, leading 
to the conclusion that the QBO in zonal wind is not inter-
nally generated to a sufficient degree in these models. For 
consistency in these models the QBO basis functions in the 
MLR analysis are set to zero (see Table 8.4). The variabil-
ity in Group B is much more realistic when compared with 
ERA-40 reanalysis, although the maximum amplitude is 
both overestimated (UMETRAC and UMSLIMCAT) and 
under-estimated (AMTRAC3, MRI, UMUKCA-METO, 
UMUKCA-UCAM) and tends to be located at lower pres-

Table 8.4: Tropical variability in the CCMVal-2 mod-
els. Models in Group A and Group B do not assimi-
late the QBO. Models in Group C assimilate the QBO 
(via nudging of the zonal winds or vorticity). Group A 
models have basis functions in the MLR analysis set 
to zero. Models in Group B and C are included in the 
MLR analysis.

GROUP A GROUP B GROUP C
CMAM  AMTRAC3 CAM3.5

CNRM-ACM MRI CCSRNIES
GEOSCCM UMETRAC E39CA
LMDZrepro UMUKCA-METO EMAC

UMUKCA-UCAM NiwaSOCOL
UMSLIMCAT SOCOL

ULAQ
WACCM
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sure (i.e., higher in the atmosphere) than observed.
The observed interannual variability of ozone (right 

panels) shows two maxima (10 and 30 hPa). These maxima 
are due to the modulation of the ozone chemistry in the 
middle stratosphere (10 hPa, see Chapter 6) and the ad-
vection of ozone by the secondary meridional circulation 
(30 hPa, see Chapter 5) in the lower stratosphere (Gray 
and Chipperfield 1990). The models with a nudged QBO 
(Group C, upper right panel) show the clear double peak 
structure, in phase with the Randel&Wu observations, al-

though with a wide range of magnitudes. The models with-
out QBO nudging (lower panel) that showed little variance 
in wind at the equator also simulate little variance in ozone 
(Group A). The exception in Group A is the CNRM-ACM 
model, with a 0.6 DU/km peak in ozone variability at 30 
hPa. The time series of the ozone vertical distribution is 
shown in the supplementary material (Figure S8.9) for 
CNRM-ACM. It shows that these variations are not down-
ward propagating, consistent with the fact that this model 
does not simulate the QBO. Possibly, these variations are 
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associated with ENSO, which can still be present in the 
applied band pass filter (9-48 months). A similar behaviour 
was previously reported for a CCMVal-1 model (Punge 
and Giorgetta, 2008). With the exception of UMUKCA-
METO, the models in Group B show the double peak in 
ozone variability, each of them to a different degree.

Apart from this very broad comparison, there does 
not seem to be a linear relationship between the variability 
in zonal winds and ozone in Groups B and C, suggesting 
a range of sensitivity of the ozone to the zonal wind QBO, 
which is independent of whether it is imposed or internally 
generated. In particular, in Group B the UMSLIMCAT 
model appears to be characterized by low ozone sensitiv-
ity, given its higher than observed wind variability but half 
than observed ozone variability at 30 hPa. In Group C, the 
ULAQ and WACCM models appear to have a higher than 
observed ozone sensitivity, while the NiwaSOCOL and 
SOCOL sensitivity is lower than observed. Note that the 
two SOCOL models and WACCM are very close to obser-

vations in their zonal wind variability at 30 hPa, while they 
differ by a factor of two in their ozone variability.

An alternative measure of the models’ representation 
of the ozone QBO is the vertical distribution of the annual 
mean equatorial (5°S-5°N) QBO regression coefficient 
from the MLR analysis (which is represented in terms of 
ozone mixing ratios for all models and NIWA-3D observa-
tions and ozone density for the Randel&Wu ozone). One 
coefficient is shown in Figure 8.15a (the orthogonal one is 
not shown) for the models in Group B (internal QBO-like 
oscillation) and in Figure 8.15b for models with nudged 
QBO (Group C). For a better comparison of the QBO signal 
between the models and observations, the QBO regression 
coefficient has been multiplied by the typical mean QBO 
amplitude of 30 m/s. Most of the models in both groups 
capture well the vertical structure of the QBO signal, but 
tend to overestimate the magnitude of the response, espe-
cially in the lower stratosphere. In the case of ULAQ, this 
overestimation is particularly evident (more than a factor 2 

Figure 8.16: Latitudinal distribution of the annual mean QBO amplitude (multiplied by 30 ms-1) in column 
ozone (DU) from the CCMVal-2 CCMs (1960-2004) and the following observations: TOMS/SBUV+gb (1964-
2004), SAGE (1979-2005), and NIWA-column ozone (1979-2007). (a) Group B CCMs. (b) Group C CCMs.
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throughout the stratosphere). Among the Group B models, 
AMTRAC3 and UMSLIMCAT under-estimate the mag-
nitude of the response, and AMTRAC3 also clearly mis-
represents the vertical phase of the pattern. The rest of the 
models in both groups capture the vertical phasing well, 
and this is particularly true for the nudged QBO models.

8.6.2 QBO signal in column ozone

The latitudinal distribution of the annual mean 
QBO amplitude from the MLR analysis of column ozone 
amounts is presented in Figure 8.16. All models show a 
maximum at the equator and minima in the subtropics, 
in good agreement with observations. Poleward of 20° in 
both hemispheres, the spread of model results clearly in-
creases. Considering both groups, the equatorial amplitude 
of the QBO signal in column ozone is within the range of 
the observations for CCSRNIES, UMUKCA-METO and 
UMUKCA-UCAM, while it is severely under-estimated 

by AMTRAC3 (also featuring a flat latitudinal distribu-
tion) and UMSLIMCAT and overestimated by the rest (i.e., 
the majority) of the models. ULAQ shows the largest QBO 
amplitude variations, consistent with the overestimation 
of both variability peaks in Figure 8.14 (right), but incon-
sistent with the under-estimation of the wind variability. 
For the nudged QBO models, problems with the nudging 
techniques might contribute to the highlighted differences. 
In general, however, many biases can contribute, such as 
errors in the QBO-induced residual mean circulation in the 
lower to mid-stratosphere, the latitudinal extension of the 
QBO, as well as errors in the vertical gradient of ozone in 
the vicinity of the induced motions.

Figure 8.17 shows the temporal evolution of the time 
series reconstruction of the QBO signal from the MLR 
analysis of column ozone (averaged from 5°S-5°N) for the 
models and TOMS+gb, Randel&Wu and NIWA-column 
data. As expected, models that nudge the QBO closely 
follow the phase of the observed QBO in column ozone, 
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although some of them overestimate the amplitude, con-
sistent with Figure 8.16 and right panels in Figure 8.14. 
The variability in the Group B models is not expected to 
be in phase with observations. For the Group B models, 
Figure 8.17 provides information on the period of the 
modelled QBO variability in ozone. Among this group, 
MRI, UMETRAC, UMSLIMCAT show a period close to 
the observed (~28 months), while UMUKCA-METO and 
UMUKCA-UCAM overestimate (by almost a factor 2) the 
typical QBO periodicity. Also note that UMETRAC shows 
some sporadic large amplitude episodes. AMTRAC3 
shows higher frequency (~ 1 year-1) small oscillations 
and Figure 8.17 therefore confirms that the variability di-
agnosed in AMTRAC3 is not consistent with the known 
features of the QBO signal in ozone. From this it can be 
concluded that the QBO signal in ozone is not represented 

in AMTRAC3.

8.7 ENSO Signal in Ozone

The El Niño Southern Oscillation (ENSO) is a 
tropical atmosphere-ocean phenomenon and a source of 
large-scale climate variability for the atmosphere–ocean 
system. Its influence on the stratosphere has been increas-
ingly recognised, with the advent of ensemble modelling 
and with the availability of longer observational data sets. 
Most of the published work has focused on the polar lower 
stratosphere, because of the established teleconnections 
between the warm phases of ENSO and the mid-latitude 
North Pacific region (e.g., Hoerling et al., 1997) which can 
favour the enhancement of mid-latitude planetary waves 

Figure 8.18: Annual mean tropical (25°S-25°N) ENSO regression coefficients from 1000 to 1 hPa for  (a) tem-
perature (K) and (b) ozone (%) from the CCMVal-2 CCMs (1960-2004) and observations: RICH radiosonde data 
(1960-2004), SSU data (1979-2005), and ERA-40 data (1979-2004); NIWA-3D ozone (1979-2004); Randel&Wu 
ozone (1979-2005). The ENSO coefficients have been multiplied by 2.5 K. In order to better distinguish, the 
CCMs solid (top) and dashed (bottom) lines have been separated. Black dots represent the Randel&Wu ozone 
data analysis from Randel et al. (2009). 
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and their upward propagation into the stratosphere. Due to 
this increase in extra-tropical stratospheric planetary wave 
activity, warm ENSO events have been found to be as-
sociated with anomalous warming and anomalously high 
geopotential heights in the polar stratosphere, both from 
observations (van Loon and Labitzke, 1987; Brönnimann 
et al., 2004; Camp and Tung, 2007; Garfinkel and 
Hartmann 2007) and comprehensive modelling of the trop-
osphere-stratosphere system (Sassi et al., 2004; Manzini 
et al., 2006; Garcia-Herrera et al., 2006). These signals in 
temperature are consistent with signals in ozone during 
ENSO events (Fischer et al., 2008; Steinbrecht et al., 2006; 
Brönnimann et al., 2006). The ENSO signal in column 
ozone for the CCMVal-1 models is discussed in Cagnazzo 
et al. (2009). The polar warming and enhanced ozone as-
sociated with warm ENSO events are a manifestation of a 
stronger Brewer-Dobson circulation during ENSO and a 
negative signal in both temperature and ozone is therefore 
also expected in the tropics (Free and Seidel, 2009; Randel 
et al., 2009; Manzini, 2009).

The ENSO tropical signals in annual mean temper-
ature (left) and ozone (right) from the MLR analysis are 
shown in Figure 8.18. The maximum ENSO temperature 
and ozone signals occur in the lower stratosphere (~70 
hPa), and the patterns are qualitatively similar between 
models and observations. Most models show a cooling in 
the lower stratosphere that surrounds the observed cooling 
of ~1 K, and values from the CCMs vary over approxi-
mately a factor of two, with MRI and ULAQ the only out-
liers. In the upper troposphere, the observed ENSO warm-
ing is about 0.6 K and generally lower than that estimated 
by the models. The node at the tropopause level (where 
the regression temperature coefficient changes sign) is 
well reproduced by the models. The modelled ENSO tropi-
cal signal in temperature is therefore consistent with Free 
and Seidel (2009). Between 150 and 50 hPa a reduction in 
ozone, ranging from -5 to -15%, is found for most mod-
els (with MRI and ULAQ again outliers). The comparison 
with observations shows results from the NIWA-3D and 
Randel&Wu data sets, and also results from the SAGE I+II 
data reported in Randel et al. (2009). The difference be-
tween the latter two results are mainly due to the differenc-
es in detail of the respective regression models (the MLR 
here uses volcanic proxies, while Randel et al. (2009) omit 
volcanic periods). It therefore appears that the ENSO sig-
nal is especially sensitive to these differences, because of 
the overlap of ENSO warm events with the El Chichon 
(1982) and Pinatubo (1991) volcanic eruptions (Randel et 
al., 2009). In summary, the model results in Figure 8.18 
are broadly consistent with Randel et al. (2009), while 
the ENSO ozone signals derived from the NIWA-3D and 
Randel&Wu data are somewhat smaller. These differences 
in the observations serve to highlight the sensitivity to the 
regression analysis for the ENSO signal and the possibility 

that the NIWA-3D and Randel&Wu continuous data time 
series derived from MRL analysis might not contain all of 
the observable signals. Note also that ozone variability in 
the lower tropical stratosphere arises from the combined 
effects of a number of factors, the QBO, ENSO, the solar 
cycle and volcanic aerosols: A clear challenge for the MLR 
analysis approach.

To evaluate the ENSO signal in ozone for the northern 
polar cap, the methodology developed for the CCMVal-1 
models by Cagnazzo et al. (2009) has been applied to the 
CCMVal-2 models. The results are shown in Figure 8.19, 
for the relationship between the February-March aver-
aged north polar cap ENSO response in the temperature 
and column ozone fields. As in Cagnazzo et al. (2009), the 
ENSO signal has been extracted by calculating difference 
fields between composites of warm ENSO and NEUTRAL 
years. Warm ENSO years are defined as the four largest 
events in the period 1980-1999 and NEUTRAL years are 
the remaining years when both the four largest warm and 
cold ENSO events have been excluded. During the period 
(1980-1999), the cold ENSO events are smaller in magni-
tudes and have not been found to significantly affect the 
stratosphere (Manzini et al., 2006).

In agreement with Cagnazzo et al. (2009), a clear 
positive correlation is found between the modelled column 
ozone and temperature anomalies at high latitude (0.87, 
significant at more than 99.9%) supporting the idea that 
anomalies in temperature and column ozone are influenced 
by the same (Brewer-Dobson circulation) mechanism. This 
linear relationship is consistent with the one expected from 
interannual variability: the slope parameter deduced from 
Figure 8.19 (about 5.5 DU/K) is comparable, within the 
sampling uncertainity, to the slope calculated using the 
ERA-40 temperature and NIWA-column ozone from the 
individual years (Figure 8.8), as well as the one deduced 
from the CCMVal-1 models, shown in Cagnazzo et al. 
(2009). Therefore, Figure 8.19 also shows that the spread 
in the CCMVal-2 model responses is due to internal vari-
ability. However, for the CCMVal-2 models there is a less 
distinct dominance of the cases clustered in the upper-right 
quadrant (where the signature of observations is located), 
suggesting that a smaller percentage of the models achieve 
positive temperature anomalies and increased ozone during 
ENSO, than the CCMVal-1 models discussed by Cagnazzo 
et al. (2009).

Cagnazzo et al. (2009) have shown that CCMVal-1 
model simulations that did not have a strong enough extra-
tropical ENSO teleconnection pattern in the troposphere 
did not report a temperature and ozone signal in the strato-
sphere. This result is found also for the CCMVal-2 models, 
although in the case of CCMVal-2, models with a signifi-
cant tropospheric ENSO teleconnection also show negative 
temperature and decreased ozone responses (not shown). 
The spread of the CCMVal-2 modelled response therefore 
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appears to be influenced more by internal variability than 
that of the CCMVal-1 models. Distinguishing the role of 
internal variability and model biases in the ENSO response 
is therefore less straightforward for the CCMVal-2 mod-
els. The inclusion and/or a more detailed representation 
of additional forcings that may interfere with the ENSO 
signal, such as the QBO, the solar cycle and aerosols from 
volcanic eruptions, could possibly explain the differences 
between CCMVal-1 and CCMVal-2 simulations. Given the 
close connections between the CCMs that participated in 
both projects, the CCMVal-1 and CCMVal-2 results are not 
actually statistically different.

8.8 Volcanic Aerosols

Volcanic eruptions can have a significant impact on 
stratospheric ozone. Eruptions of sufficient strength inject 
SO2 into the stratosphere, which is then chemically con-
verted to sulphate aerosols. Volcanic induced ozone chang-
es are related to the effect of volcanic sulphate aerosols on 
the chemical composition and the radiative balance of the 
lower stratosphere. Volcanic aerosols provide surfaces for 
heterogeneous reactions to occur, which can alter the par-
titioning of catalytic ozone destroying families including 
NOx and ClOx. Volcanic aerosols also reflect and scatter 
incident solar radiation, leading to changes in the photol-
ysis of chemical species, and absorb outgoing longwave 
radiation, leading to additional heating of the lower strato-
sphere.

Observed column ozone reduction after the Mt. 

Pinatubo and the El Chichón eruptions range from about 
2% in the tropics to about 5% (Pinatubo) and 2-3% (El 
Chichón) in mid-latitudes (Angell, 1997; Solomon et al., 
1998). Very large ozone losses were observed after the Mt. 
Pinatubo eruption at high northern latitudes in February 
and in March, for example Randel et al. (1995) found 
losses of 10% in total column ozone in 1992 northward 
of 60°N and 10-12% in 1993. Ozone-sonde profiles after 
the Mt. Pinatubo eruption show that the concentration did 
not decrease uniformly at all altitudes (Hofmann et al., 
1993; Grant et al., 1994). After the Agung eruption in 1963 
a slight increase in global total column ozone was found 
(Angell, 1997), possibly due to the suppression of nitrogen 
oxides in the low-chlorine conditions (Tie and Brasseur, 
1995).

The methods used to simulate the volcanic impact 
in the models have been introduced in detail in Chapter 
2. Heterogeneous chemical reactions on the volcanic 
aerosol surfaces are calculated using a prescribed zonal-
mean aerosol surface area density (SAD) time series. In 
the CCMVal-2 model runs, most models have prescribed 
SADs using the data set compiled and made available 
through the SPARC Assessment of Stratospheric Aerosol 
Properties (Thomason and Peter, 2006). The radiative ef-
fects of volcanic aerosols have been incorporated into the 
model in a number of different ways or, in some cases, 
completely neglected. Chapter 2 (Table 2.18) summa-
rizes the different methods used by the different models, 
which include (1) no simulation of direct radiative effects, 
(2) prescribed heating rate anomalies based on offline ra-
diative calculations, (3) online radiative calculations using 
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aerosol properties estimated from observations, (4) online 
radiative calculations using optical depths derived from the 
SPARC SAD data set (also based on observations) and (5) 
full microphysical modelling of volcanic aerosols based on 
prescribed stratospheric influx of volcanic SO2.

8.8.1 Global mean temperature response

The result of volcanic forcing on stratospheric tem-
peratures can be seen most simply through inspection of 
global-mean annual-mean temperature time series. These 
are shown at 50 hPa in Figure 8.20 (top panel), as anoma-
lies from pre-volcanic conditions for the three eruptions 
of the 1960-2000 time period: Agung (1963), El Chichón 
(1982) and Mt. Pinatubo (1991). The anomalies are calcu-
lated as deviations from the mean of the 5 years (3 years for 
Agung) preceding the year of the eruption. There is a con-
siderable spread in the post-volcanic eruption temperatures 
in the models. For example, in 1992 after the Pinatubo 
eruption, the changes in 50 hPa temperature range from 
+9 to -1 K, while the observations show a +1 K change. 
CNRM-ACM appears as an outlier in this diagnostic, with 

temperature increases much larger than the other models 
or the observations. This is related to how the radiative 
scheme responds to the volcanic aerosols. Subsequent runs 
of the CNRM-ACM model, in which the aerosol properties 
have been modified to exhibit less absorption, have shown 
temperature evolution in the range of that of the CCMVal-2 
CCMs (Martine Michou, personal communication, 2009). 
The temperature response in all of the models is strongly 
dependent on the parameterisation method employed to 
simulate the direct radiative effects of volcanic aerosol 
loading. In the lower panel of Figure 8.20 the anomalies 
have been replotted, but colour-coded by parameterisa-
tion method. This plot shows that using aerosol optical 
depths derived from the SPARC SADs (red: NiwaSOCOL, 
SOCOL, WACCM, CMAM) leads, at least in the Pinatubo 
and Agung eruptions, to anomalously large temperature 
perturbations compared to those estimated from the ERA-
40 data set. Those models that did not include radiative 
effects of volcanic aerosols (blue: CAM3.5, GEOSCCM, 
LMDZrepro, UMSLIMCAT, UMUKCA-UCAM) show 
little change in 50 hPa temperature, although two models 
show modest (~1 K) decreases after the Pinatubo eruption, 
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as might be expected due to chemical induced ozone de-
creases. Finally, the models which employ optical depth 
estimates from GISS (green: AMTRAC3, CCSRNIES, 
MRI, UMUKCA-METO) and those which use prescribed 
heating rates (yellow: E39CA, EMAC) show (for some 
models, i.e., AMTRAC3, E39CA, and UMUKCA-METO) 
quite good agreement with the observations. However, 
there are also some outliers: e.g., the CCSRNIES model 

shows cooling after the El Chichón and Pinatubo eruptions 
even though aerosol radiative heating is included.

8.8.2 Vertical temperature response

Inspection of the vertical structure of the temperature 
anomalies can help evaluate the reason for the discrepan-
cies between models. Figure 8.21 shows the annual mean 
tropical contribution from the volcanic basis function for 
Pinatubo (responses for Agung and El Chicón are shown in 
Figure S8.10) averaged over 24 months after the eruption 
for temperature in the tropics, where the temperature in-
creases are largest. The structure of the anomalies is gener-
ally consistent between the models, with maximum heating 
at ~50 hPa (20 km), in good agreement with observations. 
There is excellent agreement between the models that show 
the largest response in the region of maximum heating in 
Figure 8.21 and those that show the largest temperature re-
sponse in Figure 8.20. The models which include no direct 
aerosol heating show a negative sign in their temperature 
response. A number of outliers in Figure 8.20 also show 
deviations from the general vertical structure. For exam-
ple, CCSRNIES, which showed post-volcanic cooling at 
50 hPa shows a positive response in Figure 8.21 only at 
heights above 40 hPa, and negative ones between 50 and 
100 hPa. On the other hand, the EMAC response is small 
and restricted to heights below 50 hPa, which helps ex-
plain why the EMAC anomalies of Figure 8.20 are differ-
ent from the other models using prescribed heating rates. 
The latitude-height structure of the Pinatubo temperature 
response is shown in Figures S8.11 and S8.12.

8.8.3 Ozone response

Figure 8.22 shows global-mean, annual-mean total-
column ozone anomalies compared with pre-volcanic con-
ditions. Local minima in the years after the El Chichón and 
Pinatubo eruptions are associated with the effects of the 

Figure 8.21: Annual mean tropical (25°S-25°N) con-
tribution from the volcanic basis function from CC-
MVal-2 CCMs (1960-2004) and observations (ERA-
40, SSU and RICH) to temperature in Kelvin (K) for  
Pinatubo (averaged over 24 months after the erup-
tion) from 1000 to 1 hPa.
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volcanic aerosols. Note that in these plots the anomalies 
are the result of a number of factors including volcanic ef-
fects, but also the EESC related trend and the QBO. The 
observed anomalies after the El Chichón and Pinatubo 
eruptions were of the order of 10 DU. There is a large 
degree of scatter in the model results, ranging from some 
models showing post-volcanic decreases of up to 15-20 
DU (CCSRNIES, MRI, ULAQ) and, for El Chichón, small 
post-eruption increases (EMAC, UMUKCA-METO). For 
the Agung eruption, some models show a slight increase 
in the year of the eruption, however, it is impossible to at-
tribute any ozone changes to the volcanic effects, as the 
spread in modelled values stays relatively constant over the 
time span shown. Slight differences in the vertical structure 
of the ozone response (Figure S8.13) can help shed light on 
why the global-mean total ozone time series in Figure 8.22 
differ. The models generally show the largest ozone loss at 
30 hPa (25 km). After Pinatubo, two models (CCSRNIES 
and ULAQ) show responses at lower heights than the other 
models and these two models are among the models with 
the largest total ozone losses. The latitudinal distribution of 
total ozone losses is shown in the supplementary material 
(Figure S8.14).

Since a large amount of volcano-related ozone loss is 
related to heterogeneous chemistry, one would expect the 
models with largest ozone loss to have the largest amounts 
of chlorine activation. Figure 8.23 confirms this, showing 
the ozone anomaly in the year following each eruption as 
a function of the anomaly in ClO at 50 hPa. For each erup-
tion, there is a relatively linear relationship between ozone 
loss and chlorine activation. Note that by choosing to look 
only at the year after each eruption, the relationship be-
tween ClO and ozone for CNRM-ACM is not well repre-
sented by these plots, since this model displays maximum 
ClO and ozone anomalies three years after each eruption, 

and in fact shows negative ClO anomalies for the first year 
after the Mt. Pinatubo eruption (with large increases after-
wards). Latitude-time plots of ClO (not shown) and total 
ozone abundances (Figure S8.14) confirm that the models 
with largest total ozone loss, including CCSRNIES and 
ULAQ, are characterized by chlorine activation and ozone 
loss extending from the tropics to the high latitudes. Thus, 
the cause of the anomalous ozone loss in these models is the 
anomalous chlorine activation, which may itself be related 
to biases in total chlorine since both models received low 
grades representing Cly in the middle stratosphere (Chapter 
6) or too low stratospheric temperatures (Chapter 4).

An interesting feature of the observed ozone loss after 
the Mt. Pinatubo eruption is the hemispheric asymmetry: 
NH ozone levels (especially in mid-latitudes) have been 
observed to decrease after the eruption, while levels in the 
SH were relatively unperturbed (WMO, 2007). None of 
the CCMVal-2 models reproduce the observed hemispher-
ic asymmetry in post-Pinatubo ozone loss, for either full 
hemispheric means or for mid latitudes (see Figures S8.15 
and S8.16). Most models have post-Pinatubo SH ozone 
loss which is comparable to or greater than that observed, 
while NH ozone loss is less than that observed. Whether 
or not the models have a QBO (internally generated or 
nudged) does not appear to have an appreciable effect on 
this result.

8.9 Conclusions

Although the MLR analysis is a powerful tool for syn-
thesizing the relative influence of the variability sources on 
natural ozone variation, it cannot take into account the fact 
that the net effect of the natural variations on ozone is usu-
ally a non-linear combination of the single contributions of 
variability factors. Non-linearities have been reported for 

Figure 8.23: Post volcanic eruption annual mean global mean anomalies of column ozone as a function of 
similarly calculated anomalies in ClO at 50 hPa, for the models that have reported ClO mixing ratios.
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the combined ENSO and QBO signal (Calvo et al., 2009), 
the solar-QBO and volcanic signals (Lee and Smith, 2003), 
solar-QBO signals (Smith and Matthes, 2008; Camp and 
Tung, 2008; Matthes et al., 2010), the solar-SST signal 
(Marsh and Garcia, 2007; Austin et al., 2008), and ENSO, 
QBO, and solar interconnections (e.g., Kryjov and Park, 
2007; Kuroda, 2007; Kodera et al., 2007). Many of these 
inter-connections of the natural variability sources are ob-
jectives of current research.

Another limitation of the assessment in this chapter 
is the relatively short observational record which limits the 
statistical significance of many of the responses to individ-
ual components. This is especially true for the 11-year solar 
cycle, where only data for two and a half cycles are avail-
able, and for ENSO, a relatively sporadic event, usually 
occurring with a wide variety of amplitudes. Additionally, 
large volcanic eruptions coincided with solar maximum 
phases of the solar cycle. Another limitation of the avail-
able ozone observational time series is that they are recon-
struction by statistical models (usually MLR analysis) in 
order to provide a continuous time series without missing 
data. Therefore, there is the possibility that the MLR analy-
sis of the reconstructed time series might return signals af-
fected by the periods with missing data.

Because of these limitations, it is still very difficult 
to quantitatively evaluate (grade) the model performance 
by individual natural variability factor, especially for the 
solar cycle, ENSO and volcanoes, and relate their relative 
importance to the evolution and prediction of stratospheric 
ozone. Note that Dameris et al. (2006) show a delay of 

ozone recovery due to solar cycle effects.
Given that estimates of the annual cycle in ozone are 

the most reliable, the quantitative evaluation of the model 
performance is carried out only for the climatology and in-
terannual variability of the annual cycle in ozone (Figure 
8.24, Table 8.5). The performance of the QBO signal 
in ozone could be a second candidate for a quantitative 
evaluation. However, the modelling of this phenomenon 
in CCMs is in a too primitive stage to apply performance 
metrics.

For the case of the ozone annual cycle climatol-
ogy and interannual variability, the model performance 
is quantified following Taylor (2001). The respective cor-
relations and normalised standard deviations discussed in 
Sections 8.3 and 8.4 are combined in one grade by means 
of Equation 5 of Taylor (2001). The results are summarized 
in matrix form in Figure 8.24. Thereafter, the information 
in Figure 8.24 is used in the following summaries, by vari-
ability factor and model-by-model.

8.9.1 Summary by process

Summary on annual cycle

The comparison with MLS data shows that the proc-
esses leading to the annual cycle in the upper stratosphere 
are well captured by the models: the anti-correlations be-
tween temperature and ozone at 1 hPa are broadly captured 
and provide a simple check of photolysis scheme (Section 
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8.3). The magnitude of the annual cycle  and the transi-
tion to summer conditions are also well reproduced by the 
models. However, in the lower stratosphere a few models 
(UMUKCA-METO and UMUKCA-UCAM) do not repro-
duce the anthropogenic deviation of the annual cycle (polar 
ozone depletion) that dominates the late winter and spring 
in the SH.

In comparison with HALOE, the CCMVal-2 models 
show a larger spread in their response to the annual cy-
cle, in the NH and SH spring, upper troposphere and lower 
stratosphere, than the CCMVal-1 models. This may simply 
be due to the fact that more CCMs participated in this eval-
uation. CCMVal-2 model outliers are CCSRNIES, which 
shows unusually large ozone values at 10 hPa in March at 
the equator and in October at 80°S, and CNRM-ACM at 
50 hPa which shows unusually small values at all except 
polar latitudes.

The assessment of the performance of the models for 
the annual cycle in ozone that is summarized in Figure 8.24 
(ah and sah diagnostics), implies that the vertical and latitu-
dinal distribution of the annual cycle in stratospheric zonal 
monthly mean ozone is very well represented by the ma-
jority of the models. There are only two outliers, CAM3.5 

and E39CA, respectively showing poor performance in the 
semi-annual and annual harmonic ozone diagnostics, pos-
sibly because of their low top. Concerning the annual mean 
(amean diagnostic) and the annual cycle in near global col-
umn ozone (acc diagnostic), all models perform very well. 
However, this result does not translate in to a lack of global 
mean ozone bias, as reported in Table 8.2. Major outliers 
in global mean bias are E39CA and UMUKCA-UCAM, 
which both overestimate the near-global ozone as well as 
the North and South polar ozone.

Summary on interannual polar variability

The observed annual cycle in polar column ozone var-
iability is well reproduced by all models, in the sense that 
all show a minimum in variability in the summer seasons 
(Section 8.4). In the NH dynamically active period, most of 
the models under-estimate the interannual polar variability, 
indicating a common bias. With the exception of CAM3.5, 
Figure 8.24 (nhivc and shivc diagnostics) shows that mod-
els (CNRM-ACM, MRI, ULAQ and WACCM) with poor 
performance in interannual variability in the NH also per-
form poorly in the SH, suggesting basic problems in the 
dynamical core of the models, possibly related to resolu-
tion and the parameterisation of the effects of unresolved 
gravity waves. The model performance in the annual cycle 
in polar ozone climatology (nhcc and shcc) shows instead 
a marked hemispheric asymmetry, with good to very good 
performance in the North polar cap, but poor to very poor 
in the Southern polar cap. The latter case is therefore high-
lighted as a systematic bias, due to persistent problems in 
the combined representation of the chemical and dynami-
cal processes characterizing the morphology of the ozone 
hole.

The majority of models reproduce quite well the rela-
tionship between winter mean heat flux and spring-to-fall 
ozone ratio in both the NH and SH. This result suggests 
that the sensitivity of ozone to the heat fluxes is realistic. 
The only outlier is the ULAQ model, which appears to se-
verely under-estimate the relationship in the NH. The mod-
els reproduce the observed ozone-temperature relationship 
quite well; although in the NH the ozone is less respon-
sive to temperature perturbations in a number of the mod-
els than in the observations. Among the models with low 
sensitivity is again ULAQ, while the relationship is sub-
stantially overestimated by CNRM-ACM. In the SH, the 
spread of the models surrounds the observations, as in the 
case of the ozone standard deviation. When the parameters 
of heat flux versus ozone and heat flux versus temperature 
fits are compared (not shown) there is a good correlation 
(>0.6) between them in both hemispheres. This indicates 
that models with enhanced polar temperature sensitivity to 
planetary wave activity also exhibit an enhanced sensitiv-
ity of polar ozone to planetary wave activity.

Table 8.5: List of metrics used in Chapter 8.
Metric Description Details
amean Annual zonal-mean 

ozone
500-1 hPa, 90°S-
90°N

ah Annual harmonic in 
ozone from the MLR 
analysis

500-1 hPa, 90°S-
90°N

sah Semiannual harmonic 
in ozone from the 
MLR analysis

500-1 hPa, 90°S-
90°N

acc Annual cycle of near 
global column ozone

60°S-60°N, January 
to December clima-
tology

nhivc Monthly standard 
deviation of column 
ozone

60°N-90°N, January 
to December

shivc Monthly standard 
deviation of column 
ozone

60°S-90°S, January 
to December

nhcc Column ozone clima-
tology

60°N-90°N, January 
to December

shcc Column ozone clima-
tology

60°S-90°S, January 
to December

nhc_am Northern annular mode 
- ozone relationship

60°N-90°N, March

shc_am Southern annular mode 
- ozone relationship

60°S-90°S, Novem-
ber
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The regression of the column ozone on to the simpli-
fied AM index further confirms that the modelled interan-
nual polar ozone variations are due to the known dynamical 
processes affecting the variability of the stratospheric vor-
tex and that these processes and their connection to ozone 
are generally well simulated for the majority of the models. 
Figure 8.24 shows that models previously highlighted with 
poor performance in interannual variability, are those that 
tend to perform poorly also in the ozone variations associ-
ated with the annular mode (nhc_am and shc_am).

Summary on 11-year solar cycle

Most models imposed a solar cycle in the CCMVal-2 
REF-B1 simulations (sc group), with only five that did 
not (no-sc group, i.e., GEOSCCM, ULAQ, UMUKCA-
METO, UMUKCA-UCAM, UMETRAC, Section 8.5). 
The solar cycle in total column ozone is qualitatively well 
represented in the sc group, although with some amplitude 
spread. Most models reproduce 70-80% of the observed so-
lar total column ozone variations from 60°S to 60°N. MRI, 
UMSLIMCAT and WACCM show best agreement with 
observations, while CNRM-ACM, CCSRNIES, CAM3.5, 
and ULAQ show the worst agreement. The vertical struc-
ture of the tropical solar signal in ozone and temperature 
is more difficult to model. While the direct solar response 
in temperature and ozone in the upper stratosphere is well 
represented (best for WACCM, CMAM, AMTRAC3, and 
UMSLIMCAT, worst for LMDZrepro) the vertical struc-
ture in the tropics below 10 hPa varies a lot among the 
models but also among different observational data sets. 
Especially in the lower stratosphere uncertainties are 
large and might be related to non-linear interactions with 
a number of signals (solar, QBO, ENSO, volcanos) that 
might not be handled correctly in a MLR as discussed ear-
lier. Another limiting factor might be the fact that we only 
used one simulation from each model. An ensemble mean 
for the models that delivered several simulations might re-
duce the large uncertainties in the middle and lower strat-
osphere as shown by Austin et al. (2008). In general the 
agreement between the models and between the models 
and observations is better for ozone than for temperature. 
The latitudinal representation of the solar response in total 
column ozone shows improved representation compared 
with CCMVal-1 but a large spread especially at mid- to 
high latitudes due to large interannual variability.

Compared to CCMVal-1, the way in which the solar 
cycle in radiation and chemistry is represented has been 
improved, by prescribing daily varying spectrally resolved 
irradiance data from the SOLARIS project (Matthes et al., 
2007) instead of scaling to the F10.7 cm solar radio flux as 
used in CCMVal-1. Nevertheless, the modelled responses 
still show large differences that might be related to differ-
ences in the performance of the radiation schemes (com-

pare Chapter 3, Section 3.6), the photolysis schemes (com-
pare Chapter 6) or to dynamical and transport differences 
that are very difficult to separate.

Summary on QBO

Metrics are not computed for the QBO signal in ozone 
because the status of the modelling of the QBO in CCMs is 
still at a primitive stage (Section 8.6). Some AGCMs in re-
cent years have been able to simulate a quite realistic QBO 
in zonal winds and related dynamical quantities, but it does 
not seem that this expertise has passed to the CCMs, pos-
sibly because of the computational and/or developmental 
constraint of the additional chemical modelling. The QBO 
modelling in the CCMs as implemented for CCMVal-2 
therefore remains an outstanding problem.

In summary, there are three groups of models: Group 
A with negligible tropical variability, Group B with inter-
mediate to large tropical variability, and the Group C mod-
els, with externally imposed tropical variability (Table 8.4). 
The QBO signal in ozone is not simulated by any of the 
Group A models nor by the AMTRAC3 model of Group B. 
Although AMTRAC3 showed some signal in tropical vari-
ability, it fails in all diagnostics. The rest of the models in 
Group B, namely MRI, UMETRAC, UMSLIMCAT, and 
UMUKCA-METO, and UMUKCA-UCAM, and all mod-
els of Group C, show a QBO signal in ozone, albeit with 
some biases. From the MLR analysis, it is found that these 
models show a comparable spread in the amplitude of the 
QBO signal in ozone. Among the models with nudged 
QBO variability, large overestimations of the amplitude of 
ozone variations are found for ULAQ, indicating a problem 
with the nudging specification. Among the models with in-
ternal QBO variability, MRI, UMETRAC, UMSLIMCAT 
show a periodicity close to the observed average, while 
UMUKCA-METO and UMUKCA-UCAM overestimate 
(by almost a factor 2) the typical QBO periodicity.

Summary on ENSO

For most models, the tropical ENSO signal in tem-
perature is consistent with that estimated by available ob-
servations in the lower stratosphere and upper troposphere, 
in the sense that the model results envelop the observed 
signatures (Section 8.7). Most models show a comparable 
response in ozone, although with a spread. In this case, it is 
hard to judge if the modelled ozone variations are consist-
ent with the observations, because of the large uncertainty 
in the observational data used. By looking at column ozone 
a clear picture emerges, with the spread of the model re-
sponses explained by interannual variability. Note indeed 
that the slope (from the ensemble of models) deduced by 
Figure 8.19 is consistent with the slope estimated by obser-
vations in Figure 8.8.
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It is concluded that an ENSO signal in temperature 
and ozone is emerging from the models, especially in the 
tropical lower stratosphere, where most of the models 
show a cooling and an ozone reduction. However, because 
of the large role of interannual variability and the uncer-
tainty in the observations, it is not possible to measure the 
model performance in the simulation of the ENSO signal 
in ozone.

Summary on volcanic aerosols

The models show a considerable spread in their simu-
lated response to volcanic eruptions (Section 8.8), as seen 
in modelled temperature and ozone responses. The fact 
that many fundamentally different methods have been em-
ployed to parameterise the direct effect of volcanic aero-
sols on the radiative transfer of the stratosphere (Figure 
8.21) helps explain, at least in part, the wide range of 
post-eruption temperature anomalies seen in the different 
models. For example, models that estimate aerosol opti-
cal depth from the SAD data set of WMO (2007) consist-
ently overestimate lower stratospheric temperatures after 
the Mt. Pinatubo eruption compared to the ERA-40 data 
set. On the other hand, models which use the GISS aero-
sol optical depth data set lead to wide ranging estimates of 
lower stratospheric heating. Post-eruption changes in total 
column ozone are well correlated with changes in lower 
stratospheric ClO. It thus appears that while most models 
use a common aerosol SAD data set to drive anomalous 
post-eruption chemistry, the models display differing de-
grees of sensitivity to those aerosols, leading to differing 
amounts of chlorine activation and associated ozone loss. 
None of the CCMVal-2 models reproduce the observed 
hemispheric asymmetry in post-Pinatubo ozone loss, for 
either full hemispheric means or for mid-latitudes.

8.9.2 Model by model summary

A model by model summary is provided that is based 
on the grading of the metrics listed in Table 8.5 as well 
as some approximate grading for the remaining variability 
factors considered. In a few cases, the evaluation of the 
modelled key processes responsible for natural ozone vari-
ations has not been possible, because the respective exter-
nal forcing was not included in the models. Three broad 
groups are identified: (1) models that simulate natural 
ozone variations well with better or mean performance in 
most diagnostics, (2) models that simulate natural ozone 
variations and with mixed and/or limited success, and (3) 
models that are outliers in many diagnostics for natural 
ozone variations.

AMTRAC3 accurately represents the annual mean and the 
annual cycle in ozone, in near global and northern polar col-

umn ozone. The variability of column ozone in both polar 
caps is well represented, while the annual cycle in southern 
polar cap column ozone is poor. It has a good representa-
tion of the solar cycle in ozone and temperature. This mod-
el fails to reproduce the QBO signal in ozone. The tropi-
cal ENSO signal in temperature and ozone is within the 
cluster of model responses. The model compares quite well 
with the observed volcanic effects (optical properties from 
SAGE/GISS are used for the volcanic aerosols). Overall, 
AMTRAC3 simulates natural ozone variations well, with 
better or mean performance in most diagnostics.

CAM3.5 performs well to very well for the annual mean 
and the annual cycle in ozone, in near global and North po-
lar column ozone, but it shows a poorer performance in the 
ozone semi-annual harmonic and in the column ozone vari-
ability for both polar caps than other models. It does not 
accurately represent solar cycle effects in temperature and 
ozone. The amplitude of the ozone response to the nudged 
QBO is moderately overestimated. The tropical ENSO sig-
nal in temperature and ozone is within the cluster of model 
responses. This model does not use a parameterisation of 
volcanic effects and therefore it does not show a volcanic 
response. CAM3.5 is an outlier in many diagnostics for 
natural ozone variability possibly related to its low top.

CCSRNIES performs very well for the annual mean and 
the annual cycle in ozone, in near global and northern 
polar column ozone. The annual cycle in southern polar 
cap column ozone and the variability in both polar caps 
are well represented. It shows unusually large ozone peak 
values at 10 hPa that might be related to its fast tropical 
ascent (Chapter 5), and/or its poor performance for nearly 
all photolysis rates (Chapter 6). This model uses spectrally 
resolved data to represent the solar cycle and consistently 
shows large shortwave heating rates. However the solar 
response in temperature is biased low compared to most 
models and large biases occur in the solar ozone and tem-
perature signal in the tropical lower stratosphere which 
lead to large biases in the solar response of total column 
ozone. The ozone response to the nudged QBO is excel-
lent. The tropical ENSO signal in temperature and ozone 
is within the cluster of model responses. The model uses 
SAGE/GISS data to model the effect of volcanoes but fails 
to reproduce the observed volcanic signals in temperature 
and ozone. Overall, CCSRNIES simulates natural ozone 
variations with mixed and/or limited performance in most 
diagnostics.

CMAM accurately represents the annual mean and the 
annual cycle in ozone, in near global and northern polar 
column ozone. The variability of column ozone in both 
polar caps is well represented, while the annual cycle in 
southern polar cap column ozone is poor. It uses spectrally 
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resolved data to represent the solar cycle and is among the 
best performing models for the solar cycle in the upper 
stratosphere, but shows larger discrepancies in the middle 
and lower stratosphere in the tropical ozone signal. This 
model does not have a QBO signal in ozone. The tropi-
cal ENSO signal in temperature and ozone is within the 
cluster of model responses. This model uses optical proper-
ties from SADs to represent volcanic aerosols and tends to 
overestimate its effects. Overall, CMAM simulates natural 
ozone variations well, with better or mean performance in 
most diagnostics.

CNRM-ACM performs well to very well for the annual 
mean and the annual cycle in ozone, in near global and po-
lar column ozone, while the variability of column ozone in 
both polar caps is poor. The 50 hPa ozone concentrations in 
NH spring and autumn are biased low. The solar signal in 
temperature and ozone is substantially overestimated and 
is the largest among all models. This model does not have a 
QBO signal in ozone. The tropical ENSO signal in temper-
ature and ozone is within the cluster of model responses. 
This model includes full volcanic aerosol microphysics, 
but due to the way the radiative scheme responds to vol-
canic aerosols, it produces anomalously large temperature 
responses to volcanic effects. CNRM-ACM is an outlier 
in many of the diagnostics for natural ozone variability 
shown in this chapter.

E39CA performs well to very well for the annual mean 
and the annual cycle in ozone, in near global and northern 
polar column ozone. The variability of column ozone in the 
polar caps is well represented in the north but very poor in 
the south. The model shows a poorer performance in the 
ozone annual harmonic and it fails to reproduce the annual 
cycle in southern polar cap column ozone. It also shows 
poorer performance in the ozone variations associated with 
the annular mode, suggesting that the good performance in 
NH ozone variability might be the results of compensating 
errors. The global mean column ozone is biased high eve-
rywhere. Similarly to CAM3.5, it does not capture the solar 
temperature signal, possibly due to its low lid. The ampli-
tude of the ozone response to the nudged QBO is slightly 
overestimated. The tropical ENSO signal in temperature 
and ozone is within the cluster of model responses. To 
mimic the effects of volcanic aerosols, prescribed heating 
rate anomalies are used that provide temperature reactions 
close to the observed ones. Overall, E39CA simulates natu-
ral ozone variations with mixed and only limited success, 
possibly related to its low lid.

EMAC accurately represents the annual mean and the an-
nual cycle in ozone, in near global and northern polar col-
umn ozone. The variability of column ozone in both polar 
caps is well represented. The model fails to reproduce the 

annual cycle in southern polar cap column ozone. It has a 
good representation of solar induced ozone changes and 
their effect on heating but shows smaller temperature and 
ozone responses than most models which result in a lower 
than observed solar regression coefficient for total column 
ozone. The amplitude of the ozone response to the nudged 
QBO is less overestimated than for the rest of the models 
with nudged QBO, possibly because of the biased low vari-
ability in the lower stratosphere. The tropical ENSO signal 
in temperature and ozone is within the cluster of model 
responses. EMAC uses prescribed heating rates to simulate 
the effect of volcanoes but fails to represent it correctly. 
Overall, EMAC simulates natural ozone variations well, 
with better or mean performance in most diagnostics.

GEOSCCM accurately represents the annual mean and 
the annual cycle in ozone, in near global and northern polar 
column ozone, but shows a poor performance in the annual 
cycle in southern polar cap column ozone. The variability 
of column ozone in the polar caps is well represented in 
the north but very poor in the south. It also shows poor 
performance in the ozone variations associated with the 
annular mode. This suggests that the good performance in 
NH ozone variability might be the result of compensating 
errors. The global mean column ozone is biased high, in 
both polar caps. It does not prescribe a solar cycle in ir-
radiance, has no QBO signal in ozone, and did not include 
radiative effects of volcanic aerosols, and hence does not 
show a volcanic signal in temperature or ozone. The tropi-
cal ENSO signal in temperature and ozone is within the 
cluster of model responses. Overall, GEOSCCM simulates 
natural ozone variations with limited success.

LMDZrepro accurately represents the annual mean and 
the annual cycle in ozone, in near global and northern polar 
column ozone. The variability of column ozone in the polar 
caps is well represented in the north but poor in the south. 
The annual cycle in southern polar cap column ozone is 
poor. It prescribes solar cycle variations as total solar irra-
diance (TSI) changes in the heating and spectrally resolved 
in the photolysis leading to a small short wave heating and 
therefore largely under-estimates temperature changes 
when compared to the majority of the models. Solar in-
duced ozone variations are well reproduced. This model 
does not have a QBO signal in ozone. The tropical ENSO 
signal in temperature and ozone is within the cluster of 
model responses. It does not include any volcanic forcing; 
hence it does not show a response. Overall, LMDZrepro 
simulates natural ozone variations moderately well, with 
mean or limited performance in most diagnostics.

MRI accurately represents the annual mean and the annual 
cycle in ozone, in near global and northern polar column 
ozone, while the variability of column ozone in both polar 
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caps is poor. The model fails to reproduce the annual cycle 
in southern polar cap column ozone. It prescribes spectral-
ly resolved solar irradiance variations leading to the high-
est shortwave heating rates and relatively large solar cycle 
temperature and ozone responses as compared with other 
models, especially in the upper stratosphere. Both the am-
plitude and the period of the QBO signal in ozone are well 
represented. However, this model is one of the few that 
under-estimates the tropical ENSO signal in temperature 
and ozone. It uses optical properties from SAGE/GISS and 
overestimates the volcanic effect on temperatures by a fac-
tor of almost two. Overall, MRI simulates natural ozone 
variations with mixed and limited success.

NiwaSOCOL performs well to very well for the annual 
mean and the annual cycle in ozone, in near global col-
umn ozone, and in the variability of column ozone in the 
northern polar cap. The annual cycle in northern polar cap 
column ozone is poor and the model fails in the southern 
polar cap column ozone and variability. The solar response 
in temperature and ozone is less than in most other models. 
The amplitude of the ozone response to the nudged QBO is 
well represented. The tropical ENSO signal in temperature 
and ozone is within the cluster of model responses. To rep-
resent volcanic effects, the model uses optical properties 
derived from SADs and, except for El Chichón, the volcan-
ic signals are largely overestimated. Overall, NiwaSOCOL 
simulates ozone variations with mixed and limited success.

SOCOL performs well to very well for well for the annual 
mean and the annual cycle in ozone, in near global col-
umn ozone, and in the variability of column ozone in the 
Northern polar cap. The model fails to represent the annual 
cycle in polar column ozone and variability. Compared to 
NiwaSOCOL it shows a slightly larger solar response in 
temperature and ozone and very similar QBO and volcan-
ic signals. The tropical ENSO signal in temperature and 
ozone is within the cluster of model responses. Overall, 
SOCOL simulates natural ozone variations with mixed and 
limited success.

ULAQ performs well to very well for the annual mean and 
the annual cycle in ozone and in near global and northern 
polar ozone, but it shows a poorer performance in southern 
polar ozone. The model fails to reproduce the variability 
of column ozone in both polar caps. It does not prescribe a 
solar cycle, and the amplitude of the ozone response to the 
nudged QBO is substantially overestimated. This model 
under-estimates the tropical ENSO signal in temperature 
and ozone. The model uses full aerosol microphysics to 
represent volcanic effects. Except for Agung, the cor-
respondence with observations is remarkable. Overall, 
ULAQ is an outlier in many of the diagnostics for natural 
ozone variability shown in this chapter.

UMETRAC performs well to very well for the annual 
mean and the annual cycle in ozone, in near global and 
northern polar column ozone, but fails to reproduce the an-
nual cycle in southern polar column ozone. The variability 
of column ozone in both polar caps is well represented. 
The global mean in northern polar column ozone is biased 
low. It does not prescribe solar cycle changes. The period 
of the internally generated QBO signal in ozone is well 
represented, while the amplitude is biased high. The tropi-
cal ENSO signal in temperature and ozone is within the 
cluster of model responses. It was not evaluated in the vol-
canic section since data were delivered too late. Overall, 
UMETRAC simulates natural ozone variations with mixed 
and/or limited success.

UMSLIMCAT accurately represents the annual mean and 
the annual cycle in ozone, in near global column ozone. 
The variability of column ozone in both polar caps and the 
annual cycle in northern polar column ozone are well rep-
resented, but the model fails to reproduce the annual cycle 
in southern polar column ozone. It includes spectrally re-
solved data and shows larger than average solar tempera-
ture and ozone signals, leading to a good correspondence 
in the total column ozone solar regression coefficient. The 
period of the internally generated QBO signal in ozone is 
well represented, while the amplitude is biased low. The 
tropical ENSO signal in temperature and ozone is within 
the cluster of model responses. It does not include radiative 
effects of volcanic aerosols and shows modest decreases 
after the Pinatubo eruption, as expected from chemical in-
duced ozone decrease. Overall, UMSLIMCAT simulates 
natural ozone variations well, with better or mean perform-
ance in most diagnostics.

UMUKCA-METO accurately represents the annual mean 
and the annual cycle in ozone, in near global and north-
ern polar column ozone. The variability of column ozone 
in both polar caps is well represented. The model fails to 
reproduce the annual cycle in southern polar cap column 
ozone. In the polar caps, the global mean column ozone is 
biased high. It does not prescribe solar cycle effects. The 
amplitude of the internally generated QBO signal in ozone 
is well represented, while the period is biased high. The 
tropical ENSO signal in temperature and ozone is within 
the cluster of model responses. The model uses optical 
properties from GISS and gives a close representation of 
observed ozone changes after volcanic eruptions. Overall, 
UMUKCA-METO simulates natural ozone variations 
well, with better or mean performance in most diagnostics.

UMUKCA-UCAM performs well to very well for the an-
nual men and annual cycle in ozone, in near global and 
northern polar column ozone. The variability of column 
ozone in the northern polar caps is well represented. The 
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model fails to reproduce the annual cycle in southern polar 
cap column ozone and variability. The global mean col-
umn ozone is biased high, everywhere. It only prescribes 
TSI changes and therefore misrepresents solar cycle ef-
fects. The amplitude of the QBO signal in ozone is well 
represented, while the period is biased high. The tropical 
ENSO signal in temperature and ozone is within the cluster 
of model responses. It does not include radiative effects of 
volcanic aerosols and it does not show a volcanic response. 
Overall, UMUKCA-UCAM simulates natural ozone varia-
tions with mixed and/or limited success.

WACCM accurately represents the annual mean and the 
annual cycle in ozone and in near global column ozone. 
The annual cycle in northern polar cap is well represented. 
The model fails to reproduce the annual cycle in the south-
ern polar cap column ozone and in the variability of col-
umn ozone in both polar caps. It uses spectrally resolved 
solar irradiance data and is the model that best represents 
the solar cycle signal among the models considered here. 
The amplitude of the ozone response to the nudged QBO 
is moderately overestimated. The tropical ENSO signal in 
temperature and ozone is within the cluster of model re-
sponses. To represent volcanoes it uses optical properties 
derived from SPARC SADs and largely overestimates the 
temperature response after the Agung and Pinatubo erup-
tions. Overall, WACCM simulates natural ozone variations 
with mixed or in some diagnostics limited success.
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