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3.1 Introduction

Understanding and quantifying radiative processes is 
of fundamental importance to the study of climate and its 
change. Radiative processes drive global climate change 
and play a key role in establishing the temperature struc-
ture of the atmosphere. The thermal regime of the middle 
atmosphere is determined to a great extent by the balance 
between the incoming solar and outgoing infrared radia-
tion. The radiative heating changes brought on by chang-
es in carbon dioxide and ozone can cause large trends in 

stratospheric temperatures as well as affect surface climate 
(WMO, 2003). Given the prime importance of radiative 
processes for understanding the atmosphere and its evo-
lution, the development and improvement of radiation 
schemes is obviously one of the crucial points in the ongo-
ing development and maintenance of atmospheric models. 
The purpose of this chapter is to evaluate key radiative 
processes in the CCMVal models. 

This chapter covers a number of topics. Current 
radiative parameterisation architecture is assessed in 
Section 3.2. Global mean temperature profiles and long-
term trends provided by CCMVal models are analysed in 
Section 3.3. In Section 3.4, radiative transfer schemes of 
different CCMVal models are compared with each other 
and compared against line-by-line (LBL) calculations. The 
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incoming solar irradiance at short wavelengths significant-
ly varies with the solar cycle, leading to strong ozone and 
temperature solar signals in the stratospheric climate. The 
ability of CCMval models’ radiation schemes to reproduce 
the solar signal is analysed in Section 3.5. The last  Section 
3.6 presents metric summaries, model by model analysis 
and a brief overall summary of the chapter.

3.1.1 Radiative based diagnostics

Table 3.1 presents the details of the radiative diag-
nostics and the metrics used to assess them. 

Throughout the chapter we have tried to explain dif-
ferences between CCMs. However, in many instances ap-
propriate diagnostics were not available and interpretation 
is lacking, so a full assessment of differences has not been 
possible.

Several radiative processes are not assessed in this 
chapter. A representation of photolysis is of fundamental 
importance for CCMs: this aspect of radiation is discussed 
in Chapter 6. Above 70 km, local thermodynamic equilib-
rium (LTE) begins to breakdown (see Fomichev 2009 for 
a detailed review of non-LTE effects). At present only two 
CCMs include these effects (CMAM and WACCM), and 
both employ the same parameterisation (Fomichev et al., 
1998; Ogibalov and Fomichev, 2003). Clouds and aerosols 
(both stratospheric and tropospheric) also have important 
effects on stratospheric heating rates and on radiative forc-
ing but these effects are not evaluated here. We also do not 
assess the effects of the plane parallel atmosphere approxi-
mation that is typically employed in radiation codes. This 
approximation fails to give any solar heating at zenith an-
gles larger than 90o. Lastly, we do not assess the way the ra-
diation scheme is implemented within the CCM. Important 
considerations here are the frequency of full radiative cal-
culations compared to the model time step; sub-grid-scale 
variations and the order of the radiation call in relation to 
the call to other physical parameterisations.

3.2 Radiative Transfer Parameterisation

Accurate methods of solving radiative transfer within 
the Earth’s atmosphere exist. However, such schemes are 
too computationally expensive to currently be employed 
within a climate modelling context. Parameterisations 
were designed to approximate more exact treatments with 
sufficient enough accuracy for the problem being consid-
ered. A good example of this is one of the earliest param-
eterisations of solar radiative transfer (Lacis and Hansen, 
1974). Their approximations provide useful insights into 
more complex ones used today. Even their simple param-
eterisation accounted for Rayleigh scattering, cloud, solar 
zenith angle, water vapour and ozone absorption, but like 

many shortwave codes today, it ignored minor absorption 
by CO2 and CH4 (see Collins et al., 2006). For its purpose 
the code was extremely accurate and only increased the 
computer time overhead in the parent model by 0.3%; vari-
ants of this code were employed in climate models until 
very recently. Much of their original paper was concerned 
with finding measurements of input properties to test their 
code and they made the point that uncertainties in water 
vapour or cloud radiative properties are likely to be a big-
ger source of error than their approximate radiative transfer 
solution – this still remains true today.

Radiative transfer approximations within climate 
models encompass three broad categories of 1) the radia-
tive transfer solution, 2) input parameters and 3) imple-
mentation. These are described briefly below

1. Radiative transfer solution. The most important 
choice here is the number of spectral bands to employ 
and how to account for overlapping within bands. 
Also important are the number of streams used for 
scattering approximations. In the CCM context it is 
also worth considering the choice of a plane paral-
lel atmosphere: nearly all climate models includ-
ing CCMs adopt this approximation, even when the 
photolysis codes in CCMs adopt spherical geometry. 
Most CCMs would therefore not have any solar heat-
ing at zenith angles greater than 90°, but still have 
photolysis of ozone in the stratosphere, creating an 
inconsistency.

2. Input parameters. Important choices include line da-
tabases and cross-sections for the absorbing gases 
and the water vapour continuum; the extra-terrestrial 
solar spectrum; and cloud and aerosol optical proper-
ties. 

3. Implementation. CCMs and climate models also have 
to make pragmatic choices about how often to call 
the radiative transfer code, as calling the code every 
time step is often impractical and unnecessary. Also 
choices of cloud overlap and sub-grid-scale variabil-
ity need to be made. Ways of calculating solar zenith 
angle and Earth-Sun distance can also cause differ-
ences between models. Differences in the underlying 
model’s vertical resolution can also affect the radia-
tion scheme.

Several previous inter-comparisons of climate model 
radiative transfer codes have been undertaken (e.g., Forster 
et al., 2001; Collins et al., 2006; Goldblatt et al., 2009; 
Myhre et al., 2009). Most of these studies have found very 
significant differences between radiation codes, even when 
considering only clear skies and constraining many of the 
input parameters. Common problems identified have been 
the use of radiation codes beyond their original specifi-
cation and/or using outdated input data for, for example, 
spectral line databases.
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Some details of the CCM radiation codes employed 
are presented in Chapter 2 Tables 2.10 and 2.11. All em-
ploy versions of the two stream approximation for solv-
ing scattering and have an order of 10 spectral bands in 
the shortwave and longwave. Although all codes include 
the main absorbers, minor absorbers differ between codes. 
They also employ different spectral line databases.

3.3 Global mean temperature and 
temperature trends in CCMs

In this section the performance of the models in terms 
of their global mean temperature climatology and global 
mean temperature trends is assessed. On a globally aver-

aged basis the temperature in the middle atmosphere be-
low about 70 km is controlled mainly by radiative proc-
esses. This means that long-term global mean temperature 
biases between models and observations are mainly due 
to either inaccuracies in the model treatments of radiative 
processes or due to inaccurate distributions of radiatively 
active gases in the models. Below 70 km the major con-
tributions to the radiative energy budget are provided by 
ozone, carbon dioxide, and water vapour. For CCMVal, 
carbon dioxide is specified identically in all models so its 
abundance should not contribute to any model differences. 
However, the distributions of ozone and water vapour, 
which are affected by the transport and chemistry schemes 
of each individual model, affect the calculated temperature 
biases. Overestimation of ozone should generally lead to a 

Process Diagnostic Variables Data Metric Section
Stratospheric 
temperatures

Comparing 1980-1999 
climatological global 
mean temperature 
profiles

Temperature, 
Atmospheric 
composition

(Re)analyses Maximum 
difference between 
ERA-40 and either 
UKMO or NCEP 
analysis

3.3

Stratospheric 
temperature 
change

Comparing 1980-1999 
global mean temperature 
trends

Temperature, 
Atmospheric 
composition

MSU/SSU trends MSU/SSU trend 
uncertainty 95% 
confidence interval

3.3

Radiative 
fluxes 

Comparing 
climatological fluxes in 
offline radiation schemes

Shortwave, 
longwave up/down/
net fluxes for global 
diurnal average

LBL and other 
sophisticated 
offline radiation 
models

Maximum 
difference between 
sophisticated 
radiation models

3.4

Radiative 
forcing

Comparing forcings 
in offline radiation 
schemes for a variety of 
atmospheric composition 
changes

Global and diurnal 
mean shortwave, 
longwave up/down/
net instantaneous 
forcings.

LBL and other 
sophisticated 
offline radiation 
models

Maximum 
difference between 
sophisticated 
radiation models

3.4

Stratospheric 
heating/
cooling

Comparing 
climatological heating/
cooling rates in offline 
radiation schemes

Global and diurnal 
mean shortwave, 
longwave, net 
heating rates

LBL and other 
sophisticated 
offline radiation 
models

Maximum 
difference between 
sophisticated 
radiation models

3.4

Changes in 
stratospheric 
heating/
cooling

Comparing changes in 
heating/cooling rates in 
offline radiation schemes

Global and diurnal 
mean changes 
in shortwave, 
longwave, net 
heating rates

LBL and other 
sophisticated 
offline radiation 
models

Maximum 
difference between 
sophisticated 
radiation models

3.4

Solar 
variability

Comparing SW heating 
rates in offline radiation 
schemes with prescribed 
solar spectrum variations 
and ozone change

Shortwave heating 
rates

Sophisticated 
offline radiation 
model

Whether or not 
radiation code 
reproduces 
sophisticated model 
signal

3.5

Table 3.1: Summary of the radiative diagnostics and the metrics used to assess them.
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warm bias (due to larger ozone solar heating) while over-
estimation of water vapour should generally lead to a cold 
bias (due to larger infrared cooling), and vice versa. Thus, 
inter-comparison of model results for temperature on the 
one hand and ozone and water vapour on the other hand 
provides some guidance as to whether model temperature 
biases are due to biases in the abundance of these chemi-

cal species or due to inaccuracies in the radiation schemes.
A model’s ability to reproduce the observed tem-

perature climate does not ensure an accurate sensitivity to 
perturbations, such as increasing GHGs and ozone deple-
tion. Therefore, we assess model temperatures and model 
temperature trends separately. The model temperature cli-
matologies are discussed in Section 3.3.1 and the model 
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Figure 3.1: Climatological global and annual mean (a) temperature, (b) ozone mixing ratio, and (c) water va-
pour mixing ratio for REF-B1 model simulations and reference data sets; and (d) temperature bias, (e) ozone 
bias and (f) water vapour bias with respect to reference data sets. Reference data sets include ERA-40, NCEP 
and UKMO reanalyses for temperature and HALOE observations for ozone and water vapour. For temperature, 
the climatological means and biases are calculated for 1980-1999 except for UKMO reanalyses which are 
shown for 1992-2001. Biases are calculated relative to the ERA-40 reanalyses. For ozone and water vapour, 
the climatological means and biases are calculated for 1991-2002 except for EMAC and UMETRAC which are 
shown for 1991-2000. The grey areas show ERA-40 and HALOE plus and minus two standard deviations about 
the climatological means. The solid black lines indicate the multi-model mean (MMM) results. For other data 
sets, see legend. Model acronyms are described in Table 1.1 and details for each model are given in Chapter 2.
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temperature trends for the past and future are discussed in 
Sections 3.3.2 and 3.3.3, respectively.

The analyses presented for the climatology and the 
past trends are based on model results from the REF-B1 
scenario, including observed surface forcings of sea sur-
face temperatures (SSTs), greenhouse gases (GHGs) and 
ozone depleting substances (ODSs), and variations in vol-
canic aerosols and solar forcing. To asses future trends, 
however, model results for the REF-B2 scenario are used. 
The REF-B2 experiments include, for the past, the same-
surface forcing of GHGs and ODSs as REF-B1 but do not 
include variations in volcanic aerosol and solar forcing. For 
a complete description of the REF-B1 and REF-B2 scenar-
ios see Chapter 2. For models that have provided multiple 
ensemble members (for REF-B1: CMAM, CNRM-ACM, 
LMDZrepro, MRI, SOCOL and WACCM) the results pre-
sented show the ensemble mean values, unless stated oth-
erwise.

3.3.1 Global mean temperature climatology

Figure 3.1a shows global mean vertical temperature 
profiles averaged over 1980-1999 for both the REF-B1 
model experiments and for three reanalyses data sets, the 
latter including ERA-40, NCEP and UKMO (note that the 
UKMO climatology is derived for 1992-2001). The grey 
shaded area shows ERA-40 plus and minus two standard 
deviations about the climatological mean, indicating the 
interannual variability of this data set. All models capture 
the large scale features of the troposphere and stratosphere, 
with decreasing temperatures with height in the tropo-
sphere, a distinct temperature minimum at the tropopause 
around 100 hPa and increasing temperature with height in 
the stratosphere. The spread between the models is larger 
in the stratosphere than in the troposphere. Figure 3.1d 
shows model biases with respect to the ERA-40 climatol-
ogy. NCEP and UKMO are generally close to ERA-40, 
but are up to 3 K warmer around the tropopause (near 100 
hPa) and up to 6 K warmer in the upper stratosphere. Most 
models agree well with the observations and are generally 
within ±5 K of the ERA-40 temperatures. Exceptions are 
the temperatures from CAM3.5, CCSRNIES, CMAM, 
CNRM-ACM, LMDZrepro, UMUKCA-METO and 
UMUKCA-UCAM. CAM3.5, with an upper model bound-
ary at 3 hPa, provides data only up to 5 hPa where it un-
der-estimates temperatures by up to 9 K. CCSRNIES has 
a cold bias around the tropopause that maximises at -9 K 
near 70 hPa, and a positive bias of up to 8 K in the middle 
and upper stratosphere. CMAM displays a similar positive 
bias of up to 9 K in the middle and upper stratosphere. 
CNRM-ACM has a cold bias throughout the stratosphere 
with maximum values of -11 K and -15 K in the lower and 
upper stratosphere, respectively. LMDZrepro has a warm 
bias of up to 15 K in the upper stratosphere. UMUKCA-

METO and UMUKCA-UCAM both display a distinct 
warm bias of up to 7-8 K in the lower stratosphere, and 
UMUKCA-UCAM has a warm bias of up to 6 K in the up-
per stratosphere. Finally it can be noted that the multi-mod-
el mean (MMM) results fall within the ERA-40 interannual 
variability limits above about 70 hPa, i.e., throughout most 
of the stratosphere. Below 70 hPa, particularly in the upper 
troposphere between 300 and 100 hPa, there is a general 
tendency for the models to have a cold bias. These results 
are roughly in agreement with the previous multi-model 
temperature assessment, performed for CCMVal-1 (Austin 
et al., 2009).

Below follows a qualitative assessment that attempts 
to identify which features of the temperature biases high-
lighted above are associated with biases in ozone and wa-
ter vapour. Models without a clear connection between 
temperature biases on the one hand, and ozone and water 
vapour biases on the other, are as discussed earlier likely 
to have deficiencies in their radiation scheme. Note that 
the focus here is on explaining features in the temperature 
fields, not in ozone or water vapour, which are dealt with 
separately in Chapter 6. Also note that inferences in this 
section are suggestive. The methodology cannot rule out 
unknown reasons for model biases. For example, effects 
of different treatments of clouds and aerosols may have a 
significant impact on the results in the lower stratosphere, 
but are not considered in the following analysis. 

A more detailed assessment of the radiation scheme 
performances based on radiative fluxes and heating rates 
is given in Section 3.4. The combined effect of errors in 
heating rates and distribution of radiatively active gases on 
biases in the global mean temperature climatology is ana-
lysed in Section 3.4.6.

Figures 3.1b and 3.1c show global mean vertical 
ozone and water vapour profiles averaged over 1991-2002 
for the REF-B1 model experiments and for HALOE ob-
servations. Figure 3.1e and 3.1f show model biases with 
respect to the HALOE climatology. The grey shaded areas 
show the HALOE plus and minus two standard deviations 
about the climatological mean. 

For ozone, model values are generally within ±1 ppm 
of the observations, with a tendency for the models to 
overestimate ozone in the lower stratosphere and to under-
estimate ozone in the upper stratosphere. The multi-model 
mean results fall well within the HALOE interannual vari-
ability limits throughout the stratosphere and upper tropo-
sphere. For water vapour, the inter-model spread is much 
larger, and biases with respect to the observed climatology 
are in some cases in excess of 50% of the climatological 
values themselves. The multi-model mean results under-
estimate the observations by about 1 ppm in the strato-
sphere, but are within the HALOE interannual variability 
limits in this region. Generally, ozone biases are expected 
to have a larger impact on the temperature than biases in 
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water vapour, since the longwave radiative effect of water 
vapour generally is overshadowed by that from CO2 (an 
exception is the lower stratosphere, see e.g., Fomichev 
2009). However, water vapour biases as large as those 
presented here can have a significant effect on the radia-
tive balance throughout the stratosphere. For example, in 
CMAM the inclusion of water vapour cooling in the upper 
stratosphere leads to a temperature reduction of about 5 K 
in this region (Fomichev et al., 2004), which suggests that 
large water vapour biases could have a significant impact 
throughout the stratosphere. Notably, all the models with a 
significant warm bias in the middle to upper stratosphere 
(CCSRNIES, CMAM and LMDZrepro) display significant 
negative biases in water vapour. 

CAM3.5 water vapour biases are small (Figure 3.1f), 
and a large overestimation of ozone mixing ratios in excess 
of 1 ppm near the model upper boundary (Figure 3.1e), 
which should lead to overestimated solar heating, seems 
inconsistent with the CAM3.5 cold bias in this region. 
Hence the cold bias for this model above 10 hPa is likely to 
be due to inaccuracies in the model’s radiative scheme or 
possibly associated with the low upper boundary.

CCSRNIES displays the largest bias in water vapour 
of all models. The model under-estimates the observed 
values by 2-4 ppm in the middle and upper stratosphere, 
which likely explains a significant fraction of the model’s 
warm bias in this region. CCSRNIES also overestimates 
ozone near its peak in the middle stratosphere by almost 2 
ppm, which should also contribute to the warm bias. Thus, 
it is possible that the warm bias in the middle stratosphere 
is due to biases in ozone and water vapour alone, while 
in the upper stratosphere, where the model simulation of 
ozone is quite adequate, the water vapour bias is unlikely 

to be responsible for the entire 8 K bias there. Also, the 
cold bias in the lower stratosphere and upper troposphere, 
cannot be linked to biases in ozone and water vapour, and 
thus is likely due to inaccuracies in the model’s radiative 
scheme.

CMAM displays a similar positive temperature bias 
to that of CCSRNIES in the middle and upper stratosphere.  
While CMAM under-estimates water vapour by about 
1 ppm throughout the stratosphere, which should lead 
to somewhat under-estimated infrared cooling, this can 
only explain a small fraction of the CMAM warm bias. 
Furthermore, the fact that CMAM under-estimates ozone 
slightly in this region, which should lead to reduced solar 
heating, suggests that the CMAM warm bias in this region 
is likely to be primarily due to inaccuracies in the model’s 
radiative scheme.

CNRM-ACM ozone biases are small, and although a 
1 ppm positive bias in water vapour throughout the strato-
sphere should contribute to a somewhat overestimated in-
frared cooling, the bulk of the cold bias in this model is 
likely to be due to inaccuracies in the model’s radiative 
scheme.

LMDZrepro displays similar biases as CMAM, with 
overestimated upper stratospheric temperatures, a slight 
low ozone bias in the upper stratosphere, and a negative 
bias in water vapour throughout the stratosphere. Although 
the water vapour bias for LMDZrepro is significantly 
stronger than for CMAM, amounting to 2-3 ppm, this bias 
is not sufficient to explain the large warm bias in the upper 
stratosphere. This and the fact that LMDZrepro agrees well 
with observed temperatures below 5 hPa (despite a large 
water vapour bias there) suggests that inaccuracies in the 
model’s radiative scheme should be the main cause for the 

Table 3.2: Model temperature climatology bias (K) with respect ERA-40 for 1980-1999 at 70, 15 and 2 hPa. 
Values in parentheses show the bias in units of ERA-40 one standard deviation interannual variability (70 hPa: 
0.65 K; 15 hPa: 0.65 K; 2 hPa: 2.20 K). Sigma values for grading purposes are defined as the maximum differ-
ences between the reanalyses data sets and are presented in the last line.

70 hPa 15 hPa 2 hPa 70 hPa 15 hPa 2 hPa
AMTRAC3 -0.98 (-1.51)  1.81 (2.77) 1.64 (0.74) SOCOL -4.39 (-6.73) -0.29 (-0.44) -2.54 (-1.15)

CAM3.5 -3.04 (-4.67) -1.35 (-2.07) NA ULAQ 0.71 (1.09) 1.24 (1.89)  2.80 (1.27)
CCSRNIES -7.45 (-11.4) 4.49 (6.88) 6.00 (2.73) UMETRAC -2.97 (-4.56) -1.91 (-2.93) 2.83 (1.29)
CMAM 1.29 (1.98)  2.28 (3.49)  8.30 (3.78) UMSLIMCAT 1.37 (2.11) -0.46 (-0.70) -0.88 (-0.40)
CNRM-ACM -9.64 (-14.8) -6.76 (-10.4) -10.30 (-4.69) UMUKCA-UCAM 7.74 (11.87)  0.85 (1.31) 5.39 (2.45)
EMAC -3.19 (-4.89) -1.49 (-2.27) 0.40 (0.18) UMUKCA-METO 7.13 (10.95) -0.34 (-0.51) 2.62 (1.19)

E39CA 1.99 (3.05)  1.74 (2.67) NA WACCM -0.59 (-0.90) -0.13 (-0.21) -0.03 (-0.01)
GEOSCCM 0.53 (0.82)  0.49 (0.75) 2.77 (1.26) MMM -0.92 (-1.41) -0.19 (-0.29)  1.54 (0.70)
LMDZrepro 0.10 (0.15) -0.65 (-0.99) 11.10 (5.05) NCEP  0.74 (1.13)  0.95 (1.46) 3.23 (1.47)
MRI -0.99 (-1.53) -2.88 (-4.41) -2.60 (-1.18) UKMO -0.18 (-0.27) -0.99 (-1.51)  1.30 (0.59)
NiwaSOCOL -4.14 (-6.36) -0.01 (-0.01) -2.85 (-1.29) Sigma 0.74 (1.13) -0.99 (-1.51) 3.23 (1.47)
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LMDZrepro temperature bias.
UMUKCA-METO and UMUKCA-UCAM overesti-

mate ozone in the lower stratosphere, which should lead to 
overestimated radiative heating. This provides a plausible 
explanation for the UMUKCA-METO and UMUKCA-
UCAM warm biases in this region, although other effects 
cannot be ruled out.

Table 3.2 shows model temperature climatology bi-
ases with respect ERA-40 for 1980-1999 at 70, 15 and 2 
hPa. Sigma values for grading purposes are defined as the 
maximum differences between the reanalyses data sets and 
are also presented in Table 3.2 (see Section 3.6). 

3.3.2 Global mean temperature trends: Past

Figure 3.2 shows near global mean trends for tem-
perature, ozone and water vapour from 1980-1999 for the 
REF-B1 model experiments. Trends were calculated from 
linear fits to the annual mean time series from each model. 
Figure 3.2a also shows the observed stratospheric temper-
ature trend over this period, indicated by the MSU/SSU 
dataset. The horizontal error bars for MSU/SSU indicate 
the 95% confidence intervals for the fitted trends. Note 
that MSU/SSU data are also associated with uncertainty 
in the vertical due to the vertical distribution of its weight-

ing functions (see Randel et al., 2009). Here the MSU/
SSU data was simply plotted at the weighted mean heights 
(negative portions of the weighting functions excluded). 
Since the focus in this analysis is on temperature no ob-
servations are included in Figure 3.2 for ozone and water 
vapour, and thus the following qualitative assessment will 
use the multi-model mean as a reference for these species.

The observed temperature trend is associated with 
emission of CO2 and ozone depleting substances (Jonsson 
et al., 2009) and is driven radiatively by increases in CO2 
and water vapour and decreases in ozone (Shine et al., 
2003).  All models capture the large scale features of the ob-
served temperature trend, with warming in the troposphere 
(not shown) and cooling in the stratosphere. Furthermore, 
the vertical structure of the stratospheric trend, with cool-
ing maxima in the upper and lower stratosphere that are 
consistent with decreases in ozone (Figure 3.2b), is gener-
ally well captured. The following discussion will prima-
rily focus on the stratospheric results. Disregarding the 
main model outliers in the stratosphere, CNRM-ACM and 
UMUKCA-METO, the model spread varies between 0.4 
K/decade and 0.8 K/decade. In the deep troposphere (be-
low 300 hPa) the models agree better, and except for the 
main outlier there, ULAQ, the model spread is within 0.2 
K/decade. The multi-model mean results overlap with, or 
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Figure 3.2: Near global (70°S-70°N) and annual mean trends over 1980-1999 for (a) temperature, (b) ozone, 
and (c) water vapour ratio, for REF-B1 model simulations. Panel (a) includes satellite observed MSU/SSU 
trends and 95% confidence intervals. MSU/SSU data points include channels: MSU-4 (at 70 hPa), SSU25 (15 
hPa), SSU26 (5 hPa), SSU27 (2 hPa), SSU15X (45 hPa), SSU26X (15 hPa) and SSU36X (1 hPa), where the 
specified pressure levels represent the approximate weighted mean heights derived from the MSU/SSU verti-
cal weighting functions for each channel (see Randel et al., 2009), negative portions of the weighting functions 
excluded. The solid black lines indicate the multi-model mean (MMM) results. For other data sets, see legend. 
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are very close to overlapping with, the MSU/SSU uncer-
tainty estimates, and the disagreements are largest for the 
so called SSU X-channels that are not as reliable as the reg-
ular SSU channels. Note that many models with significant 
biases in the temperature climatology (see Section 3.3.1), 
including CCSRNIES, CMAM, LMDZrepro and CAM3.5, 
do not show a significant disagreement with the observed 
trends. Some models, however, and most notably CNRM-
ACM and UMUKCA-METO, but also MRI, UMETRAC, 
UMUKCA-UCAM and ULAQ, display trends that are in 
sufficient disagreement with the observations and the mul-
ti-model mean trend that they warrant some further inves-
tigation. 

CNRM-ACM overestimates the observed cooling 
trend throughout most of the stratosphere and exhibits cool-
ing, rather than warming, in the upper troposphere (Figure 
3.2a). The discrepancies are particularly severe near the 
stratopause and in the lower stratosphere and upper tropo-
sphere, between 200 and 20 hPa, where the modelled trend 
is a roughly factor of 1.5 and 4, respectively, greater than 
the multi-model mean trend. The overestimated tempera-
ture trend is quite clearly associated with a significantly 
overestimated negative ozone trend (Figure 3.2b) and a 
significantly overestimated positive water vapour trend 
(Figure 3.2c), both leading to overestimated cooling. A 
particularly strong temperature response to volcanic erup-
tions in 1982 an 1991 (Figure 3.3) appears to be partly re-
sponsible for these anomalous trends.

MRI also overestimates the temperature trend near 
the stratopause and in the lower stratosphere and upper 
troposphere, although to a lesser degree than CNRM-
ACM. This appears to be associated with too strong nega-
tive ozone trends.

UMETRAC displays a stronger temperature trend 
than most models in the upper troposphere and lower strat-
osphere and a weaker trend than most models in the upper 
stratosphere. This seems consistent with slightly stronger 
and weaker ozone trends than most models in these re-
gions.

UMUKCA-METO displays an anomalous feature 
with a weaker than average temperature trend in the mid-
dle stratosphere and a positive trend of up to 0.4 K/decade 
in the lower stratosphere. This behaviour seems directly 
related to an anomalous ozone trend with positive, rather 
than negative, values throughout the lower and middle 
stratosphere.

While UMUKCA-UCAM and UMUKCA-METO 
showed very similar results for the temperature and ozone 
climatologies and biases (Figure 3.1), this is not the case 
for temperature trends. UMUKCA-UCAM performs well 
throughout the domain, except for a slightly weaker than 
average trend in the lower stratosphere, which appears 
consistent with the absence of a significant negative water 
vapour trend and a slightly weaker than average negative 

ozone trend in this region.
ULAQ displays somewhat weaker negative tempera-

ture trends than the other models at 20-2 hPa, despite show-
ing reasonable ozone trends in this region and an overesti-
mated water vapour trend. As the latter would lead to more 
cooling, not less, this suggests that the lower than average 
sensitivity for this model at 20-2 hPa could be due to inac-
curacies in the model’s radiative scheme. Also, although 
the focus here is on the stratosphere, it can be noted that 
the upper tropospheric warming in ULAQ is much stronger 
than for other models (by roughly a factor of 2 below 300 
hPa). This appears to be related to an upper tropospheric 
increase in water vapour that is about twice as strong as for 
the multi-model mean (not shown).

Figure 3.3 shows the full time series of global mean 
temperature anomalies compared to satellite data weighted 
over specific vertical levels (see Randel et al., 2009). Most 
of the models capture the observed trends and variability. 
In particular many CCMs capture the levelling of the tem-
perature since the late 1990s. The impact of the prescribed 
SSTs in the troposphere is also apparent as MSU-4 and 
model temperatures are particularly well correlated com-
pared to other levels.

A disagreement between the models and observations 
is clearly seen in SSU26 over the last decade. SSU26 has 
a maximum weight at about 5 hPa and a considerable con-
tribution from the lower stratosphere. In contrast the agree-
ment is better in SSU27 which peaks at 2 hPa with less 
contribution from the lower stratosphere. 

Table 3.3 shows the CCM temperature trend bias (K/
decade) with respect MSU/SSU for 1980-1999 at 70, 15 
and 2 hPa. 95% confidence intervals in the MSU/SSU trend 
are used for grading purposes (see Section 3.6). These are 
also presented in the table. 

3.3.3 Global mean temperature trends: 
Future

To assess the model simulations of future changes 
Figures 3.4c and d show global mean vertical tempera-
ture trend profiles for 2000-2049 and 2050-2099 for the 
REF-B2 model experiments. For reference, the global 
mean trends for 1980-1999 for REF-B1 and REF-B2 are 
shown in Figures 3.4a and b. We first compare the REF-B2 
and REF-B1 results for 1980-1999. The REF-B2 results 
are generally very similar to the REF-B1 results in the 
stratosphere, as should be expected since the prescribed 
changes of GHGs and ODSs are the same in both scenari-
os. The multi-model mean trends for REF-B1 and REF-B2 
are very close. However, there are a few important differ-
ences that are discussed below. 

While the focus here is on the stratospheric results it 
can be noted that three models show significantly different 
temperature trends in the upper troposphere for REF-B2 
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than for REF-B1. CMAM and UMUKCA-UCAM REF-B2 
trends are roughly 1.5 and 2 times as strong as the multi-
model mean trend in this region. For CMAM this is related 
to its coupled ocean implementation, which is documented 
elsewhere in the report. CCSRNIES shows the opposite 
behaviour, i.e., under-estimating the multi-model trend, 
showing a near zero trend throughout the troposphere for 

REF-B2. 
For the stratosphere, the REF-B2 trends show slight-

ly better agreement between the various models than for 
REF-B1 (but note that not all models provided data for 
REF-B2). This is not surprising as the variation in model 
response to volcanic eruptions and solar variability con-
tributes to different temperature responses in the REF-B1 

Figure 3.3: Near global mean time series (70°S-70°N) of MSU/SSU satellite observations and REF-B1 model 
temperature data weighted by MSU/SSU weighting functions. MSU/SSU channels include: MSU-4 (at 70 hPa), 
SSU25 (15 hPa), SSU26 (5 hPa), SSU27 (2 hPa), SSU26x (15 hPa) and SSU36x (1 hPa), where the specified 
pressure levels represent the approximate weighted mean heights derived from the MSU/SSU vertical weight-
ing functions for each channel (see Randel et al., 2009), negative portions of the weighting functions excluded. 
For each model only the first ensemble member from the REF-B1 simulations is shown. The anomalies are 
calculated with respect to the period 1980-1994, as in the provided SSU anomalies. Note that UMETRAC is not 
included in this figure. CNRM-ACM is only shown in the highest SSU36x level due to its too strong sensitivity to 
volcanoes. UMUKCA-UCAM in not shown after year 2000. Low top models CAM3.5 and E39CA (the lids are at 
3 hPa and 10 hPa respectively) are shown only in the MSU4, SSU25 and SSU26x panels.
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simulations, while those effects are not considered for 
REF-B2. 

CNRM-ACM shows the most dramatic difference in 
temperature trends between REF-B1 and REF-B2 of all 
models. The considerably overestimated cooling trends for 
1980-1999 for REF-B1 are much reduced in REF-B2, par-
ticularly in the lower stratosphere. This confirms the earlier 
speculations that the CNRM-ACM temperature trend bi-
ases for REF-B1 are largely due to effects of volcanic erup-
tions, since the REF-B2 simulation does not include those. 
It can be speculated that the particularly large model spread 
for REF-B1 in the lower stratosphere, including significant 
deviations also for MRI, UMETRAC, UMUKCA-METO 
and UMUKCA-UCAM, could be related to different re-
sponses to volcanic eruptions. Note that for REF-B2, except 
for UMUKCA-METO and UMUKCA-UCAM, the model 
spread is quite small. Further work is needed to understand 
this better. MRI shows better agreement with the multi-
model mean for REF-B2 than for REF-B1, particularly in 
the upper troposphere and lower stratosphere. UMUKCA-
UCAM on the other hand showed better agreement with the 
multi-model mean (and with the observations) for REF-B1 
than for REF-B2. For REF-B2, UMUKCA-UCAM fol-
lows the anomalous results of UMUKCA-METO, showing 
a strong positive bias in its temperature trend throughout 
the lower and middle stratosphere.

The future global mean temperature trend is attribut-
able primarily to CO2 increase, although the expected grad-
ual recovery of ozone over the 21st century will reduce the 
CO2 induced cooling somewhat in the upper stratosphere 
(Jonsson et al., 2009). A hint of this can be seen in Figures 
3.4c and d. For 2000-2049 (Figure 3.4c) only two models 
can be considered as significant outliers: MRI under-esti-
mates the multi-model cooling trend in the upper strato-
sphere and ULAQ overestimates the multi-model warming 

trend in the upper troposphere. In particular the anomalous 
behaviour of UMUKCA-METO and UMUKCA-UCAM 
in the lower stratosphere is not present in this period. 
CMAM and UMUKCA-UCAM tropospheric trends are 
also closer to the multi-model mean trend. MRI did not 
include CH4 changes after 2002 (see Chapter 2) which 
would explain weaker temperature trend for MRI in the 
upper stratosphere than for other models (CH4 is the main 
source of upper stratospheric water vapour and odd hydro-
gen that control ozone loss rates in this region). For 2050-
2099 (Figure 3.4d) the same level of agreement between 
the models is achieved in the stratosphere. In the tropo-
sphere, however, the model spread is larger during 2050-
2099 than during 2000-2049. In particular, SOCOL shows 
a more anomalously warm trend during 2050-2099 than 
during 2000-2049.

3.4 Evaluation of  the CCM radiation 
codes performance

There is a long history of international efforts aimed 
on the evaluation of the radiation codes of climate models. 
After several national projects in Europe, Russia and US 
(e.g., Feigelson and Dmitrieva, 1983; Luther et al., 1988) 
the first international comparison of radiation codes for cli-
mate models (ICRCCM) campaign was launched in 1984. 
ICRCCM resulted in a series of publications (Ellingson 
et al., 1991; Fouquart et al., 1991) that evaluated the per-
formance of the existing radiation codes and inspired fur-
ther progress. ICRCCM also established a framework for 
the subsequent campaigns, based on the comparison of the 
radiation codes against reference high-resolution line-by-
line (LBL) codes. This approach was justified by the una-
vailability of reliable observations of the radiation fluxes 

Table 3.3: Model temperature trend bias (K/decade) with respect MSU/SSU for 1980-1999 at 70, 15 and 2 hPa. 
Values in parentheses show biases in units of the MSU/SSU 95% confidence intervals (70 hPa: 0.27 K/decade; 
15 hPa: 0.24 K/decade; 2 hPa: 0.32 K/decade). The Sigma values used for grading purposes are presented in 
the last line.

70 hPa 15 hPa 2 hPa 70 hPa 15 hPa 2 hPa
AMTRAC3  0.02 (0.08) -0.03 (-0.14)  0.31 (0.99) NiwaSOCOL 0.03 (0.10) 0.01 (0.03) 0.16 (0.49)
CAM3.5 0.14 (0.53) 0.11 (0.47) NA SOCOL -0.14 (-0.52) -0.03 (-0.14) 0.16 (0.51)
CCSRNIES -0.09 (-0.33) 0.03 (0.12) -0.01 (-0.02) ULAQ 0.08 (0.31) 0.29 (1.18)  0.43 (1.34)
CMAM 0.10 (0.37) -0.08 (-0.34) -0.01 (-0.04) UMETRAC -0.30 (-1.10) 0.17 (0.68) 0.62 (1.94)
CNRM-ACM -1.53 (-5.66) -0.22 (-0.91) -0.57 (-1.79) UMSLIMCAT 0.03 (0.13) 0.19 (0.78) 0.18 (0.56)
EMAC 0.01 (0.04) -0.07 (-0.28) 0.07 (0.21) UMUKCA-METO 0.77 (2.85)  0.38 (1.54) 0.20 (0.62)
E39CA 0.09 (0.35) -0.12 (-0.48) NA UMUKCA-UCAM 0.27 (1.01) 0.22 (0.88) 0.31 (0.97)
GEOSCCM 0.15 (0.57) 0.18 (0.75) 0.27 (0.86) WACCM 0.00 (0.01) 0.07 (0.30) 0.19 (0.58)
LMDZrepro 0.12 (0.46)  0.19 (0.78) -0.06 (-0.18) MMM -0.03 (-0.13) 0.07 (0.28) 0.12 (0.38)
MRI -0.40 (-1.49) -0.05 (-0.20) -0.28 (-0.88) Sigma 0.27 (1.0) 0.24 (1.0) 0.32 (1.0)
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and heating rates in the atmosphere. There were several 
other attempts to evaluate radiation codes for climate mod-
els. The representation of clouds was analysed by Barker 
et al., (2003). An evaluation of clear sky radiation codes 
used by IPCC AR4 GCMs was performed by Collins et al., 
(2006), employing a single profile and solar zenith angle. 
These evaluations were also based on the comparison of 
operational radiation codes with reference LBL schemes. 
Such tests can provide a useful, if incomplete, understand-
ing of potential sources of uncertainty and error, because 
the state-of-the art LBL radiation codes are used as a base 
for the judgment. A more complete picture can be obtained 
by comparing radiation codes directly implemented to a 
single climate model (e.g., Feigelson and Dmitrieva, 1983; 
Cagnazzo et al., 2007). However, it would not be feasible 
to apply this approach using the LBL reference codes due 
to their high computational costs and, moreover, the results 
of offline experiments allow clear evaluation of the model 
performance and interpretation of the underlying causes of 
error.

Most of the previous campaigns were aimed at the ra-
diation fluxes and tropospheric heating/cooling rates eval-
uation. In this comparison we focus on two aspects of ra-
diation code output: stratospheric heating/cooling rates and 
instantaneous radiative fluxes. The heating/cooling rates 

are necessary to understand the biases and trends in the 
global mean stratospheric temperature, while the instanta-
neous radiative fluxes can help to interpret global climate 
change, including surface temperature change. It should be 
noted that the evaluation of radiation codes in cloudy con-
ditions and in the presence of different atmospheric aero-
sols will not be performed here, because of high uncertain-
ties in aerosol optical properties and limited availability of 
proper reference codes. Nevertheless, these issues are very 
important and should be addressed in future work.

In this section we analyse the performance of the 
CCM radiation codes presented in Section 3.2 and de-
scribed in Chapter 2 using the results of offline calcula-
tions. Section 3.4.1 describes the cases required for this 
analysis. Sections 3.4.2 and 3.4.4 evaluate the performance 
of CCM radiation codes for the control case (case A, see 
Section 3.4.1), for fluxes and heating/cooling rates, respec-
tively, which can help to explain the possible causes of the 
biases in the CCM simulated climatological temperature 
discussed in Section 3.3. Sections 3.4.3 and 3.4.5 evaluate 
the response of the simulated radiation fluxes and heating 
rates, respectively, to the changes of atmospheric gas com-
position and Section 3.4.6 discusses the effect of errors in 
heating rates and distribution of ozone and water vapour on 
biases in the global mean temperature climatology.     
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Figure 3.4: Global and annual mean temperature trends from (a) REF-B1 for 1980-1999; and from REF-B2 for 
(b) 1980-1999, (c) 2000-2049, and (d) 2050-2099. Note that UMETRAC is not included in this plot and that four 
models shown for REF-B1 (EMAC, E39CA, LMDZrepro and NiwaSOCOL) did not supply data for REF-B2. The 
solid black lines indicate the multi-model mean (MMM) results. 
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3.4.1 Experimental set-up

We perform a number of clear sky and aerosol free 
tests using zonally averaged profiles of the atmospheric 
state parameters compiled from ECMWF ERA-40 output 
and ozone data provided by Randel and Wu (2007). These 
profiles represent January atmosphere and are given for 
five latitudes (80°S, 50°S, 0°, 50°N, and 80°N). The so-
lar fluxes in the atmosphere were calculated for three solar 
zenith angles, allowing one to evaluate the radiation code 
performance for diurnal means as well as for different solar 
positions. Where possible the extra-terrestrial spectral solar 
irradiance was prescribed with ~1 nm resolution from Lean 
et al. (2005) compilation. Surface albedo was set to 0.1 for 
all cases. We also asked participants to use solar irradiance 
for 1 AU Sun-Earth distance. The set of reference verti-
cal profiles and the description of the test cases are pre-
sented at www.env.leeds.ac.uk/~piers/ccmvalrad.shtml. 
These tests were designed to very crudely approximate the 
radiative forcing evolution since 1980 due to ozone and 
greenhouse gases. Table 3.4 describes the experiments un-
dertaken. Case A represents the control experiment and is 
based on the concentration of radiatively active species for 
1980. The cases B-L are based on the observed changes of 
gas abundances in the atmosphere from 1980 to 2000 and 
allow us to evaluate the radiation code response to these 
climate forcings.       

As a base for comparison we use the results of five 
LBL codes: AER (Clough and Iacono, 1995; Clough et al., 
2005); FLBLM (Fomin and Mazin, 1998; Fomin, 2006; 
Halthore et al., 2005); LibRadtran (Mayer and Kylling, 
2005); NOAA (Portmann et al., 1997) and OSLO (Myhre 
and Stordal, 1997, 2001; Myhre et al., 2006).  AER, 
FLBLM, NOAA and OSLO provided longwave (LW) 
fluxes, while shortwave (SW) fluxes were calculated with 
FLBLM, LibRadtran and OSLO codes. Therefore, for 
most of the cases the results of at least three independent 
LBL codes are available. The complete set of the test cal-
culations was submitted by the following thirteen CCMs: 
AMTRAC3, CCSRNIES, CMAM, E39CA, EMAC, 
GEOSCCM, LMDZrepro, MRI, SOCOL, NiwaSOCOL 
(identical to SOCOL), UMSLIMCAT, UMUKCA-METO, 
and UMUKCA-UCAM. Five CCMs (CAM3.5, CNRM-
ACM, ULAQ, UMETRAC, and WACCM) did not par-
ticipate in the radiation code comparison. Two CCMs have 
radiation codes based on ECHAM4 (E39CA and SOCOL). 
In addition to the operational codes, we also analysed the 
results of four perspective radiation codes: ECHAM5, 
LMDZ-new, UKMO-HADGEM3 and UKMO-Leeds, 
which will be used in the new generation of CCMs or 
GCMs.  

3.4.2 Fluxes: Control experiment

The global and diurnal mean net (downward minus 
upward) LW, SW and total (SW+LW) fluxes for case A 
calculated with AER (LW) and LibRadtran (SW) at 200 
hPa (the pseudo-tropopause) are presented in Table 3.5. 
The differences between the fluxes calculated with all par-
ticipating models and two particular LBL codes (AER for 
LW and LibRadtran for SW) at the pseudo-tropopause are 
illustrated in Figure 3.5. For this particular case the accu-
racy of the calculated SW fluxes is very good. The scatter 
among the LBL codes is within 1 W/m2. Most of the par-
ticipating CCMs show a net SW flux error smaller than 2.5 
W/m2. Only the SW radiation scheme of MRI produces a 
larger error, ~4 W/m2. For LW and total radiation the situa-
tion is slightly worse. While LBL codes are in a very good 
agreement, total flux errors for GEOSCCM, LMDZrepro 
and CCSRNIES exceed 4 W/m2, primarily due to errors 
in LW calculations. MRI and UMSLIMCAT also display 
a total flux error of ~4 W/m2, which is due to either SW 
errors (for MRI) or a combination of SW and LW errors 
(for UMSLIMCAT). In general, an error of ~4 W/m2 could 
lead to ~4 K error in the global mean surface tempera-
ture, unless this error is compensated by some other bias 
in the concentrations of radiatively active gases or physi-
cal parameterisations in the core CCM.  It is interesting to 
note, that for UMUKCA-METO, UMUKCA-UCAM and 
UKMO-Leeds the SW and LW errors compensate each 
other making the model performance for the total net flux 
better than for its individual components. From the results 

Table 3.4: Offline radiation experiments undertaken.
A) 1980 Control experiment
B) CO2 from 338 ppm to 380 ppm
C) CH4 from 1600 ppb to 1750 ppb
D) N2O from 300 ppb to 320 ppb
E) CFC-11 from 150 ppt to 250 ppt
F) CFC-12 from 300 ppt to 550 ppt
G) All long-lived greenhouse gas changes combined 
(B-F)
H) 10% stratospheric ozone depletion, for pressures less 
than 150 hPa
I) 10% tropospheric ozone increase, for pressures 
greater 150 hPa
J) 10% stratospheric water vapour increase, for 
pressures less than 150 hPa
K) 10% tropospheric water vapour increase, for 
pressures greater than 150 hPa
L) Combined stratospheric ozone depletion and 
greenhouse gas changes (G and H) 
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presented, it can be concluded that the performance of the 
majority of participating models in the simulation of the 
net fluxes at the pseudo-tropopause is very good. 

The global and diurnal mean net (downward minus 
upward) LW, SW and total (SW+LW) fluxes for case A cal-
culated with AER (LW) and LibRadtran (SW) at the sur-
face are presented in the first line of Table  3.5.  Deviations 
from the LBL code are shown in Figure 3.6. In general, 
the model accuracy at the surface is similar to the results 
at the pseudo-tropopause for LW fluxes. All models except 
the ECHAM4 family of models (E39CA and SOCOL), 
CMAM, LMDZrepro and CCSRNIES have relatively 
small (< 2 W/m2) biases. 

Figure 3.7 illustrates the errors in downward LW 
fluxes simulated with three of these models relative to 
the reference AER LBL scheme. The SOCOL radiation 
scheme overestimates the downward LW flux at the sur-
face by more than 7.5 W/m2, which leads to an overesti-
mation of the net LW flux, because the upward LW flux 
is constrained by the prescribed surface temperature and 
emission efficiency. The overestimation of the downward 
flux in SOCOL starts from ~250 hPa and its magnitude 
increases towards the surface, which suggests some prob-
lems with the emission by water vapour or its continuum in 
the atmospheric transparency window. Similar behaviour 
(perfect agreement in the stratosphere and rising overes-

timation in the troposphere) is also characteristic for the 
CCSRNIES model up to ~300 hPa, however, in the lower 
troposphere CCSRNIES dramatically under-estimates LW 
downward fluxes, which leads to substantial errors at the 
surface and potential implications for the surface energy 
budget in the core CCM. This model deficiency can be 
connected to some problems in the representation of the 
strong emission from H2O rotational (λ > 15 μm) or vibra-
tional (~6.3 μm) bands. The accuracy of the LMDZrepro 
LW downward flux is reasonable in the stratosphere and 
upper troposphere, but in the lower troposphere, and at the 
surface the model error exceeds 5 W/m2.  It should be noted 
also that this model generates a jump in the downward LW 
fluxes around 10 hPa. 

The accuracy of the calculated SW net fluxes at the 

Table 3.5:  Global and diurnal mean net LW, SW and 
total (LW+SW) fluxes for case A and their deviation 
for cases B-L from reference case A at the pseudo-
tropopause calculated with AER(LW) and LibRadtran 
(SW).  The first line also shows surface fluxes for ref-
erence.  

Case LW flux 
(W/m2)

SW flux 
(W/m2)

Total flux 
(W/m2)

A (reference 
surface)

-71.88 223.77 151.89

A (reference 
trop)

-234.076 282.444 48.368

B (CO2) 0.815 -0.052 0.763
C (CH4) 0.072 -0.006 0.066
D (N2O) 0.073 -0.0026 0.0704
E (CFC-11) 0.0251 0.0 0.0251
F (CFC-12) 0.078 0.0 0.078
G (LLGHG) 1.063 -0.061 1.002
H (O3 strat) -0.094 0.34 0.246
I (O3 trop) 0.164 0.006 0.170
J (H2O strat) 0.072 -0.013 0.059
K (H2O trop) 2.258 0.089 2.347
L (LLGHG&O3) 0.971 0.278 1.248

Figure 3.6: The global and diurnal mean SW (red 
circles), LW (blue circles) and total (black diamonds) 
net flux deviations from the LBL code (AER for LW 
and libRadtran for SW) at the surface.
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Figure 3.5: The global and diurnal mean SW (red cir-
cles), LW (blue circles) and total (black diamonds) net 
flux deviations from the LBL code (AER for LW and 
libRadtran for SW) at  the model pseudo-tropopause 
(200 hPa).
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surface (Figure 3.6) is generally not as good as at the pseu-
do-tropopause. For this case only six models (AMTRAC3, 
CCRSNIES, GEOSCCM, ECHAM5, LMDZ-new and 
UKMO-HADGEM3) perform well. All other models are 
biased high compared to the reference LibRadtran results. 
The magnitude of the bias varies from about 5 to 8 W/
m2 with larger biases for the ECHAM4 family, CMAM, 
LMDZrepro and MRI. The bias in the SW net fluxes most-
ly comes from the errors in the downward SW fluxes, be-
cause the upward SW fluxes are smaller and constrained 
by the prescribed surface albedo. The downward SW flux 
errors in most of the above-listed models have similar be-

haviour.  As illustrated in Figure 3.8, the errors are small 
in the stratosphere, but start to increase around ~200 hPa 
reaching the maximum value near the surface. Because the 
main absorber of the solar irradiance in the cloud and aero-
sol free troposphere is water vapour, it can be tentatively 
concluded that H2O absorption in the near-infrared spectral 
region is under-estimated by these models, although under-
estimating O3 absorption in the visible spectral region also 
can contribute. The errors in the total net radiation fluxes 
(Figure 3.6) coincide with the errors in SW net fluxes for 
most of the models. The exceptions are ECHAM4 fam-
ily of models, LMDZrepro and CCSRNIES. In ECHAM4 

Figure 3.7: The vertical profiles of the global and diurnal mean LW downward flux from the LBL code (AER) and 
the absolute deviations of SOCOL, LMDZrepro and CCSRNIES results from the reference AER LBL scheme.
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Figure 3.8: The vertical profiles of the global and diurnal mean SW downward flux from the LBL code (lib
Radtran) and the absolute deviations of SOCOL, MRI and LMDZrepro results from the reference libRadtran 
LBL scheme.
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based models the errors in SW and LW net fluxes are al-
most equal in magnitude providing a substantial deviation 
of the surface radiation balance from the reference results. 
The total net flux error for CCSRNIES is very large (~30 
W/m2) and is dominated by the problems in the LW part of 
the code. The error in total net surface flux for LMDZrepro 
is rather small due to compensation of the errors in SW and 
LW calculations.

3.4.3 Fluxes: Sensitivity experiments

The analysis of the radiation flux responses to the ob-
served changes of gas abundances in the atmosphere from 
1980 to 2000 is an important part of the radiation code 
evaluation, because the accuracy of past climate change 
simulations depends on the ability of the radiation codes 
to properly simulate the effects of the main climate drivers 
(Collins et al., 2006). In Table 3.5 we present the global 
and diurnal mean net LW, SW and total flux changes for 
cases B-L relative to reference case A (for case definitions 
see Table 3.4) at the pseudo-tropopause simulated with ref-
erence LBL codes (AER for LW fluxes and LibRadtran for 
SW fluxes).  The calculated effects of different atmospheric 
perturbations are generally close to the previous estimates 
(Collins et al., 2006; Forster et al., 2007). 

The global and diurnal mean net SW, LW and total 
flux deviations of the radiative forcing due to CO2 increase 
relative to the results of the LBL codes at the pseudo-tropo-
pause are presented in Figure 3.9. The accuracy of the LW 
radiation codes is generally very good and is within 10% 
for most of the participating models. Slightly larger under-
estimation of the CO2 forcing is visible for the ECHAM4 
family, CMAM and LMDZrepro, but it does not exceed 
20%.

The relatively weak SW solar CO2 forcing is more 
difficult to simulate. Only the AMTRAC3 and MRI re-
sults are in good agreement with the reference code, while 
most of the models (except CCSRNIES) overestimate its 
magnitude. The accuracy is still reasonable (<20%) for 
the UKMO family of models (UMSLIMCAT, UMUKCA-
METO, UMUKCA-UCAM, UKMO-HADGEM3 and 
UKMO-Leeds), but several other models overestimate the 
solar CO2 forcing by up to 80%. CCSRNIES does not in-
clude CO2 in the solar part of the code and therefore under-
estimates SW forcing by 100%. The total (SW+LW) forcing 
is dominated by LW forcing. Therefore, the accuracy of the 
total forcing calculation almost completely coincides with 
the accuracy of LW forcing.  Similar conclusions can be 
drawn for the accuracy of radiative forcing due to increase 
of all long-lived greenhouse gases (LLGHG) (Figure 3.10) 
since the forcing magnitude is mostly defined by the CO2 
increase. However, for this case the accuracy of the LW 
forcing calculations is slightly lower for MRI and LMDZ-
new and much higher for CMAM. It can be explained by 

the error compensation in the latter model, which under-
estimates LW CO2 forcing but overestimates the LW forc-
ing by N2O and CFCs (see Table 3.6). It should be noted, 
that the CCSRNIES code does not take into account all 
LLGHG in the solar part of the spectrum (Table 2.11). 

Figure 3.11 shows the accuracy of the considered ra-
diation codes for case H (10% decrease of stratospheric 
ozone). In contrast to the previously considered cases, the 
SW forcing for this case plays a major role and all mod-
els are able to simulate its magnitude with an accuracy 
of 20% or better. The performance of some models in the 
LW part, however, is poor. The accuracy of AMTRAC3, 
CCSRNIES, CMAM, EMAC, GEOSCCM, LMDZrepro, 
MRI, ECHAM5 and LMDZ-new is only around 30% or 
worse, which has important implications for the total forc-
ing of stratospheric ozone although the SW component 
dominates the total effect.

The accuracy of the LW radiative forcing due to 
tropospheric ozone and water vapour increase (cases I 
and K, not shown) is within 10% for all models except 
CCSRNIES, which has a problem with the H2O treatment 
in the LW part of the spectrum and under-estimates the LW 
forcing for case K by ~20%. The solar forcing for these 
cases does not play a substantial role. The results for the 
case J (stratospheric water vapour increase) are shown in 
Figure 3.12. For this case it is interesting to note ~100% 
overestimation of the LW stratospheric water vapour forc-
ing by all models from the UKMO family and by ~200% 
by CCSRNIES. The large spread in stratospheric water 
vapour forcings was also noticed by Myhre et al. (2009). 
It is even more interesting that the SW forcing by strat-
ospheric water vapour is also roughly two times higher in 
the UKMO family (except for UMSLIMCAT) than for the 
reference model. 

The accuracy of the forcing calculations for case L 
(all LLGHG and stratospheric ozone depletion) is illus-
trated in Figure 3.13. This forcing represents the sum of 
the main climate drivers (except water vapour and tropo-
spheric ozone) for the considered period and its reason-
able accuracy is a prerequisite for successful simulation of 
tropospheric climate changes. The results reveal that most 
of the models have accuracy of forcing calculations within 
10%. The outliers are ECHAM4 based models, LMDZ-
new and MRI, which under-estimate the total forcing by 
more than ~10%.

Table 3.6 presents a summary of total flux and forc-
ing differences compared to the total forcing of the ref-
erence case (LibRadtran + AER). The table shows all the 
individual forcings analysed. Also shown are sigma values 
for the total cases that are used for grading. One sigma cor-
responds to the maximum absolute SW difference between 
the LBL models and LibRadtran added to the absolute 
maximum LW difference between AER and the other LBL 
models. See Section 3.6 for grading details.
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Figure 3.9: The global and diurnal mean SW (red 
circles), LW (blue circles) and total (black diamonds) 
net flux deviations of the radiative forcing due to CO2 
(case B) increase relative to the results of LBL codes 
(AER for LW and libRadtran for SW) at the pseudo-
tropopause.
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Figure 3.10: The global and diurnal mean SW (red 
circles), LW (blue circles) and total (black diamonds) 
net flux deviations of the radiative forcing due to  
LLGHG (case G) increase relative to the results of 
LBL codes (AER for LW and libRadtran for SW) at the 
pseudo-tropopause.

Figure 3.11: The global and diurnal mean SW (red 
circles), LW (blue circles) and total (black diamonds) 
net flux deviations of the radiative forcing due to 
stratospheric ozone depletion (case H) relative to the 
results of LBL codes (AER for LW and libRadtran for 
SW) at the pseudo-tropopause.
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Figure 3.12: The global and diurnal mean SW (red 
circles), LW (blue circles) and total (black diamonds) 
net flux deviations of the radiative forcing due to 
stratospheric water vapour increase (case J) rela-
tive to the results of LBL codes (AER for LW and li-
bRadtran for SW) at the pseudo-tropopause.
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Figure 3.13: The global and diurnal mean SW (red 
circles), LW (blue circles) and total (black diamonds) 
net flux deviations of the radiative forcing due to  
LLGHG and stratospheric ozone changes (case L) 
relative to the results of LBL codes (AER for LW and 
libRadtran for SW) at the pseudo-tropopause.
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Table 3.6: Globally and diurnally averaged flux differences at the pseudo-tropopause in W/m2 for radiation 
models compared to reference calculations. AER is used for the LW reference and LibRadtran is used for the 
SW reference. The control simulation and individual forcing cases are shown. Also shown are sigma values 
for the total cases that are used for grading. One sigma corresponds to the maximum absolute SW difference 
between the LBL models and LibRadtran added to the absolute maximum LW difference between AER and the 
other LBL models.

 All units  
W/m2

Control CO2 CH4 N2O CFC11 CFC12 Strat 
O3

Trop 
O3

Strat 
H2O

Trop 
H2O

Model CASE A B-A C-A D-A E-A F-A H-A I-A J-A K-A
FLBLM Lw 1.0326 0.0156 0.0005 0.0009 0.0029 0.007 0.0025 0.0013 0.0175 0.0409
FLBLM Sw 0.8118 0.0038 0.0138 0.0004 0 0 0.017 0.0061 0.0116 0.0011
FLBLM Tot 0.2207 0.0117 0.0132 0.0005 0.0029 0.007 0.0145 0.0074 0.0059 0.0398
NOAA Lw 0.1995 0.0097 0.0004 0.0006 0.0026 0.006 0.0025 0.0016 0.0263 0.0073
OSLO Lw 1.8617 0.0002 0.0033 - - - 0.0029 0.0007 0.0276 0.0532
OSLO Sw 0.8783 0.0009 0.0047 - - - 0.0207 - 0.0049 -
OSLO Tot 0.9834 0.0011 0.008 - - - 0.0178 - 0.0227 -
AMTRAC3 Lw 0.1977 0.0585 0.002 0.0025 0.0058 0.007 0.0364 0.018 0.0012 0.0183
AMTRAC3 Sw 0.1441 0.001 0.0063 0.0026 0 0 0.0429 0.0053 0.0021 0.0202
AMTRAC3 Tot 0.0535 0.0575 0.0083 0.005 0.0058 0.007 0.0793 0.0127 0.0034 0.0385
CCSRNIES Lw 5.806 0.0425 0.0224 0.0071 0.001 0.0054 0.0357 0.0166 0.1246 0.4197
CCSRNIES Sw 1.8613 0.0519 0.0063 0.0026 0 0 0.0168 0.0019 0.0069 0.1091
CCSRNIES Tot 3.9447 0.0093 0.0287 0.0045 0.001 0.0054 0.0189 0.0147 0.1177 0.5289
CMAM Lw 1.0954 0.1498 0.0084 0.0354 0.0204 0.0752 0.0397  0.0203  0.0054 0.1210 
CMAM Sw 0.0583  0.0178 0.0063 0.0026 0 0  0.0230 0.0004  0.0050 0.0001 
CMAM Tot 1.1537 0.1676 0.0147 0.0380 0.0204 0.0752 0.0626 0.0199 0.0004 0.1211 
E39CA Lw  0.5306 0.1255 0.0028 0.0165  0.0042 0.0022 0.0212 0.0196  0.0003 0.0765
E39CA Sw  0.4057  0.0283 0.0063 0.0026  0 0  0.0205  0.003  0.0008 0.0317 
E39CA Tot 0.9363  0.1538 0.0091 0.0139 0.0042  0.0022 0.0007 0.0227 0.0005 0.0448 
EMAC Lw 0.067 0.0094 0.0379 0.0366 0.003 0.0065 0.0253 0.0108 0.0086 0.0443
GEOSCCM Lw 5.4807 0.0296 0.0088 0.0033 0.0017 0.0067 0.0259 0.0008 0.0104 0.0317
GEOSCCM Sw 1.8803 0.035 0.0063 0.0026 0 0 0.0283 0.0003 0.0034 0.0102
GEOSCCM Tot 7.361 0.0646 0.015 0.0059 0.0017 0.0067 0.0542 0.0011 0.007 0.0215
LMDZrepro Lw 9.1617 0.141 0.0199 0.0073 0.0041 0.0199 0.0475 0.0333 0.0171 0.049
LMDZrepro Sw 0.685 0.0292 0.0063 0.0026 0 0 0.0111 0.0007 0.0021 0.0284
LMDZrepro Tot 8.4767 0.1702 0.0262 0.0099 0.0041 0.0199 0.0586 0.034 0.015 0.0773
MRI Lw 0.4369 0.0374 0.0117 0.049 - - 0.0367 0.0023 0.0147 0.1326
MRI Sw 3.91 0.0041 0.0063 0.0026 - - 0.0276 0.0035 0.0106 0.0196
MRI Tot 4.3469 0.0333 0.0054 0.0464 - - 0.0091 0.0058 0.0041 0.113
SOCOL Lw 0.5306 0.1255 0.0028 0.0165 0.0042 0.0022 0.0212 0.0196 0.0003 0.0765
SOCOL Sw 0.4057 0.0283 0.0063 0.0026 0 0 0.0205 0.003 0.0008 0.0317
SOCOL Tot 0.9363 0.1538 0.0091 0.0139 0.0042 0.0022 0.0007 0.0227 0.0005 0.0488
UMSLIMCAT Lw 1.4382 0.0293 0.0181 0.0046 0.0018 0.0002 0.0033 0.0025 0.069 0.1614
UMSLIMCAT Sw 2.0846 0.0067 0.0063 0.0026 0 0 0.0035 0.0043 0.0012 0.0639
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3.4.4 Heating/Cooling rates: Control 
experiment

In this section vertical profiles of total clear sky SW 
global mean heating rates (diurnally averaged) and LW 
cooling rates for the relevant cases are discussed. Figure 
3.14 (top panels) and Table 3.7 show global mean SW 
heating rates for the control (case A) and their deviations 
with respect to LibRadtran. Results at three specific levels 
located in the lower (70 hPa), middle (15 hPa) and upper 
(2 hPa) stratosphere are shown in all tables of this sec-
tion. The chosen levels are similar to those at which the 
observed temperature trends are available (Section 3.3.2).  

Figure 3.15 (top panels) and Table 3.8 show global mean 
LW cooling rates for case A and their deviations with re-
spect to AER. Tables 3.9 and 3.10 show heating and cool-
ing rates, respectively, for a CO2 increase. Tables 3.11 
and 3.12 show heating and cooling rates, respectively, for 
stratospheric ozone decrease. Tables 3.13 and 3.14 show 
heating and cooling rates, respectively, for a stratospheric 
water vapour increase. 

From Figure 3.14 it is evident that the correlations 
among the heating rate profiles in the stratosphere are 
very high, mainly due to the fact that heating rate patterns 
strongly depend on the gases input profiles, identical for 
all the models.

 All units  
W/m2

Control CO2 CH4 N2O CFC11 CFC12 Strat 
O3

Trop 
O3

Strat 
H2O

Trop 
H2O

Model CASE A B-A C-A D-A E-A F-A H-A I-A J-A K-A
UMSLIMCAT Tot 3.5228 0.0226 0.0118 0.0021 0.0018 0.0002 0.0069 0.0018 0.0678 0.2252
UMUKCA-
METO

Lw 2.7772 0.0276 0.0023 0.0021 0.0011 0.0067 0.0051 0.001 0.0695 0.1623

UMUKCA-
METO

Sw 1.7498 0.0068 0.0063 0.0026 0 0 0.0035 0.0043 0.0122 0.0103

UMUKCA-
METO

Tot 1.0274 0.0344 0.0086 0.0005 0.0011 0.0067 0.0086 0.0032 0.0572 0.1725

UMUKCA-
UCAM

Lw 2.7772 0.0276 0.0023 0.0021 0.0011 0.0067 0.0051 0.001 0.0695 0.1623

UMUKCA-
UCAM

Sw 2.2267 0.007 0.0063 0.0026 0 0 0.0478 0.0005 0.0123 0.0115

UMUKCA-
UCAM

Tot 0.5505 0.0345 0.0086 0.0005 0.0011 0.0067 0.0427 0.0016 0.0572 0.1737

ECHAM5 Lw 0.067 0.0094 0.0379 0.0366 0.003 0.0065 0.0253 0.0108 0.0086 0.0443
ECHAM5 Sw 1.3982 0.0385 0.0063 0.0026 0 0 0.0344 0.0002 0.0045 0.0369
ECHAM5 Tot 1.4652 0.0479 0.0316 0.0392 0.003 0.0065 0.0597 0.011 0.0131 0.0812
LMDZ-new Lw 0.1507 0.0166 0.0723 0.0733 0.0251 0.0783 0.0246 0.0105 0.0108 0.0142
LMDZ-new Sw 1.1596 0.0317 0.0063 0.0026 0 0 0.0427 0.0008 0.0051 0.0469
LMDZ-new Tot 1.0088 0.0483 0.066 0.0707 0.0251 0.0783 0.0673 0.0098 0.0159 0.0327
UKMO-
HADGEM3

Lw 2.7797 0.0277 0.0023 0.0021 0.0011 0.0067 0.0051 0.001 0.0694 0.162

UKMO-
HADGEM3

Sw 0.5848 0.0069 0.0063 0.0026 0 0 0.0619 0.002 0.0123 0.0122

UKMO-
HADGEM3

Tot 3.3645 0.0346 0.0086 0.0005 0.0011 0.0067 0.0568 0.003 0.0572 0.1742

UKMO-Leeds Lw 1.471 0.0288 0.0022 0.0021 0.0011 0.0068 0.0033 0.0031 0.0695 0.142
UKMO-Leeds Sw 2.2267 0.007 0.0063 0.0026 0 0 0.0478 0.0005 0.0123 0.0115
UKMO-Leeds Tot 0.7557 0.0218 0.0085 0.0005 0.0011 0.0068 0.0445 0.0036 0.0572 0.1535
Sigma Tot 2.7401 0.0194 0.0171 0.0013 0.0029 0.007 0.0236 0.0078 0.0392 0.0543

Table 3.6 continued.
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For case A, two sophisticated LBL heating rate calcu-
lations other than LibRadtran are available, namely OSLO 
and FLBLM. OSLO heating rates are in better agreement 
with LibRadtran below 2 hPa (see Figure 3.14 and Table 
3.7). In particular, FLBLM heating rate biases at 70 hPa 
and 15 hPa are larger than for the OSLO model.

At 2 hPa, most of the models tend to overestimate 
the LibRadtran heating rates. Specifically, the biases found 
for LMDZ-new (15%), CMAM (9%), UMUKCA-UCAM 
(9%), the two UKMO models (8%) and ECHAM5 (8%) 
are more than a factor of two larger than the FLBLM bias 
(~0.18 K/day). The error at this level is consistent with an 
overestimation of the ozone solar heating as can be seen 
from Table 3.11 (case H minus case A – the instantane-
ous change from 10% stratospheric ozone depletion). For 
case H, these models report the largest negative bias at 2 
hPa indicating a too large sensitivity to the ozone changes. 
For case A only three models present a negative bias in the 
heating rates larger than 0.18 K/day at this level (E39CA, 
LMDZrepro, SOCOL) even though they overestimate the 
ozone heating (Table 3.11). This under-estimation of the 
heating rate around the stratopause is however consistent 
with an under-estimation of the CO2 heating as can be seen 
from Table 3.9 (case B minus case A, the instantaneous 
change due to CO2 increase from 338 ppmv to 380 ppmv).  
However, it should be noted that the LibRadtran SW heat-
ing rates at these heights cannot be considered a good 
benchmark due to the differences between LBL schemes.

In the middle stratosphere (15 hPa), a better agree-
ment is found between the models and LibRadtran, with 
all the models in a closer agreement with LibRadtran than 
FLBLM. 

In the lower stratosphere (70 hPa), the biases for 
the majority of the models (except CCSRNIES and 
GEOSCCM) are also smaller than the bias found for 
FLBLM. In this region, the long radiative relaxation time 
in the lower stratosphere allows small heating and cool-
ing rate changes to induce substantial temperature changes, 
therefore a heating/cooling rate bias of few tenths of a de-
gree per day would be able to potentially warm or cool 
the lower stratosphere by several degrees. Specifically, for 
GEOSCCM the heating rate positive bias is consistent with 
an overestimation of the ozone absorption (see Table 3.11).

Figure 3.15 (top panels) illustrates global mean cool-
ing rates for case A and their deviations with respect to 
AER. Note that the cooling rate is defined to be a positive 
quantity. The strong cooling peak in the upper stratosphere 
at about 1 hPa is due to the radiative effects of CO2 and, by 
a lesser degree, O3 and H2O. At 1 hPa, the majority of the 
models under-estimate the cooling rate with a maximum 
negative bias of more than 3 K/day (LMDZrepro). As for 
the heating rates, the correlations among the cooling rate 
profiles in the stratosphere are high, as the cooling rates 
profiles strongly depend on the temperature input profiles, 

identical for all the models.
Table 3.8 reports the cooling rate biases for case A. 

Cooling rates from four LBL models are available (AER, 
FLBLM, NOAA and OSLO). In the lower stratosphere 
(70 hPa), the biases for the three LBL models with respect 
to AER are negative and smaller than the biases for the 
other models, with the exception of MRI, GEOSCCM and 
EMAC. The largest bias is found for CCSRNIES, partly 
due to an overestimation of the CO2 and H2O cooling (see 
Tables 3.10 and 3.14). At 15 hPa there is a better agree-
ment among models and LBLs. At 2 hPa, only LMDZrepro 
presents a bias (17%) larger than the bias of FLBLM, con-
sistent with a too high sensitivity to CO2 cooling (see Table 
3.10).

3.4.5 Heating/Cooling rates: Sensitivity 
experiments

The lower panels of Figure 3.14 report the heating 
rate profiles and their biases with respect to LibRadtran 
for case L minus case A  (the instantaneous change from 
combined 10% stratospheric ozone depletion and 1980-
2000 LLGHG changes). The LibRadtran profile shows a 
decreased heating rate with respect to case A, maximum 
above 1 hPa of ~-0.6 K/day, almost entirely due to ozone 
change. Between 1 hPa and 0.2 hPa the majority of the 
models overestimate the cooling associated with imposed 
ozone depletion (maximum 25%, LMDZ-new). However, 
it should be noted that the LBL calculations presented here 
cannot be considered accurate at these heights due to the 
strong non-LTE effects for O3 and CO2 solar heating in the 
mesosphere (e.g., Fomichev, 2009).

Table 3.11 shows that in the middle and upper strato-
sphere almost all the models are too sensitive to imposed 
ozone change (negative biases) with a better agreement at 
15 hPa (the maximum overestimation at this level is found 
for AMTRAC3) and larger biases at 2 hPa (maximum bias-
es are found for LMDZ-new, ECHAM5 and CMAM). The 
maximum heating rate biases for reduced ozone at 2 hPa 
implies a bias in the temperature change of about 0.35 K 
(see Section 3.4.6). At 70 hPa AMTRAC3 and GEOSCCM 
are too sensitive to ozone reduction.

The second and third largest heating rate changes in 
the stratosphere are found for increased CO2 from 338 to 
380 ppm (case B) and  10% stratospheric water vapour in-
crease (case J). The absorption of solar radiation by CO2 
in the near-infrared spectrum contributes to atmospheric 
heating of the entire atmosphere, maximising in the up-
per stratosphere and mesosphere (e.g., Fomichev, 2009). 
The LibRadtran vertical profile shows positive heating 
rate changes in the entire atmosphere, with values rang-
ing between +0.3% above 10 hPa and +0.6% between 100 
and 10 hPa due to CO2 increasing (not shown). The major-
ity of contributing models overestimate the absorption of 
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Figure 3.14: The top figures show the globally averaged shortwave heating rates for case A (control) (left) and 
differences in this heating rate from that calculated with the LibRadtran (middle and right). The bottom figures 
show the globally averaged shortwave heating rate changes for case L minus case A (the instantaneous change 
from combined 10% stratospheric ozone depletion and 1980-2000 LLGHG changes) (left) and differences of 
the same heating rate change from that calculated with the LibRadtran (middle and right).

Table 3.7: Heating rate bias of the models with respect to LibRadtran in K/day.  The LibRadtran heating rate 
values are 0.24 K/day, 1.68 K/day and 6.6 K/day at 70 hPa, 15 hPa and 2 hPa respectively.

CASE A 70 hPa 15 hPa 2 hPa CASE A 70 hPa 15 hPa 2 hPa
FLBLM 0.031 0.170 0.177 MRI -0.009 -0.119 0.087
NOAA - - - SOCOL -0.00003 -0.058 -0.200
OSLO -0.003 0.065 -0.072 UMSLIMCAT -0.014 -0.020 -0.013
AMTRAC3 0.003 0.146 0.255 UMUKCA-METO -0.007 -0.004 0.011
CCSRNIES -0.091 -0.076 0.289 UMUKCA-UCAM -0.007 0.070 0.567
CMAM -0.004 0.165 0.617 ECHAM5 0.015 0.101 0.471
E39CA -0.00004 -0.058 -0.220 LMDZ-new 0.013 0.126 0.974
EMAC -0.0127 0.0511 0.322 UKMO-HADGEM3 -0.006 0.091 0.583
GEOSCCM 0.035 0.137 0.206 UKMO-Leeds -0.007 0.070 0.567 
LMDZrepro -0.003 -0.065 -0.226
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Table 3.8: Cooling rate bias of the models with respect to AER in K/day. Results for case A (control). The AER 
cooling rate values are 0.3 K/day, 2.0 K/day and 6.1 K/day at 70 hPa, 15 hPa and 2 hPa respectively.

CASE A 70 hPa 15 hPa 2 hPa CASE A 70 hPa 15 hPa 2 hPa
FLBLM -0.009 0.112 0.454 MRI 0.011 -0.039 0.181
NOAA -0.020 -0.011 0.092 SOCOL -0.022 -0.217 -0.0008
OSLO -0.017 0.026 0.199 UMSLIMCAT -0.057 -0.133 -0.030
AMTRAC3 -0.043 -0.161 0.089 UMUKCA-METO -0.044 -0.077 -0.442
CCSRNIES 0.141 -0.080 -0.045 UMUKCA-UCAM -0.044 -0.077 -0.442
CMAM -0.038 0.108 -0.451 ECHAM5 -0.025 0.026 0.089
E39CA -0.022 -0.217 -0.0008 LMDZ-new -0.027 0.028 0.092
EMAC -0.012 0.118 0.402 UKMO-HADGEM3 -0.044 -0.077 -0.442
GEOSCCM -0.018 -0.162 -0.379 UKMO-Leeds -0.052 -0.115 0.014
LMDZrepro -0.033 -0.015 -0.944

Figure 3.15: The top figures show the globally averaged longwave cooling rates for case A (control) (left) and 
differences in this cooling rate from that calculated with the AER model (middle and right). The bottom figures 
show the globally averaged longwave cooling rate changes for case L minus case A (the instantaneous change 
from combined 10% stratospheric ozone depletion and 1980-2005 LLGHG changes) (left) and differences of 
the same cooling rate change from that calculated with the AER model (middle and right).
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CASE B - CASE A 70 hPa 15 hPa 2 hPa CASE B - CASE A 70 hPa 15 hPa 2 hPa
FLBLM 0.0016 0.0010 0.0134 MRI 0.0039 -0.0080 0.0023
NOAA 0.0002 -0.0020 0.0010 SOCOL 0.0039 -0.0107 0.0252
OSLO -0.0003 0.0004 0.0131 UMSLIMCAT 0.0006 -0.0069 0.0044
AMTRAC3 0.0008 -0.0046 0.0028 UMUKCA-METO -0.0035 0.0015 -0.0036
CCSRNIES 0.0066 0.0055 0.0021 UMUKCA-UCAM -0.0035 0.0015 -0.0036
CMAM 0.0004 -0.0013 0.0190 ECHAM5 -0.0012 -0.0033 -0.0579
E39CA 0.0039 -0.0107 0.0252 LMDZ-new -0.0010 -0.0045 -0.0579
EMAC -0.0013 0.0015 -0.0442 UKMO-HADGEM3 -0.0035 0.0015 -0.0037
GEOSCCM 0.0004 0.0049 0.0108 UKMO-Leeds 0.0006 -0.0068 0.0045
LMDZrepro 0.0004 -0.0093 0.0228

Table 3.10: Cooling rate bias of the models with respect to AER in K/day. Results are for case B minus case 
A (i.e., a CO2 increase from 338 ppm to 380 ppm).

Table 3.11: Heating rate bias of the models with respect to LibRadtran in K/day. Results are for case H minus 
case A (i.e., a 10% stratospheric ozone depletion).

CASE H - CASE A 70 hPa 15 hPa 2 hPa CASE H - CASE A 70 hPa 15 hPa 2 hPa
FLBLM -0.00123 -0.00923 -0.00046 MRI -0.00096 -0.00411 -0.00294
NOAA - - - SOCOL -0.00006 -0.00194 -0.01317
OSLO -0.00082 -0.00501 0.00513 UMSLIMCAT 0.00041 0.00792 -0.00034
AMTRAC3 -0.00224 -0.01569 -0.01924 UMUKCA-METO 0.00040 0.00790 -0.00032
CCSRNIES -0.00056 -0.00002 -0.01239 UMUKCA-UCAM 0.00064 -0.00620 -0.02986
CMAM 0.00013 -0.00919 -0.04148 ECHAM5 0.00075 -0.01238 -0.04441
E39CA -0.00006 -0.00194 -0.01488 LMDZ-new 0.00077 -0.01144 -0.04453
EMAC 0.00002 -0.0062 -0.02905 UKMO-HADGEM3 0.00053 -0.00756 -0.03098
GEOSCCM -0.00161 -0.00826 0.01489 UKMO-Leeds 0.00064 -0.00620 -0.02986
LMDZrepro 0.00038 -0.00172 -0.01541

Table 3.9: Heating rate bias of the models with respect to LibRadtran in K/day. Results are for case B minus 
case A (i.e., a CO2 increase from 338 ppm to 380 ppm).

CASE B - CASE A 70 hPa 15 hPa 2 hPa CASE B - CASE A 70 hPa 15 hPa 2 hPa
FLBLM 0.0003 0.0004 0.0004 MRI -0.0003 -0.0009 -0.0034
NOAA - - - SOCOL 0.0030 0.0014 -0.0060
OSLO 0.0002 0.0001 0.0004 UMSLIMCAT 0.0010 0.0038 0.0104
AMTRAC3 -0.0002 0.0005 0.0033 UMUKCA-METO 0.0010 0.0037 0.0104
CCSRNIES -0.0022 -0.0050 -0.0114 UMUKCA-UCAM 0.0010 0.0038 0.0105
CMAM 0.0021 0.0041 -0.0023 ECHAM5 0.0028 0.0034 -0.0069
E39CA 0.0030 0.0014 -0.0060 LMDZ-new 0.0026 0.0025 -0.0068
EMAC 0.0016 0.0011 -0.0078 UKMO-HADGEM3 0.0010 0.0038 0.0105
GEOSCCM 0.0013 0.0016 0.0024 UKMO-Leeds 0.0010 0.0038 0.0105
LMDZrepro 0.0031 0.0012 -0.0060
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near-infrared radiation below 4 hPa (see Table 3.9). From 
analysis of other cases it is evident that none of the models 
consider absorption in the SW spectral range by LLGHG 
other than CO2.

For cooling rates, the strongest cooling rate change in 
the stratosphere is associated with CO2 increase (case B) 
and ozone depletion (case H). Figure 3.15 (lower panels) 
reports the cooling rate profiles and the biases with respect 
to AER for case L minus case A (i.e., a combined effect of 
all LLGHG change and 10% ozone depletion). Due to com-
bined 10% ozone depletion and LLGHG changes, an in-
creased cooling rate of about 0.25 K/day with respect to the 
reference case A is found at 1 hPa for AER (Figure 3.15). 
The model responses deviate between 2% (AMTRAC3) 
and 40% (UMSLIMCAT and UMUKCA-Leeds) from this 
value. The FLBLM deviation is about 3% at this level. 

The maximum cooling rate bias with respect to 
AER for imposed CO2 increase at 70 hPa is found for 
CCSRNIES (Table 3.10), this value is more than a factor 
of four larger than the LBL bias.  Also E39CA, MRI and 
SOCOL cooling rate biases are more than twice as large as 
the LBL bias. UMUKCA-METO, UMUKCA-UCAM and 
UKMO-HADGEM3 under-estimate the cooling rates by 
the same factor at this level. At 15 hPa, most of the mod-
els tend to under-estimate cooling rates due to the imposed 
CO2 increase, with the maximum bias found for SOCOL 
and E39CA, except CCSRNIES and GEOSCCM which 
are too sensitive to CO2 emission by a factor of five. At 2 
hPa, EMAC, ECHAM5 and LMDZ-new present the larg-
est negative biases in the cooling rates under-estimating 
the effect of CO2 increase. These biases are of the same 
order of magnitude as the biases for the same models in the 
heating rates found for a reduction in stratospheric ozone 
(case H, Table 3.11).

With respect to AER the majority of the CCMVal 
models and other LBLs under-estimate the cooling rate de-
crease associated with stratospheric ozone decrease at 70 
hPa and 15 hPa (Table 3.12), whereas about half of the 
models overestimate it at 2 hPa.

Finally, CCSRNIES significantly overestimates the 
cooling rate associated with stratospheric H2O increase at 
70 hPa and 15 hPa (Table 3.14), followed by UMUKCA-
METO, UMUKCA-UCAM and the two UKMO models 
at 70 hPa and by E39CA and SOCOL at 15 hPa, whereas 
LMDZrepro is not sensitive enough to H2O change at 15 
hPa. CCSRNIES and the UKMO/UMUKCA based models 
also report too high sensitivity to H2O change in the upper 
stratosphere.

A summary of heating and cooling rates biases by 
model is presented below. Only biases larger than the larg-
est LBL bias are discussed.

Heating rates

EMAC slightly overestimates the heating rate in the 
upper stratosphere. This is consistent with an overestima-
tion of the ozone absorption at 2 hPa.

CCSRNIES largely under-estimates heating rates at 
70 hPa, whilst it overestimates them at 2 hPa (~4%), con-
sistently with too high sensitivity of absorption of solar 
radiation by ozone. This model is also too sensitive to the 
absorption of solar radiation by H2O at 15 hPa and 2 hPa in 
the infrared spectral region.

GEOSCCM overestimates heating rates at 70 hPa 
and 2 hPa, which is at 70 hPa consistent with an overesti-
mation of absorption of solar radiation by ozone. 

AMTRAC3, ECHAM5, LMDZ-new, CMAM, 
UMUKCA-UCAM, UMUKCA-HADGEM3 and the two 
UKMO models overestimate heating rates at 2 hPa, con-
sistent with too large sensitivity to absorption of solar ra-
diation by ozone. All these models, except AMTRAC3 and 
UMUKCA-UCAM, are not sensitive enough to absorption 
of solar radiation by H2O in the infrared at 70 and 15 hPa.

E39CA, LMDZrepro and SOCOL under-estimate 
heating rates at 2 hPa (~3%), consistently with an under-
estimation of CO2 absorption.

In general, almost all the models tend to overesti-
mate the weak absorption of solar radiation by CO2 in the 
lower and middle stratosphere, consistently with results in 
Section 3.4.4.

Cooling rates

CCSRNIES largely overestimates the cooling rates 
in the lower stratosphere (~50%). This overestimation is 
consistent with too high a sensitivity to emission due to 
CO2 and to H2O. 

UMSLIMCAT and AMTRAC3 under-estimate the 
cooling rates in the lower and middle stratosphere by 
around ~20% and ~15%, respectively. At 15 hPa there is a 
competing effect of a too small sensitivity to CO2 emission 
and a too high sensitivity to O3 and/or H2O emission.

UMUKCA-METO, UMUKCA-UCAM, UKMO-
HADGEM3 and UKMO-Leeds under-estimate cooling 
rates in the lower stratosphere by ~ 15%. For the first three 
models, this under-estimation is consistent with a too small 
sensitivity to CO2 emission. All four models tend to be too 
sensitive to both O3 and H2O emission. 

LMDZrepro overestimates the cooling rates at 70 hPa 
by ~10% and at 2 hPa by ~17%, showing too large a sensi-
tivity to O3 emission in the lower stratosphere and to CO2 
and H2O emission in the upper stratosphere.

CMAM under-estimates the cooling rates in the lower 
stratosphere by ~13%. The model biases show an increased 
sensitivity to O3 emission. 

SOCOL and E39CA, under-estimate the cooling rates 
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Table 3.12: Cooling rate bias of the models with respect to AER in K/day. Results are for case H minus case A 
(i.e., a 10% stratospheric ozone depletion).

CASE H - CASE A 70 hPa 15 hPa 2 hPa CASE H - CASE A 70 hPa 15 hPa 2 hPa
FLBLM 0.0005 -0.0015 -0.0082 MRI -0.0021 0.0063 0.0002
NOAA -0.00003 -0.0008 -0.0015 SOCOL -0.0013 -0.0066 -0.0052
OSLO -0.000008 -0.0002 -0.0017 UMSLIMCAT -0.0008 -0.0103 0.0028
AMTRAC3 0.0021 -0.0145 -0.0165 UMUKCA-METO -0.0012 -0.0054 0.0203
CCSRNIES -0.0004 0.0034 0.0348 UMUKCA-UCAM -0.0012 -0.0054 0.0203
CMAM -0.0016 0.0011 -0.0142 ECHAM5 -0.0003 -0.0001 -0.0039
E39CA -0.0013 -0.0066 -0.0052 LMDZ-new 0.0006 -0.0002 -0.0042
EMAC -0.0008 -0.0012 -0.0022 UKMO-HADGEM3 -0.0012 -0.0054 0.0202
GEOSCCM -0.0015 -0.0006 0.0245 UKMO-Leeds -0.0008 -0.0102 0.0029
LMDZrepro -0.0033 0.0013 0.0577

CASE J - CASE A 70 hPa 15 hPa 2 hPa CASE J - CASE A 70 hPa 15 hPa 2 hPa
FLBLM 0.00016 0.00065 0.00285 MRI 0.00022 0.00001 0.00050
NOAA - - - SOCOL 0.00007 -0.00057 -0.00043
OSLO -0.00005 0.00039 0.00299 UMSLIMCAT -0.00025 -0.00057 0.00014
AMTRAC3 0.00013 -0.00029 -0.00010 UMUKCA-METO 0.00036 0.00094 0.00252
CCSRNIES 0.00015 0.00112 0.00313 UMUKCA-UCAM 0.00037 0.00094 0.00250
CMAM -0.00036 -0.00102 -0.00047 ECHAM5 -0.00035 -0.00099 -0.00042
E39CA 0.00007 -0.00057 -0.00043 LMDZ-new -0.00040 -0.00113 -0.00043
EMAC -0.00036 -0.00098 -0.00042 UKMO-HADGEM3 0.00036 0.00094 0.00242
GEOSCCM 0.00010 -0.00080 -0.00051 UKMO-Leeds 0.00037 0.00094 0.00250
LMDZrepro 0.00007 -0.00058 0.00025

Table 3.13: Heating rate bias of the models with respect to LibRadtran in K/day. Results are for case J minus 
case A (i.e., a 10% stratospheric water vapour increase).

CASE J - CASE A 70 hPa 15 hPa 2 hPa CASE J - CASE A 70 hPa 15 hPa 2 hPa
FLBLM 0.000799 0.000979 0.00204 MRI 0.003412 -0.000488 0.00023
NOAA 0.000261 -0.000408 0.00014 SOCOL -0.001712 -0.005014 -0.00705
OSLO 0.000759 -0.000051 -0.00018 UMSLIMCAT 0.003696 0.002172 0.01682
AMTRAC3 0.000792 0.000714 0.00234 UMUKCA-METO 0.004084 0.003070 0.02056
CCSRNIES 0.009523 0.016349 0.01829 UMUKCA-UCAM 0.004084 0.003070 0.02056
CMAM -0.000042 0.000615 -0.00076 ECHAM5 -0.000254 0.000774 0.00561
E39CA -0.001712 -0.005014 -0.00705 LMDZ-new -0.000316 0.001125 0.00573
EMAC 0.000188 0.001315 0.00501 UKMO-HADGEM3 0.004078 0.003060 0.02066
GEOSCCM -0.000533 0.000485 -0.00107 UKMO-Leeds 0.004086 0.003072 0.02058
LMDZrepro -0.001918 -0.005194 -0.01124

Table 3.14: Cooling rate bias of the models with respect to AER in K/day. Results are for case J minus case A 
(i.e., a 10% stratospheric water vapour increase).
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in the middle stratosphere by ~10%. At 15 hPa they report 
a too small sensitivity to CO2 and H2O emission and a too 
high sensitivity to O3 emission.

LMDZrepro overestimates the cooling rates at 2 hPa 
by ~17%, showing too large a sensitivity to CO2 and O3 
emission at this level.

EMAC cooling rate response to CO2 increase (case 
B) substantially deviates from LBL model results above 10 
hPa. The same behaviour is also observed for ECHAM5 
and LMDZ-new models which exploit similar LW codes. 

Table 3.15 shows total (SW+LW) heating rates and 
sigmas used for the three cases used for grading, analysed 
at the three levels. One sigma corresponds to the maxi-
mum absolute SW difference between LBL models and 
LibRadtran added to the absolute maximum LW difference 
between AER and the other LBL models. See Section 3.6 
for grading discussion.

3.4.6 Radiation scheme errors and model 
temperature biases 

In this section the assessment of the heating and cool-
ing rates from Section 3.4 is applied to the analysis of the 
stratospheric temperatures biases simulated by the CCMs. 
Biases in the global mean temperature climatology (re-
ported in Section 3.3.1) are compared with the tempera-
ture errors arising both from the inaccuracy of the radiative 
heating rate calculations and from the biases in simulated 
ozone and water vapour mixing ratios (see Section 3.3.1). 

The potential errors in the temperature simulations 
from errors in heating and cooling rates are estimated by 
converting the results from the offline heating and cool-
ing rate calculations for reference case A to temperature 
using pre-calculated relaxation times. Relaxation times 
represent the thermal inertia due to radiative transfer and 

Table 3.15: Total (SW+LW) heating rates and sigmas used for the three cases used for grading, analysed at 
the three levels: 70, 15 and 2 hPa. One sigma corresponds to the maximum absolute SW difference between 
LBL models and LibRadtran added to the absolute maximum LW difference between AER and the other LBL 
models.

 All units 
 K/day

Control (CASE A) CO2 increase (CASE B-A) 10% stratospheric ozone depletion

Model 70 hPa 15 hPa 2 hPa 70 hPa 15 hPa 2 hPa 70 hPa 15 hPa 2 hPa
FLBLM 0.04 0.058 -0.277 -0.0013 -0.0006 -0.013 -0.00173 -0.00773 0.00774
OSLO 0.014 0.039 -0.271 0.0005 -0.0003 -0.0127 -0.00081124 -0.00481 0.00683
AMTRAC3 0.046 0.307 0.166 -0.001 0.0051 0.0005 -0.00434 -0.00119 -0.00274
CCSRNIES -0.232 0.004 0.334 -0.0088 -0.0105 -0.0135 -0.00016 -0.00342 -0.04719
CMAM 0.034 0.057 1.068 0.0017 0.0054 -0.0213 0.00173 -0.01029 -0.02728
E39CA 0.019 0.158 -0.218 -0.0009 0.0122 -0.0312 0.00124 0.00466 -0.00928
EMAC -0.0007 -0.0669 -0.08 0.0029 -0.0004 0.0364 0.00082 -0.005 -0.02685
GEOSCCM 0.053 0.299 0.585 0.0009 -0.0033 -0.0084 -0.00011 -0.00766 -0.00961
LMDZrepro 0.03 -0.05 0.718 0.0027 0.0105 -0.0288 0.00368 -0.00302 -0.07311
MRI -0.02 -0.08 -0.094 -0.0042 0.0071 -0.0057 0.00114 -0.01041 -0.00314
SOCOL 0.018965 0.158 -0.198 -0.0009 0.0122 -0.0312 0.00124 0.00466 -0.00757
UMSLIMCAT 0.043 0.113 0.017 0.0004 0.0107 0.006 0.00121 0.01822 -0.00314
UMUKCA-
METO

0.037 0.073 0.453 0.0045 0.0022 0.014 0.0016 0.0133 -0.02062

UMUKCA-
UCAM

0.037 0.147 1.009 0.0045 0.0023 0.0141 0.00184 -0.0008 -0.05016

ECHAM5 0.04 0.075 0.382 0.004 0.0067 0.051 0.00105 -0.01228 -0.04051
LMDZ-new 0.04 0.098 0.882 0.0036 0.007 0.0511 0.00017 -0.01124 -0.04033
UKMO-
HADGEM3

0.038 0.168 1.025 0.0045 0.0023 0.0142 0.00173 -0.00216 -0.05118

UKMO-Leeds 0.045 0.185 0.553 0.0004 0.0106 0.006 0.00144 0.004 -0.03276
Sigmas 0.05 0.18 0.631 0.0019 0.0024 0.0139 0.00183 0.01073 0.01333
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are estimated from the cooling rate response to a constant 
(with height) 1 K temperature change using the correlated 
k-distribution scheme by Li and Barker (2004). At three 
considered levels in the lower (70 hPa), middle (15 hPa) 
and upper (2 hPa) stratosphere, the estimated global mean 
relaxation times are 180, 25 and 8 days respectively.

The contribution from the ozone and water vapour bi-
ases is estimated using biases from Section 3.3.1 to scale 
the radiative response to the stratospheric ozone depletion 
and water vapour increase (cases H and J) simulated by 
the participating models. The obtained errors in the heat-
ing and cooling rates associated with the model’s ozone 
and water vapor biases are also converted to an equivalent 
temperature bias using the relaxation time. This procedure 
provides temperature errors for all participating models re-
lated both to the errors in the LW and SW radiation codes 
and to the errors in the simulated ozone and water vapour 
fields. 

The analysis has been carried out for the upper, mid-
dle and lower stratosphere (pressure levels 2, 15 and 70 
hPa) and the conclusions drawn in this section gener-
ally confirm the qualitative assessment of the upper strat-
ospheric model performance in Section 3.3.1. The results 
for the upper stratosphere (2 hPa) are shown in Figure 
3.16. At this level the total temperature errors derived from 
the inaccuracy of the radiation schemes and the biases in 
ozone and water vapour abundances are very close to the 
temperature biases simulated by the CCMs for most of the 
participating models (black diamonds and black circles, 
respectively). For AMTRAC3 the small positive tempera-
ture bias is explained by overestimated solar heating rates. 
The large temperature bias for CCSRNIES results from 
under-estimated longwave cooling rates, overestimated 
solar heating rates, and a negative bias in the simulated 
water vapour mixing ratio, with all three factors contrib-
uting about equally. The large warm bias for CMAM is 
explained both by overestimation of solar heating rates and 
under-estimation of cooling rates. The small temperature 
bias for EMAC is due to its overestimated cooling rates. 
For GEOSCCM the warm bias is produced by overesti-
mated heating rates and under-estimated cooling rates and 
is partially compensated by under-estimated ozone mixing 
ratios. The very large temperature bias for LMDZrepro is 
dominated by a massive under-estimation of the cooling 
rates. The negative temperature bias for MRI is mainly 
due to slightly overestimated cooling rates, while the same 
sized bias in SOCOL is primarily due to under-estimated 
solar heating rates and a negative bias in the ozone mixing 
ratio. UMSLIMCAT has only a very small cold bias, for 
which a small under-estimation of the cooling rates is com-
pensated by the cumulative effects of small errors in solar 
heating and water vapour and ozone mixing ratios. Warm 
biases in UMUKCA-METO and UMUKCA-UCAM result 
primarily from under-estimated cooling rates, although un-

der-estimated water vapour mixing ratios for UMUKCA-
METO and overestimated solar heating rates and under-
estimated ozone mixing ratios for UMUKCA-UCAM also 
contribute significantly. 

Four models were singled out in the analysis of simu-
lated temperature climatologies in Section 3.3.1 as likely 
to have deficiencies in their radiation schemes in the up-
per stratosphere: CCSRNIES, CMAM, CNRM-ACM and 
LMDZrepro. While CNRM-ACM is not analysed here, the 
present analysis confirms the qualitative assessment made 
in Section 3.3.1 for the other three models. 

In the middle stratosphere (15 hPa) and in the lower 
stratosphere (70 hPa) the temperature biases and estimated 
errors (not shown) are generally well correlated but signifi-
cant discrepancies between the two values exist, making a 
similar analysis less useful for these heights. This is proba-
bly due to a number of reasons. First, using relaxation time 
for the conversion heating rate to temperature is a rough 
approach which works better in the vicinity of the strat-
opause than in the middle and lower stratosphere where 
the relaxation time depends more strongly on the shape of 
the perturbation and has a strong latitudinal dependence. 
Second, the effect of errors in O3 and H2O mixing ratios has 
been estimated based on the local biases. However, non-
locality plays an important role in the middle and lower 
stratosphere for both solar heating and longwave cooling 
rate calculations. Third, the temperature biases reported 
in Section 3.3.1 are based on the annually averaged glo-
bal mean climatology, whereas heating rates used to esti-
mate errors are global values based on calculations at five 
latitudes for January conditions. And finally, the effect 
of clouds and volcanic aerosol which is important in the 
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Figure 3.16: The bias in the simulated global mean 
temperature at 2 hPa from Section 3.3 (black circles) 
and the estimated contributions of CCM biases in: 
ozone climatology (pink diamonds); water vapour 
climatology (light blue diamonds); and longwave/
shortwave heating rates calculations (green/red dia-
monds). The total CCM bias is represented by black 
diamonds.  See text for details.
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lower and middle stratosphere, was not evaluated in the 
framework of this exercise.

3.5 Solar signal in CCMs

The incident solar radiation at the top of Earth’ at-
mosphere varies on different time scales. Observational 
studies, e.g., Randel et al. (2009), found a statistically sig-
nificant decadal signal in annual mean upper stratospheric 
temperature of up to 1 K, associated with the 11-year so-
lar activity cycle. While the total solar irradiance (TSI), 
i.e., the spectrally integrated solar irradiance at the top of 
Earth’s atmosphere, varies only by about 0.1% over the 11-
year cycle, larger variations occur in the ultraviolet (UV) 
part of the spectrum, reaching several percent in the ozone 
absorption bands that are responsible for the SW heating of 
the stratosphere. However, given the much lower intensity 
in the UV spectral region compared to the visible (VIS) 
and near-infrared (IR) parts of the solar spectrum, and be-
cause of the historical focus of numerical global modelling 
on the troposphere where absorption of solar UV radiation 
by ozone plays only a very minor role, SW radiation codes 
in GCMs and CCMs do not consider the solar irradiance 
for the wavelengths shorter than ~250 nm and quite often 
exploit broad-band parameterisations using TSI as an input 
variable. Depending on the radiation scheme, fractions of 
TSI are then used to calculate solar fluxes and heating rates 
in one or two SW absorption bands from the top of the at-
mosphere to the surface. More sophisticated SW radiation 
codes designed for applications to the middle atmosphere 
usually consider extended spectral range and include more 
spectral bands in the UV/VIS. Egorova et al. (2004) and 
Nissen et al. (2007) compared the performance of SW ra-
diation codes with different spectral resolution and showed 
that the observed solar temperature signal in the strato-
sphere can only be reproduced in models that allow for the 
effects of spectral variations between solar minimum and 
maximum.

In this section we will address the following ques-
tions: 

1. How sensitive are the CCM SW radiation codes to 
changes in solar irradiance and ozone?

2. How well is the 11-year radiative solar signature re-
produced by the participating SW radiation codes in 
comparison with reference LBL codes?

3. Can the grade of the simulated solar signature in 
temperature in the REF-B1 simulations, discussed in 
Chapter 8 of this report, be explained in terms of the 
characteristics of the SW radiation codes?  

3.5.1 Experimental Setup

Heating rate differences between the minimum and 

maximum phases of the 11-year solar cycle have been 
calculated in stand-alone versions of the CCM shortwave 
radiation parameterisations and in LBL models for pre-
scribed spectral flux and solar induced ozone differences 
between the minimum and maximum phases of the 11-year 
solar cycle.

The spectral solar irradiance (SSI) and TSI data to be 
used in this comparison are based on the method described 
in Lean et al. (2005). Extra-terrestrial spectral solar irradi-
ance for the spectral range 120 – 100,000 nm were pro-
vided with a spectral resolution ranging from 1 to 50 nm as 
well as the spectral integral over all wavelengths, i.e., TSI. 
The monthly mean solar irradiance of September 1986 
and November 1989 has been selected for solar minimum 
and solar maximum conditions, respectively. For mean so-
lar conditions average data were derived from the period 
1950 to 2006. Depending on the individual SW radiation 
codes, the modelling groups were requested to either use 
the suggested TSI for solar minimum and maximum condi-
tions, or to integrate the provided high resolution spectral 
irradiances to match the broader spectral intervals of their 
own SW radiation codes and to adapt the total solar irradi-
ance to be consistent with the integral over all intervals. 
To study the effect of solar induced ozone variations on 
heating rates, experiments with mean solar irradiance and 
prescribed ozone changes between solar minimum and 

Table 3.16: Experimental setup for offline solar vari-
ability simulations.

Table 3.17: Participating offline SW radiation codes 
and ways of prescribing solar variability. 

Experiment Solar irradiance Ozone
A mean 1980 climatology
O max 1980 climatology
P min 1980 climatology
R mean max
S mean min

CCM TSI Spectral
CCSRNIES √

CMAM √
ECHAM4 √
ECHAM5 √

EMAC √
LMDZrepro √

SOCOL √
UMSLIMCAT √

UMUKCA-METO √
UMUKCA-UCAM √
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maximum were carried out. The ozone changes have been 
derived from 2-dimensional, photochemical model calcu-
lations (Haigh, 1994) to ensure smooth distributions of the 
changes.

Further settings of the experiments were identical to 
the 1980 control simulation (case A, Table 3.4). Table 3.16 
gives an overview of the recommended experiments.

The participating CCM SW radiation codes and the 
provided SW radiative heating rates are summarized in 
Table 3.17. Further it is indicated whether the radiation 
codes are forced with TSI or spectral irradiance data. More 
details of the radiation codes including references can be 
found in Chapter 2. 

The results of the offline calculations have been eval-
uated against reference calculations from the LBL radia-
tion code LibRadtran (Meyer and Kylling, 2005).

3.5.2 Sensitivity of  the solar signal to 
spectral resolution

Figure 3.17 shows global mean profiles of the dif-
ferences in SW heating rates between solar minimum and 
maximum in January. In the left panel only solar irradiance 
variations are taken into account and in the middle panel 
the effects of prescribed solar induced ozone changes only. 
The right panel shows the total effects of solar irradiance 
and prescribed solar induced ozone changes between solar 
minimum and maximum. The largest response to 11-year 
solar irradiance changes (experiments O-P, left panel) oc-
curs in the stratopause region with global mean heating 
rate changes from solar minimum to maximum of about 
0.12 K/day in the LibRadtran reference model (black line). 
The results of the CCM radiation schemes can be grouped 
into three categories: a) schemes that closely follow the 
reference heating rate change profile, i.e., CMAM, EMAC 
and CCSRNIES, and with some minor deviations SOCOL, 
b) two schemes that reproduce about half of the reference 
heating rate differences (ECHAM5 and UMSLIMCAT) 
and c) schemes that have an almost negligible radia-
tive response to solar irradiance changes of less 0.02 K/
day, like ECHAM4, LMDZrepro, UMUKCA-METO, and 
UMUKCA-UCAM. 

Differences between the three groups can be ex-
plained by the spectral resolution of the prescribed solar 
irradiance change between solar minimum and maximum. 
With 44 spectral intervals between 121 and 683 nm the 
EMAC scheme reproduces the reference profile over the 
whole stratosphere very well; similarly the CMAM code 
with 8 bands between 121 and 305.5 nm and only 3 bands 
for ozone absorption between 206 and 305.5 nm. SOCOL 
(4 spectral intervals between 120 and 680 nm) overesti-
mates the maximum SW heating rate difference in the 
lower mesosphere by about 10%, associated with an un-
der-estimation in the lower stratosphere. In contrast, the 

SW radiation codes in LMDZrepro, UMUKCA-METO, 
UMUKCA-UCAM, and ECHAM4 that are driven by TSI 
changes between solar minimum and maximum only, are 
not able to capture the magnitude of the SW heating rate 
changes between solar minimum and maximum.

The SW radiation scheme of the Unified Model 
(UM) model series can also be driven by spectral irradi-
ance changes, as was done for example in the REF-B1 
simulation of UMSLIMCAT. This allows for a direct as-
sessment of the effect of spectral irradiance versus TSI 
input data. As seen in Figure 3.17 (left panel), the SW 
heating rate response of the spectrally forced offline cal-
culation with UMSLIMCAT is stronger than in the TSI 
forced UMUKCA-METO and UMUKCA–UCAM mod-
els. However with a SW heating rate difference of ~0.07 
K/day, UMSLIMCAT reproduces only about 50% of the 
LBL model result. A similar result to that of UMSLIMCAT 
is obtained for ECHAM5. The ECHAM5 offline radiation 
code was included into this comparison to investigate the 
effect of adding two bands in the UV to the single UV/VIS 
absorption band used in the ECHAM4 code (Cagnazzo et 
al., 2007). Although with the additional absorption bands 
(185-690 nm) the full spectral range of ozone absorption is 
resolved, only 50% of the heating rate differences between 
solar minimum and maximum can be simulated. 

The global mean SW heating rate response to pre-
scribed solar induced ozone changes (experiments R-S, 
middle panel of Figure 3.17) in the reference model reaches 
about 0.07 K/day from solar minimum to maximum, that is 
approximately 65% of the response to the solar irradiance 
variations. The strongest response occurs in the upper strat-
osphere, about 10 km lower than the strongest response to 
irradiance changes. This behaviour is qualitatively well re-
produced by the different CCM radiation codes. Deviations 
from the LBL code are much smaller than for the irradiance 
changes, as mean solar irradiance was prescribed to isolate 
the clean ‘ozone effect’. Differences between the models 
occur due to the band width adopted and generally cor-
respond to the differences encountered in case A. Note that 
the ‘ozone effect’ exceeds the effect of solar irradiance var-
iations below 10 hPa emphasising the importance of con-
sidering the feedback of changes in ozone photochemistry 
during a solar cycle on the SW radiation budget. 

The total SW heating rate change between solar 
minimum and maximum, i.e., due to both solar irradiance 
changes and the solar induced ozone changes, (right panel 
in Figure 3.17) clearly illustrates that those CCM SW ra-
diation codes that use only TSI variations under-estimate 
the solar radiative signal by about 50%.

The response to solar variability obtained with the 
CCM SW radiation codes in offline mode is generally 
consistent with the solar response in the transient REF-B1 
simulations discussed in Chapter 8. The REF-B1 solar 
heating rate differences for those models, which also pro-
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vided off-line heating rates (CCSRNIES, CMAM, EMAC, 
and LMDZrepro) range between 0.07 and 0.17 K per day 
per 100 units of the F10.7cm solar flux around the tropical 
stratopause (Figure 8.12). By multiplying these values by 
a factor 1.3 we obtain an estimate of the SW heating rate 
differences between solar minimum and maximum that can 
be compared with the offline calculations. There is good 
agreement between online and offline calculated heating 
rate differences for the four CCMs (not shown). For ex-
ample, we find an annual mean tropical heating rate differ-
ence of 0.20 K per day in the REF-B1 run of CMAM and a 
heating rate difference of 0.22 K per day at the equator in 
January from the CMAM offline code. 

In Chapter 8, the temperature response to decadal 
solar forcing in the CCMs was derived by a multiple lin-
ear regression analysis (Figure 8.11). The strongest solar 
temperature signal is found consistently in the tropical up-
per stratosphere/lower mesosphere, indicating that the di-
rect mechanism of heating by absorption of enhanced UV 
radiation at solar maximum is well captured by the spec-
trally resolving SW radiation schemes. The reduced dec-
adal temperature signal in LMDZrepro can be explained 
by the under-estimation of the spectral solar forcing that 
was identified in the offline calculations. However, while 
the responses to solar irradiance changes in the spectrally 
resolving radiation codes of CCSRNIES, CMAM, EMAC, 
and SOCOL are close to each other (Figure 3.17, left pan-
el), the solar temperature responses in the corresponding 
REF-B1 simulations of these models show a considerable 
spread in the upper stratosphere and mesosphere (Figure 

8.11a), which cannot be explained by a direct radiative ef-
fect alone. Similarly, indirect dynamical processes seem to 
contribute to the strong solar response of mesospheric tem-
perature in the UMSLIMCAT REF-B1 simulation, as the 
offline calculation shows that its SW radiation code under-
estimates the heating rate response to UV-variations.

3.6 Summary

In this section, as in other chapters, we employ the 
concepts of metrics and grades to help synthesize the dis-
cussions of the preceding sections.  A metric can been seen 
as a way for assessing a model and comparing it to an ob-
jective benchmark. For example we compare a model’s 
globally averaged temperature to an observed climatologi-
cal mean. In this case the metric would be temperature dif-
ference, and the benchmark given as the observed climato-
logical mean temperature. A grading is then applied to this 
temperature difference according to how big a difference is 
deemed acceptable without down-grading the model per-
formance. For our example, we compare the model tem-
perature difference to the observed interannual variability 
in temperature, and say that a model with an error smaller 
than the interannual variability is performing well, and as-
sign the model a “good” grade.

We adopt the above approach in a quantitative way. 
Each CCM is graded between zero and one, with a grade 
of one representing a “perfect” result and a grade of zero 
representing no skill. The gradings are based on a standard 

Figure 3.17: Global mean, shortwave heating rate differences between minimum and maximum of the 11-year 
solar cycle in January (K/d), calculated offline in CCM radiation schemes and one reference LBL model. Left 
panel: Radiative response to prescribed solar irradiance change (experiments O-P, Table 3.16), middle panel: 
radiative response to solar induced ozone change (experiments R-S, Table 3.16), right panel: total radiative 
response (experiments (O-P)+(R-S), Table 3.16).
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deviation approach where, nominally, one sigma (σ) away 
from the reference diagnostic reduces the grade by 0.33.         
For deviation X from the reference diagnostic, a grade  (G) 
is given by

G = 1 – 0.33 X/σ, 

Therefore, three or more sigmas away from the reference 
diagnostic would give a grade of zero. For most metrics, a 
sigma value could not be calculated from statistics so the 
choice of sigma values and grading has been somewhat 
subjective. Table 3.1 summarizes the metrics and gradings 
used to evaluate each processes. Table 3.18 gives details 
of each grading used and tables in the chapter that give the 
diagnostics and sigma values that are used to calculate the 
grades for each process. 

Three sets of gradings are shown in Figures 3.18 to 
3.21. These refer to temperature based diagnostics (Figure 
3.18), flux diagnostics (Figure 3.19) and heating rate di-
agnostics (Figure 3.20). Sigma values used are based on 
interannual variability measures for temperature trend met-
rics. For other metrics sigmas are based on the maximum 
difference between CCMs and either reference analyses 
or reference calculations. Therefore, a model grade above 
0.66 is as good as can be expected with current knowledge. 
We class grades as 0.66 or higher “good”, grades between 
0.33 and 0.66 as “adequate” and grades below 0.33 as 
“poor”. Note that many caveats exist in grade representa-
tion and these grades should not be seen as definitive or 
over interpreted. A different choice of diagnostic, reference 
model and/or sigma can lead to different answers. We have 
tried to be pragmatic with these choices, picking metrics 
that we believe to be most relevant to the CCM commu-
nity, although a degree of subjectivity will still exist.

By deriving sigma values from differences between 
reference calculations a poor grading does not necessarily 
mean a large source of model error.  Take, for example, 
the CO2 and stratospheric water vapour forcing grades in 
Figure 3.19. The stratospheric water vapour forcing has er-
rors of over 100% between models (Figure 3.12), yet mod-
el grades are adequate or good. Whereas, the error in CO2 
forcing is estimated to be within 20% (Figure 3.9) yet sev-
eral CCMs are given a poor grade. This, perhaps unintui-
tive, grading results from the CO2 forcing being much bet-
ter constrained between the reference sets of calculations, 
compared to the reference calculations for stratospheric 
water vapour.  Our choice of metric can therefore be seen 
as an indictor of how close a model is to “state of the art” 
rather than how accurate a model is.

General grading features are discussed here. 
Individual model grades and performance and summarized 
in Section 3.6.1.

Many CCMs have poor representation of lower strat-
ospheric temperatures yet are able to produce a good simu-
lation of temperature trends throughout the stratosphere 

(Figure 3.18). This likely is, in part, due to temperature 
changes depending largely on carbon dioxide and ozone 
changes, whereas many other factors such as clouds can 
affect temperature climatologies in the lower stratosphere. 
The multi-model mean has a higher grade than all but one 
model (WACCM) which indicates the value of multi-mod-
el studies.

CO2 and N2O forcings are generally less well mod-
elled by CCMs than by LBLs, so CCMs typically have a 
poor grader for these forcings, indicating potential areas for 
radiation scheme improvement (Figure 3.19). When grad-
ings are combined with knowledge of radiation scheme 
errors (see above), a good grade for stratospheric water 
vapour changes suggests that at least some of the sets of 
reference calculations should be improved.  

Stratospheric heating rate based metrics for the cli-
matology, CO2 increases and ozone depletion are shown 
in Figure 3.20. These grades are generally good across 
CCMs, meaning that CCMs should be able to provide 
good estimates of temperature change. Hence these grades 
corroborate the temperature trend based grade results in 
Figure 3.18. 

The aim of Section 3.5 was to validate the ability of 
the CCM SW radiation codes to reproduce the radiative 
effects of decadal solar variability. Therefore, the basis 
for allotting grades to the different SW radiation codes is 
their response or sensitivity to solar irradiance changes 
that vary increasingly towards shorter wavelengths be-
tween solar minimum and maximum, reaching several 
percent in the UV. The comparison described here clearly 
revealed that only CCM radiation codes that are designed 
to take prescribed spectral irradiance data into account 
are able to reproduce the magnitude and vertical profile 
shape of the heating rate differences between solar mini-
mum and maximum (Figure 3.17, left panel). These mod-
els (CCSRNIES, CMAM, EMAC, and SOCOL) simulate 
the reference heating rate difference profile within a few 
percent and are therefore graded as 0.9. Another class of 
models fails to reproduce the solar signal in SW heating 
rates due to their neglect of spectral irradiance changes. 
These models (ECHAM4, LMDZrepro, UMUKCA-
METO, and UMUKCA-UCAM) are graded as 0.1. Two 
models (ECHAM5 and UMSLIMCAT) are able to allevi-
ate the bias to some extent by considering spectral irradi-
ance changes in a simplified way. They reproduce about 
half the variability in SW heating rates, and are therefore 
graded as 0.5. 

This grading also applies to the total effects of solar 
variability (Figure 3.17, right panel) including the effects 
of solar induced ozone changes, as the heating rate chang-
es due to prescribed solar induced ozone changes (Figure 
3.17, middle panel), are well captured by most models. As 
the outcome of this inter-comparison clearly suggests three 
categories of SW radiation codes, we abstain from a more 

(3.1)
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detailed grading.
Throughout the chapter we have tried to explain dif-

ferences between CCMs. However, in many instances ap-
propriate diagnostics were not available and interpretation 
is lacking, so a full assessment of differences has not been 
possible.

3.6.1 Summary by model

We class grades as 0.66 or higher “good”, grades 
between 0.33 and 0.66 as “adequate” and grades below 
0.33 as “poor”. We employ this standard terminology to 
the model summaries below. For English clarity respective 
adverb forms of “well”, “adequately” and “poorly” are also 

employed,

AMTRAC3: This CCM has an adequate representation of 
climatological global mean temperatures in the lower and 
middle stratosphere, and a good representation of tempera-
tures in the upper stratosphere.  Global mean temperature 
trends throughout the stratosphere are well reproduced. 
Climatological total radiative flux at the tropopause is well 
modelled. Radiative forcings at the tropopause are well 
modelled for water vapour changes, both in the strato-
sphere and troposphere, and for CH4. CFC forcings and 
tropospheric O3 forcings are adequately modelled. CO2, 
stratospheric O3 and N2O forcings are poorly modelled.  
Climatological heating rates and their change from CO2 
and stratospheric O3 perturbations are either adequate or 

Table 3.18: A summary of the metrics and gradings used to evaluate each processes.
Process Metric Metric sigma basis Grading basis

Stratospheric 
temperatures

Comparing 1980-1999 
climatological global mean 
temperature profiles

Maximum difference between ERA 40 
and either UKMO or NCEP analysis.
Evaluated at 70 hPa, 15 hPa and 2 hPa

See Table 3.2

Stratospheric 
temperature 
change

Comparing 1980-1999 global mean 
temperature trends

MSU/SSU  trend uncertainty (95% 
confidence interval). 
Evaluated at 70 hPa, 15 hPa and 2 hPa

See Table 3.3

Radiative fluxes Comparing global mean total 
(SW+LW) climatological fluxes in 
offline radiation schemes with LBL 
models

Maximum difference between 
sophisticated radiation models for 
globally annually averaged total 
(SW+LW).  
Evaluated at the tropopause

See Table 3.6

Radiative forcing Comparing global mean 
instantaneous total forcings 
(SW+LW) in offline radiation 
schemes for a variety of atmospheric 
composition changes with LBL 
models

Maximum difference between 
sophisticated radiation models for 
globally annually averaged total 
(SW+LW).  
Evaluated at the tropopause

See Table 3.6

Stratospheric 
heating/cooling

Comparing global mean total 
(SW+LW) climatological heating 
rates in offline radiation schemes 
with LBL models

Maximum difference between 
sophisticated radiation models for 
globally annually averaged total 
(SW+LW).  
Evaluated at 70 hPa, 15 hPa and 2 hPa

See Table 3.15

Changes in 
stratospheric 
heating/cooling

Comparing changes in globally 
averaged total (SW+LW) heating 
rates in offline radiation schemes 
with LBL models

Maximum difference between 
sophisticated radiation models for 
globally annually averaged total 
(SW+LW).  
Evaluated at 70 hPa, 15 hPa and 2 hPa

See Table 3.15

Solar variability Comparing globally averaged SW 
heating rates in offline radiation 
schemes with prescribed solar 
spectrum variations and ozone 
change

Whether or not radiation code reproduces 
sophisticated model signal.  
A subjective grade based on how similar 
their signal is to LibRadtran results

See Figure 
3.17



Chapter 3: Radiation102

better. The CCM’s representation of solar variability is not 
assessed. 

CAM3.5: This CCM has a low model lid so upper strat-
ospheric levels were not assessed. This CCM has an ade-
quate representation of climatological global mean temper-
atures in the middle stratosphere, and a poor representation 
of temperatures in the lower stratosphere. Global mean 
temperature trends throughout the CCM’s stratosphere 
are well reproduced. The CCM’s representation of fluxes, 
heating rates and solar variability is not assessed.

CCSRNIES: This CCM has an adequate representation 
of climatological global mean temperatures in the upper 

stratosphere, and a poor representation of temperatures 
in the lower and middle stratosphere.  Global mean tem-
perature trends throughout the stratosphere are well repro-
duced. Climatological total radiative flux at the tropopause 
is adequately modelled. CO2, stratospheric O3 and CFC 
forcings are well modelled. CH4, and tropospheric ozone 
forcings are adequately modelled. Radiative forcings at the 
tropopause are poorly modelled for water vapour chang-
es, both in the stratosphere and troposphere, and for N2O. 
Climatological heating rates are well represented, except 
in the lower stratosphere which is poorly represented. 
Changes in heating rates are well modelled for ozone in 
the lower and middle stratosphere and for CO2 in the up-
per stratosphere. Middle and lower stratospheric heating 
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Figure 3.19: CCM grades for globally averaged fluxes at the 200 hPa tropopause and their change (radiative 
forcing). See Table 3.18 for details.

Figure 3.18: CCM grades for globally averaged climatological stratospheric temperatures and their trend. See 
Table 3.18 for details.
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rate changes due to CO2 are poorly modelled, as are upper 
stratospheric ozone heating rate changes.  The CCM’s rep-
resentation of solar variability is good.

CMAM: This CCM has an adequate representation of cli-
matological global mean temperatures in the lower strato-
sphere, and a poor representation of temperatures in the 
middle and upper stratosphere.  Global mean temperature 
trends throughout the stratosphere are well reproduced. 
Climatological total radiative flux at the tropopause is well 
modelled. Radiative forcings at the tropopause are well 
modelled for CH4 and stratospheric water vapour changes,  
while stratospheric O3, CFC, CO2, N2O and tropospheric 
O3 forcings are poorly modelled. Climatological heating 
rates and their change from CO2 and stratospheric O3 per-

turbations are either adequate or better. The CCM’s repre-
sentation of solar variability is good.

CNRM-ACM: This CCM has a poor representation of cli-
matological global mean temperatures throughout strato-
sphere. Global mean temperature trends reproduction in the 
middle and upper stratosphere are adequate. Reproduction 
of temperature trends in the lower stratosphere is poor. The 
CCM’s representation of fluxes, heating rates and solar 
variability is not assessed.

EMAC: This CCM has a good representation of climato-
logical global mean temperatures in the upper stratosphere, 
adequate representation in the middle stratosphere and 
poor representation in lower stratosphere. Global mean 
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Figure 3.21: A summary of the average CCM grade for temperature related metrics (Figure 3.18), flux related 
metrics (Figure 3.19), heating rate related metrics (Figure 3.20) and the solar variability metric (see Figure 3.17).

Figure 3.20: CCM grades for globally averaged climatological stratospheric heating rates and their changes. 
See Table 3.18 for details.
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temperature trends throughout the stratosphere are well 
reproduced. Climatological total radiative flux at the tropo-
pause is not assessed. Climatological heating rates are well 
represented. Changes in heating rates from stratospheric O3 
perturbations are good, expect at upper stratospheric levels 
where they are adequate. Heating rate changes from CO2 
perturbations are adequate or better, except in the upper 
stratosphere where they are poor. The CCM’s representa-
tion of solar variability is good.

E39CA: This CCM has a low model lid so upper strat-
ospheric levels were not assessed. This CCM has an ade-
quate representation of climatological global mean temper-
atures in the middle stratosphere, and a poor representation 
of temperatures in the lower stratosphere.   Global mean 
temperature trends throughout the CCM’s stratosphere 
are well reproduced. Climatological total radiative flux at 
the tropopause is well modelled. Radiative forcings at the 
tropopause are well modelled for CH4, CFC, stratospheric 
O3 and water vapour changes, both in the stratosphere and 
troposphere. For CO2, N2O and for tropospheric O3 forc-
ings are poorly modelled. Climatological heating rates and 
their change from  CO2 and O3  perturbations are either 
adequate or better, except in the middle and upper strato-
sphere for CO2 changes where representation is poor. The 
CCM’s representation of solar variability is poor.

GEOSCCM: This CCM has a good representation of 
climatological global mean temperatures throughout the 
stratosphere. Global mean temperature trends through-
out the stratosphere are well reproduced. Climatological 
total radiative flux at the tropopause is poorly modelled. 
Radiative forcings at the tropopause are well modelled for 
water vapour changes, both in the stratosphere and tropo-
sphere, and for CH4, the CFCs, and for tropospheric O3. 
Stratospheric O3 forcing is adequately modelled while CO2 
and N2O forcings are poorly modelled.  Climatological 
heating rates and their change from CO2 and stratospheric 
O3 perturbations are either adequate or better. The CCM’s 
representation of solar variability is not assessed.

LMDZrepro: This CCM has a good representation of 
climatological global mean temperatures in the lower and 
middle stratosphere, and a poor representation of tempera-
tures in the upper stratosphere. Global mean temperature 
trends throughout the stratosphere are well reproduced. 
Climatological total radiative flux at the tropopause is 
poorly modelled. Radiative forcings at the tropopause 
are well modelled for water vapour changes, both in the 
stratosphere and troposphere. CH4 and CFC12 forcings 
are adequately modelled. CFC11, CO2, tropospheric O3 
and stratospheric O3 forcings are all poorly modelled. 
Climatological heating rates and their change from CO2 
and stratospheric O3 perturbations are either adequate or 

better, expect in the middle stratosphere for CO2 changes 
and the upper stratosphere for   ozone changes where repre-
sentation is poor. The CCM’s representation of solar vari-
ability is poor.

MRI: This CCM has a good representation of climatologi-
cal global mean temperatures in the upper stratosphere, 
an adequate representation of temperatures in the lower 
stratosphere, and a poor representation in the middle strat-
osphere. Global mean temperature trends in the upper and 
middle stratosphere are well reproduced, whilst tempera-
ture trends in the lower stratosphere are adequately repro-
duced. Climatological total radiative flux at the tropopause 
is adequately modelled. Radiative forcings at the tropo-
pause are well modelled for water vapour changes in the 
stratosphere, for O3 changes both in the stratosphere and 
troposphere, and for CH4. CO2 and water vapour forcings 
in the troposphere are adequately represented. The forcings 
from N2O is poorly represented. CFC forcings are not as-
sessed. Climatological heating rates and their change from 
CO2 and stratospheric O3 perturbations are either adequate 
or better, expect in the mid- and low stratosphere for CO2 
changes where representation is poor. The CCM’s repre-
sentation of solar variability is not assessed.

NiwaSOCOL: This CCM has a good representation of cli-
matological global mean temperatures in the middle and 
upper stratosphere and a poor representation in the lower 
stratosphere. Global mean temperature trends are well re-
produced throughout the stratosphere. The CCM’s repre-
sentation of fluxes, heating rates and solar variability is not 
assessed.

SOCOL: This CCM has a good representation of clima-
tological global mean temperatures in the middle and up-
per stratosphere and a poor representation in the lower 
stratosphere. Global mean temperature trends are well re-
produced throughout the stratosphere. Climatological total 
radiative flux at the tropopause is well modelled. Radiative 
forcings at the tropopause are well modelled for water va-
pour changes in the stratosphere and troposphere, for O3 
changes in the stratosphere, for CFCs and CH4. Forcings 
from CO2, N2O, and O3 changes in the troposphere are 
poorly represented. Climatological heating rates and their 
change from CO2 and stratospheric O3 perturbations are 
either adequate or better, expect in the middle and upper 
stratosphere for CO2 changes where representation is poor. 
The CCM’s representation of solar variability is good.

ULAQ: This CCM has a good representation of climato-
logical global mean temperatures in the lower and upper 
stratosphere and an adequate representation in the middle 
stratosphere. Global mean temperature trends are well re-
produced throughout the stratosphere. The CCM’s repre-
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sentation of fluxes, heating rates and solar variability is not 
assessed.

UMETRAC: This CCM has a good representation of cli-
matological global mean temperatures in the upper strato-
sphere, an adequate representation in the middle strato-
sphere, and a poor representation in the lower stratosphere. 
Global mean temperature trends are well reproduced in the 
lower and middle stratosphere and adequately reproduced 
in the upper stratosphere. The CCM’s representation of 
fluxes, heating rates and solar variability is not assessed.

UMSLIMCAT: This CCM has a good representation of 
climatological global mean temperatures in the middle 
and upper stratosphere, and an adequate representation 
of temperatures in the lower stratosphere. Global mean 
temperature trends throughout the stratosphere are well 
reproduced. Climatological total radiative flux at the tropo-
pause is adequately modelled. Radiative forcings at the tro-
popause are well modelled for ozone changes both in the 
stratosphere and troposphere, CH4 and the CFCs. Forcings 
are adequately modelled for CO2, N2O and stratospheric 
water vapour. Tropospheric water vapour forcing is poorly 
modelled. Climatological heating rates and their change 
from CO2 and stratospheric O3 perturbations are either ad-
equate or better, expect in the middle stratosphere for CO2 
changes where representation is poor. The CCM’s repre-
sentation of solar variability is adequate.

UMUKCA-METO: This CCM has a good representation 
of climatological global mean temperatures in the middle 
and upper stratosphere, and a poor representation of tem-
peratures in the lower stratosphere. Global mean tempera-
ture trends in the upper stratosphere are well reproduced, 
middle stratospheric trends are adequately reproduced 
and lower stratospheric trends are poorly reproduced. 
Climatological total radiative flux at the tropopause is well 
modelled. Radiative forcings at the tropopause are well 
modelled for stratospheric and tropospheric O3 changes, 
N2O, CFC11 and CH4. Forcings are adequately modelled for 
CO2, CFC12 and stratospheric water vapour. Tropospheric 
water vapour forcing is poorly modelled. Climatological 
heating rates and their change from CO2 and stratospheric 
O3 perturbations are either adequate or better, except in the 
low stratosphere for CO2 changes where representation is 
poor. The CCM’s representation of solar variability is poor.

UMUKCA-UCAM: This CCM has a good representation 
of climatological global mean temperatures in the mid-
dle and upper stratosphere, and a poor representation of 
temperatures in the lower stratosphere. Global mean tem-
perature trends throughout the stratosphere are well repro-
duced. Climatological total radiative flux at the tropopause 
is well modelled. Radiative forcings at the tropopause are 

well modelled for tropospheric O3 change, N2O, CFC11 
and CH4. Forcings are adequately modelled for CO2, 
CFC12, stratospheric O3 and stratospheric water vapour. 
Tropospheric water vapour forcing is poorly modelled. 
Climatological heating rates and their change from CO2 
and stratospheric O3 perturbations are either adequate or 
better, expect in the upper stratosphere for O3 changes and 
in the low stratosphere for CO2 changes where representa-
tion is poor. The CCM’s representation of solar variability 
is poor.

WACCM: This CCM has a good representation of cli-
matological global mean temperatures throughout the 
stratosphere. Global mean temperature trends are well re-
produced throughout the stratosphere. The CCM’s repre-
sentation of fluxes, heating rates and solar variability is not 
assessed.

3.6.2 Overall summary

The work in this chapter has shown that CCM global 
mean temperatures and their change can give an indica-
tion of errors in radiative transfer codes and/or atmospheric 
composition. Biases in the global temperature climatology 
are generally small, although five out of 18 CCMs shows 
biases in their climatology that likely indicate problems 
with their radiative transfer codes. Temperature trends also 
generally agree well with observations, although one mod-
el shows significant discrepancies that appear to be due to 
radiation errors. Heating rates and estimated temperature 
changes from CO2, ozone and water vapour changes are 
generally well modelled.  Other gases (N2O, CH4, CFCs) 
have only played a minor role in stratospheric temperature 
change but their heating rates are estimated with large frac-
tional errors in many models. Models that do not account 
for variations in the spectrum of solar irradiance but only 
consider changes in total (spectrally-integrated) solar irra-
diance (TSI) cannot properly simulate solar-induced varia-
tions in stratospheric temperature. The combined LLGHG 
global-annual-mean instantaneous net radiative forcing at 
the tropopause is within 30% of LBL models for all CCM 
radiation codes tested. Problems remain simulating ra-
diative forcing for stratospheric water vapour and ozone 
changes with a range of errors between 3% and 200% com-
pared to LBL models.

Performing a comparison of radiation schemes has 
been challenging. This work would have benefitted from 
more CCM radiation schemes being run independently 
of their host models. We suggest that in future radiation 
schemes should regularly be involved in comparison exer-
cises based on detailed sets of reference calculations from 
LBL models. Ideally, solar and longwave schemes should 
be evaluated for a range of realistic circumstances. Future 
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radiation scheme comparisons should also ideally evaluate 
the radiative effects of aerosol and cloud as well as trace 
gases. They should also evaluate the effect of approxi-
mations made in CCMs such as the frequency of radia-
tive transfer calculations and the effects of plane-parallel/
sphericity approximations. Photolysis and solar heating 
calculations should be merged for consistency. Non-local 
thermodynamic equilibrium effects should be accounted 
for above 70 km to correctly simulate heating and cooling 
rates in this region. CCMs should include spectral varia-
tions in solar irradiance when modelling solar variability 
in order to induce the correct stratospheric temperature 
change. Further work in needed to assess the level of spec-
tral detail required. 
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